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Abstract—A test for isotropy of images modeled as stationary or intrinsically stationary random fields on a lattice is developed. The test is based on wavelet theory, and can operate on the horizontal and vertical scale of choice, or on any combination of scales. Scale is introduced through the wavelet variances (sometimes referred to as the wavelet power spectrum), which decompose the variance over different horizontal and vertical spatial scales. The method is more general than existing tests for isotropy, since it handles intrinsically stationary random fields as well as second-order stationary fields. The performance of the method is demonstrated on samples from different (an)isotropic random fields, and compared to three existing methods. It is competitive with or outperforms existing methods since it consistently rejects close to the nominal level for isotropic fields while having a rejection rate for anisotropic fields comparable to the existing methods in the stationary case, and superior in the intrinsic case. As practical examples, paper density images of handsheets and mammogram images are analyzed.
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I. INTRODUCTION

The use of random fields is ubiquitous in the study of natural processes and in image analysis. A common assumption, usually made for simplicity and computational purposes, is that the field in question is isotropic [46], meaning that the variability in the random field is independent of direction; however, many processes have a clear directional component. For example, an image of ocean waves would likely have a clear directionality determined by the dominant wind direction [1], as would ripples in sediment surfaces in shallow water formed by waves [34]. As part of seabed texture characterization, it is of interest to determine the presence of anisotropy in images of the seafloor obtained by autonomous underwater vehicles with high-resolution, side-looking sonars [10, 15, 17]. Anisotropy is indicative of areas of sand ripples, and knowledge of their location will lead to improvements in automatic target recognition. The visibility of sand ripples in sonar images is dependent on the viewing angle and can be impaired if observed from a vehicle on a path perpendicular to the sand ripple field’s major orientation. In radiographic images of bone the presence of directionalities has been shown to be a useful predictor of fracture risk [3], and in [12], the level of anisotropy of plastic food wrapping is connected to it having a higher tendency for micro-organisms to adhere. A discussant for this paper specifically pointed out the need for a test for isotropy. In modern cosmology a topic currently receiving much attention is whether the cosmic microwave background radiation is isotropic [7]. The presence of anisotropies challenges the standard cosmological model and points to the importance of a test for isotropy for understanding the very nature of our universe (the random field resides on a spherical grid in this case).

The examples above include both stationary and intrinsically stationary random field models, and in this paper we will present a new way to test for isotropy of both models. The proposed method is based on the variances of the coefficients from the two-dimensional maximal overlap discrete wavelet transform (MODWT), a non-subsampled and shift invariant version of the discrete wavelet transform. Originally wavelet variance was used in the study of time series, decomposing the variance of the time series over different temporal scales [41]. In the context of spatial processes or images, the wavelet variance can be used to decompose the variance over different spatial scales. Papers in this journal that have investigated this topic include [48], where wavelet variances are used for the classification and segmentation of textures, and [40], where many of the statistical properties of wavelet variances are worked out and alternative variance decompositions are given. Wavelet variances have also been used in, e.g., the analysis of soil properties and variations [32, 31], aerial photographs of lake patterns [38], sea ice synthetic aperture images [18], and texture analysis based on locally stationary wavelet fields [14].

Currently there exist several approaches for assessing the presence of anisotropy. Arguably the most common is a visual evaluation based on variograms (a more general construct than the covariance for expressing variability in a random field) for different lags plotted in a rose diagram to find the anisotropy axis [23]. The use of variograms is natural to identify and model isotropy or anisotropy of random fields [8, 6], and several formal statistical tests for isotropy exist that are based on comparing variogram values over different lags [20, 46, 35]. Tests have also been developed using the periodogram to assess certain symmetry conditions [44, 33]. In [39], a test based on bivariate circular statistics and subsampling is derived to detect anisotropy, and in [5] a test for isotropy for affine processes based on level sets is developed. All of the tests...
above have been developed for stationary fields. For intrinsically stationary fields the only formal test we know of uses a fractional Brownian field as a null hypothesis and is based on evaluation of the Hurst index in different directions [43].

The main contribution of this paper is the development of a scale-based test for isotropy of random fields. Our test differs from existing ones in that it can be tuned to include exactly the scales of interest for the application at hand and that it can handle both intrinsically stationary and stationary random fields. The performance of our test will be demonstrated on realizations from (intrinsically) stationary random fields with different underlying covariance functions (or variograms in the intrinsic case), ranging from weakly to strongly correlated processes. We compare our proposed tests to the methods described in [20, 33, 43]. We focus on these three particular methods because they are statistical tests especially developed for random fields on a regular two-dimensional lattice, and they represent conceptually different ways of assessing isotropy, from variograms [20] and periodograms [33] in the stationary case to directional Hurst indices [43] in the intrinsically stationary case of fractional Brownian fields.

The remainder of the paper is organized as follows. Section II introduces necessary spatial concepts needed for the assessment of isotropy. Theoretical background on the two-dimensional MODWT wavelet coefficients and estimators of the wavelet variance is given in Section III. The test for isotropy including derivation of necessary estimators is developed in Section IV. Examples of (Gaussian) isotropic and anisotropic random fields with different correlation structures are presented in Sections V, which are used in Section VI to check the validity of the asymptotics used for deriving the test statistic, and in Section VII for a simulation study including a comparison of the presented approach with several existing methods. Finally we investigate the presence of isotropy in two practical examples using paper density images in Section VIII and mammogram images in Section IX (the former are modeled as stationary fields, and the latter, as intrinsically stationary fields). Our findings are summarized and discussed in Section X.

III. WAVELET VARIANCE BACKGROUND

Let \( \{X_{u,v} : (u,v) \in \mathbb{Z}^2 \} \) denote, respectively, the unit level one-dimensional MODWT wavelet and scaling filters. The filters are from the commonly used Daubechies class, and are of even length \( L \). There also exist anisotropic types which are not geometric. These are often collectively referred to as zonal anisotropy [26], although there is some ambiguity as to the precise definition and classification of the non-geometric anisotropy types. For instance in [6] the anisotropy types are classified as geometric and zonal, but in addition a third type is introduced which is simply referred to as other anisotropies. An alternative and more detailed classification of types of anisotropy was proposed by [49]. In this paper we will for simplicity exclusively consider geometric anisotropy. The performance for other types of anisotropies is discussed in [16].
\[ V_{j,j'}(u,v) = \sum_{l=0}^{L_j-1} \sum_{l'=0}^{L_{j'}-1} h_{jj'} \phi_j \phi_{j'} X_{u-l,v-l'}, \quad (3) \]

Equations (1) – (3) describe wavelet-wavelet (ww), scaling-wavelet (sw) and wavelet-scaling (ws) coefficients. They differ by the application of either the wavelet or scaling filter to the rows and/or columns of \( \{X_{u,v}\} \).

Let \( \tau_j = 2^{j-1} \) denote the scale associated with level \( j \). The notion of scale is fundamental in wavelet analysis and is related to how much data are effectively covered (or spanned) by a particular filter. A scaling filter \( \{g_{jj}\} \) produces weighted averages over a scale of \( 2\tau_j \), whereas a wavelet filter essentially produces differences of adjacent weighted averages, each of which has a scale of \( \tau_j \). Hence, the sw process \( \{U_{j,j',u,v}\} \) is associated with changes at scale \( \tau_{j'} = 2^{j'-1} \) of the row averages corresponding to scale \( 2\tau_j \). Similarly, the ws process \( \{V_{j,j',u,v}\} \) is associated with changes at scale \( \tau_j = 2^{j-1} \) of the column averages corresponding to scale \( 2\tau_{j'} \). The ww process \( \{W_{j,j',u,v}\} \) is associated with changes along the rows at scale \( \tau_j \) and along the columns at scale \( \tau_{j'} \).

The coefficients can be calculated efficiently by a two-dimensional pyramid algorithm described in [18] for all possible combinations of levels \( j \) and \( j' \). Note that it is common in the literature to focus only on the case where \( j = j' \); i.e., the same scales are considered for the horizontal and vertical direction (see, e.g., [19]). Following the convention in [40, 18] we will refer to this as the diagonal case, which is not to be confused with the nomenclature in, e.g., [32], where the term refers to the part of the decomposition involving ww coefficients.

Let \( C \) stand for the coefficients listed in Equations (1) – (3), i.e., \( W, U \) or \( V \). Then the variance of \( C \) for levels \( j, j' \) is defined as \( \text{var} \{C_{j,j'}(u,v)\} \). For an (intrinsically) stationary field \( \{X_{u,v}\} \) with known semivariogram \( \gamma_{X,k_1,k_2} \) the wavelet variances can be written as:

\[ \begin{align*}
\hat{v}^2_{W,j,j'} &= \sum_{l=0}^{L_j-1} \sum_{l'=0}^{L_{j'}-1} h_{jj'} \phi_j \phi_{j'} \gamma_{X_j-j',k,k'}, \quad (4) \\
\hat{v}^2_{U,j,j'} &= \sum_{l=0}^{L_j-1} \sum_{l'=0}^{L_{j'}-1} g_{jj'} \phi_j \phi_{j'} \gamma_{X_j-j',k,k'}, \quad (5) \\
\hat{v}^2_{V,j,j'} &= \sum_{l=0}^{L_j-1} \sum_{l'=0}^{L_{j'}-1} h_{jj'} \phi_j \phi_{j'} \gamma_{X_j-j',k,k'}, \quad (6)
\end{align*} \]

When \( \{X_{u,v}\} \) is stationary, we can express Equations (4) – (6) equivalently in terms of its covariance function \( s_{X,k_1,k_2} \):

\[ \hat{v}^2_{W,j,j'} = \sum_{l=0}^{L_j-1} \sum_{l'=0}^{L_{j'}-1} h_{jj'} \phi_j \phi_{j'} X_{j-j',k,k'}, \quad (7) \]

Similar forms exist for \( \hat{v}^2_{U,j,j'} \) and \( \hat{v}^2_{V,j,j'} \).

As shown in [40] an unbiased estimator for the wavelet variances of a realization of \( \{X_{u,v}\} \) on a finite grid of size \( N \times M \) is given by

\[ \hat{v}^2_{C,j,j'} = \frac{1}{N_j M_f} \sum_{u=0}^{N_j-1} \sum_{v=0}^{M_f-1} C_{j,j'}(u,v), \quad (7) \]

where \( N_j = N - L_j + 1, M_f = M - L_{j'} + 1 \) (this presumes the level \( j \) is small enough so that \( N_j > 0 \) and \( M_f > 0 \)).

**IV. Test for isotropy**

For an isotropic (intrinsically) stationary process \( \gamma_{X,k_1,k_2} = \gamma \left( \sqrt{k_1^2 + k_2^2} \right) \in \mathbb{Z}^2 \). A necessary condition for isotropy is therefore that

\[ \gamma_{X,k_1,k_2} = \gamma_{X,k_2,k_1}. \quad (8) \]

For a realization from a random field \( \{X_{u,v}\} \), we will test the validity of Eq. (8) by looking at the variances of the wavelet coefficients from Equations (1) – (3), which capture distinct features in \( \{X_{u,v}\} \). The sw coefficients \( U_{j,j',u,v} \) are constructed from the original image by applying differencing filters of length \( L_j \) in the horizontal direction and averaging filters of length \( L_j \) vertically. The ws coefficients \( V_{j,j',u,v} \), on the other hand are constructed by applying averaging filters of length \( L_j \) in the horizontal direction and differencing filters of length \( L_j \) vertically. When the random field is isotropic, the variance of the sw coefficients indexed \( j, j' \) should therefore be equal to the variance of the ws coefficients indexed \( j, j' \); i.e. \( v^2_{U,j,j'} = v^2_{V,j,j'} \). The ww coefficients \( W_{j,j',u,v} \) are built somewhat differently. Here averages over diagonal blocks vs. counter diagonal blocks are created leading to the symmetry condition \( v^2_{W,j,j'} = v^2_{W,j',j} \) if the field in question is isotropic. These relations are also readily deduced from Equations (4) – (6) when the condition in Eq. (8) is fulfilled, in which case the following relations are valid under the null hypothesis \( H_0 \) of isotropy:

\[ \begin{align*}
\hat{v}_{U,j,j'}/\hat{v}_{V,j,j'} &= \log \left( \frac{\hat{v}_{U,j,j'}}{\hat{v}_{V,j,j'}} \right) = 0, \quad (9) \\
\hat{v}_{W,j,j'}/\hat{v}_{W,j',j} &= \log \left( \frac{\hat{v}_{W,j,j'}}{\hat{v}_{W,j',j}} \right) = 0. \quad (10)
\end{align*} \]

A test for isotropy can therefore be constructed using any of the ratios above, or any combination of them, replacing the variances with their estimators from Eq. (7) and using large sample results to approximate their distributions. The estimators are shown in [40] to be unbiased and asymptotically normal. Hence the delta method [13] may be used to find the asymptotic distribution of the log-ratios in question, leading to a statistical test for isotropy. The log-ratios are chosen as a test statistic rather than the ratios themselves since a test that is simultaneous over several ratios can readily be developed through simple matrix operations for the log-ratio case (this is not the case for the ratios directly). In the subsections that follow, we first derive the test for single ratios and subsequently a simultaneous test over all ratios of interest (Matlab code for the tests is available from the authors).

Prior to developing the proposed test, we note one important potential weakness, namely that the log-ratios will be zero for the geometrically anisotropic case when the direction of anisotropy is 45° to the image axes, since the condition in Eq. (8) will be met for this anomalous case. To guard against this pitfall, we propose a two-stage test where both the image and a 45° rotated version of the image are tested.
A. Delta method: Single ratio

From [40] we know that for a stationary or intrinsically stationary Gaussian field the large sample distribution of $\hat{\beta} = \left[ \hat{V}_{j,j,f}^2, \hat{V}_{j,f}^2 \right]^T$ is that of a normal with mean

$$\mu = \left[ \mu_{j,j,f}, \mu_{j,f} \right]^T$$

and whose covariance matrix can be deduced as

$$\Sigma = \begin{pmatrix}
\sigma_{U,j,f}^2 & \sigma_{U,j,f}V_{j,f} \\
\sigma_{U,j,f}V_{j,f} & \sigma_{V,j,f}^2
\end{pmatrix}.$$ 

The diagonal elements of $\Sigma$ are the large sample variances of the wavelet variance estimators (Eq. (7)), while the off-diagonal elements are the large sample covariances between them. A general expression for the elements of $\Sigma$ is given in Eq. (17) in Section IV-C. The delta method (see e.g., [13], pages 37–39) says that if the large sample distribution of $\hat{\beta}$ is that of a normal with mean $\mu$ and covariance matrix $\Sigma$, then the large sample distribution of a nonlinear function $g(\hat{\beta})$ is that of a normal with mean $g(\mu)$ and variance $\Sigma g(\mu)$. Letting $g(x/y) = \log(x/y)$, we find that for large sample sizes $\log \left( \hat{V}_{j,f}^2 / \hat{V}_{j,f'}^2 \right)$ is approximately normal with mean

$$\log \left( \hat{V}_{j,j,f}^2 / \hat{V}_{j,j,f'}^2 \right) \approx \frac{\sigma_{U,j,f}^2}{\left( \hat{V}_{j,j,f}^2 \right)^2} - \frac{2 \sigma_{U,j,f} \sigma_{V,j,f}}{\left( \hat{V}_{j,f}^2 \right)^2}.$$

A test for isotropy can now be designed for the single-ratio case:

$$H_0 : \log \left( \hat{V}_{j,j,f}^2 / \hat{V}_{j,f}^2 \right) = 0; \quad H_1 : \log \left( \hat{V}_{j,j,f}^2 / \hat{V}_{j,f}^2 \right) \neq 0.$$

Under the null hypothesis the log-ratio is approximately normal with mean zero and variance given by Eq. (11), so using

$$\hat{\chi}^2 = \frac{\hat{V}_{j,j,f}^2 \hat{V}_{j,f}^2 \left( \frac{\hat{V}_{j,j,f}^2}{\hat{V}_{j,f}^2} \right)^2}{\sigma_{U,j,f}^2} - \frac{2 \sigma_{U,j,f} \sigma_{V,j,f}}{\left( \hat{V}_{j,f}^2 \right)^2} \cdot \chi^2_1$$

as a test statistic, we find that, for significance level $\alpha$, $H_0$ will be rejected when $\hat{\chi}^2 > q_{\chi^2_1}(\alpha)$, where $q_{\chi^2_1}(\alpha)$ denotes the upper $(100\alpha)$th percentile of the chi-square distribution with one degree of freedom. In Eq. (12) we have used the fact that $\hat{V}_{j,j,f}^2 = \hat{V}_{j,f}^2$ under the null hypothesis.

In a practical implementation of the test, the unknown quantities must be replaced by estimates. The development of these estimators is the subject of Section IV-C.

B. Delta method: Multiple ratios

We will first show how to develop the test based on two distinct ratios $\hat{V}_{j,j,f}^2 / \hat{V}_{j,f}^2$ and $\hat{V}_{j,k,k'}^2 / \hat{V}_{j,k,k'}^2$ and later describe how the method generalizes to include as many ratios as desired. First we define the four element vector $\hat{\beta} = \left[ \hat{V}_{j,j,f}^2, \hat{V}_{j,f}^2, \hat{V}_{j,k,k'}^2, \hat{V}_{j,k,k'}^2 \right]^T$. Again we can utilize results from [40] to state that the large sample distribution of $\hat{\beta}$ is that of a normal with mean $\mu$ and covariance matrix

$$\Sigma = \begin{pmatrix}
\sigma_{U,j,f}^2 & \sigma_{U,j,f} \sigma_{V,j,f} & \sigma_{U,j,k} \sigma_{V,j,k} & \sigma_{U,j,k} \sigma_{V,j,k'} \\
\sigma_{U,j,f} \sigma_{V,j,f} & \sigma_{V,j,f}^2 & \sigma_{V,j,k} \sigma_{V,j,k'} & \sigma_{V,j,k} \sigma_{V,j,k'} \\
\sigma_{U,j,k} \sigma_{V,j,k} & \sigma_{V,j,k} \sigma_{V,j,k'} & \sigma_{V,j,k}^2 & \sigma_{V,j,k} \sigma_{V,j,k'} \\
\sigma_{U,j,k} \sigma_{V,j,k'} & \sigma_{V,j,k} \sigma_{V,j,k'} & \sigma_{V,j,k} \sigma_{V,j,k'} & \sigma_{V,j,k} \sigma_{V,j,k'}
\end{pmatrix}.$$ 

$\hat{\beta}$ is defined analogously to $\hat{\beta}$ but with the actual variances in place of the estimates. Proceeding with the multivariate version of the delta method we find that, with $g(x) = \log(x)$, the large sample distribution of $\log(\hat{\beta})$ is that of a multivariate normal with mean $\log(\mu)$ and covariance matrix $\Sigma$ given by

$$\Sigma = \text{diag}(\hat{\Sigma} \otimes (-1)) \Sigma \text{diag}(\hat{\Sigma} \otimes (-1)).$$

Here $\otimes$ denotes the operation of raising each element in the vector to the given power, and the diag operator creates a matrix with its vector input on the diagonal and zeros elsewhere. Next, introducing a differencing matrix $B = \begin{pmatrix} 0 & 0 & 1 & -1 \end{pmatrix}$ gives us the vector of estimated log-ratios,

$$\hat{\theta} = B \log(\hat{\beta}) = \left[ \log \left( \hat{V}_{j,j,f}^2 / \hat{V}_{j,f}^2 \right), \log \left( \hat{V}_{j,k,k'}^2 / \hat{V}_{j,k,k'}^2 \right) \right]^T.$$ 

Using standard results from multivariate theory (see, e.g., [25]), we find that $\hat{\theta}$ is approximately bivariate normal with mean $\theta$ and covariance $\Sigma = B \Sigma B^T = \begin{pmatrix} \Sigma_{j,j,j,j} & \Sigma_{j,j,k,k'} \\ \Sigma_{j,k,k',j} & \Sigma_{k,k,k,k'} \end{pmatrix}$ with elements

$$\Sigma_{j,j,k,k'} = \frac{\sigma_{U,j,k} \sigma_{U,k,k'} + \sigma_{V,j,k} \sigma_{V,k,k'}}{\hat{V}_{j,j,k,k'}^2} = \frac{\sigma_{U,j,k} \sigma_{U,k,k'} + \sigma_{V,j,k} \sigma_{V,k,k'}}{\hat{V}_{j,k,k'}^2}.$$

This allows us to formulate a test for isotropy which is simultaneous over two ratios,

$$H_0 : \left[ \log \left( \hat{V}_{j,j,f}^2 / \hat{V}_{j,f}^2 \right), \log \left( \hat{V}_{j,k,k'}^2 / \hat{V}_{j,k,k'}^2 \right) \right] = \theta; \quad H_1 : \left[ \log \left( \hat{V}_{j,j,f}^2 / \hat{V}_{j,f}^2 \right), \log \left( \hat{V}_{j,k,k'}^2 / \hat{V}_{j,k,k'}^2 \right) \right] \neq \theta,$$

where $\theta$ is the null vector of length 2. Under the null hypothesis $E(\hat{\theta}) = 0$, so again using standard results from multivariate theory,

$$\hat{\chi}^2 = \hat{\theta}^T \Sigma^{-1} \hat{\theta}$$

is distributed as $\chi^2_2$, the chi-square distribution with 2 degrees of freedom. Using $\hat{\chi}^2$ as the test statistic, we find that for significance level $\alpha$, $H_0$ will be rejected when $\hat{\chi}^2 > q_{\chi^2_2}(\alpha)$, the upper $(100\alpha)$th percentile of the $\chi^2_2$ distribution.

To create a simultaneous test over any subset of ratios, the vector $\hat{\beta}$ is constructed by placing pairwise the corresponding
estimates of the nominators and denominators from Eq. (9) and/or (10) for any choice of levels \( j, j' \). With \( r \) ratios chosen, this defines \( \hat{\beta} = [\hat{\beta}_1, \ldots, \hat{\beta}_r]^T \) of length \( 2r \). The large sample distribution of \( \hat{\beta} \) is that of a normal with mean \( \beta \) and covariance matrix \( \Sigma_1 \) of size \( 2r \times 2r \) defined in terms of the ratios used in \( \hat{\beta} \). \( \hat{\beta} \) is defined analogously to \( \beta \) but with the actual variances in place of the estimates. The delta method again results in the large sample distribution of \( \log(\hat{\beta}) \) being that of a multivariate normal with mean \( \log(\beta) \) and covariance matrix \( \Sigma_2 \) given by Eq. (13). With the differencing matrix \( B \) from above expanded to size \( r \times 2r \) in the obvious way, we find that the vector of estimated log-ratios, \( \hat{\theta} = B \log(\hat{\beta}) \), is approximately multinormal with mean \( \theta \), the vector of \( r \) true log-ratios, and covariance \( \Sigma = BEB^T \) of dimension \( r \times r \) with elements

\[
\Sigma_{j,j} = \frac{\sigma_{p_j,\theta_j}^2}{\beta_j^2} + \frac{\sigma_{p_j,\theta_{j-1}}}{\beta_j\beta_{j-1}} - \frac{\sigma_{\theta_j,\theta_{j-1}}}{\beta_j\beta_{j-1}} - \frac{\sigma_{p_j,\theta_{j-1}}^2}{\beta_j^2} - \frac{\sigma_{\theta_j,\theta_{j-1}}^2}{\beta_j^2}.
\]

Since the general term for \( \Sigma_{j,j} \) should cover any conceivable combination of \( w \)’s, \( w \)’s, and \( s \)-variances, we have to express it with dependence on the respective elements in \( \beta \). The hypothesis test is \( H_0: \theta = 0 \) versus \( H_1: \theta \ne 0 \), where \( \theta \) denotes the null vector of length \( r \). The test statistic \( \hat{\chi}^2 \) from Eq. (14) now follows a chi-square distribution with \( r \) degrees of freedom. Thus, for significance level \( \alpha \), \( H_0 \) will be rejected when \( \hat{\chi}^2 > \chi^2(\alpha, r) \).

Note that there is a large number of ratio subsets available to base a test on. Letting \( J \) denote the maximum horizontal and vertical scale index considered, there are \( 2^{(3J^2/J)/2} \) distinct subsets that can be formed from \( r = (3J^2 - J)/2 \) distinct ratios (e.g., for \( J = 4 \) this gives \( r = 22 \) ratios and 4194303 possible subsets). In Section VI we will explore which subsets can reasonably be expected to be useful in a practical setting.

C. Estimating the covariances

With \( C_{j,j'} \) and \( D_{k,k'} \) denoting the coefficients \( U_{j,j'}, V_{j,j'}, W_{j,j'}, U_{k,k'}, V_{k,k'}, W_{k,k'} \), respectively, the isotropy test statistics involve both the unknown wavelet variances \( v_{C_{j,j'}}^2 \) or \( v_{D_{k,k'}}^2 \) and the unknown covariance between their estimators. In practice, these quantities must be estimated. In [40], estimators are developed for the variances, and for the variance of the variance estimators, but not for the covariance between the variance estimators (sw, \( w \)’s and \( w \)’s). Here we will derive the more general case of the large sample covariances between the variance estimators, from which the variance of the variance estimator is a special case.

Applying Eq. (7), \( \text{cov}\left\{ \hat{v}_{C_{j,j'}}, \hat{v}_{D_{k,k'}}^2 \right\} \) equals

\[
\text{cov}\left\{ \frac{1}{N/M} \sum_{a=L_1-1}^{N-1} \sum_{b=L_0-1}^{M-1} C_{j,j',a,b} R_1 \sum_{c=L_1-1}^{N-1} \sum_{d=L_0-1}^{M-1} D_{k,k',c,d}^2 \right\} = \frac{1}{N/M} \sum_{a=L_1-1}^{N-1} \sum_{b=L_0-1}^{M-1} \sum_{c=L_1-1}^{N-1} \sum_{d=L_0-1}^{M-1} \text{cov}\left\{ C_{j,j',a,b}, D_{k,k',c,d}^2 \right\}.
\]

Since the coefficients \( C_{j,j',a,b} \) and \( D_{k,k',c,d} \) are zero mean normal random variables, we can use the Isserlis theorem [24], from which it follows that

\[
\text{cov}\left\{ C_{j,j',a,b}^2, D_{k,k',c,d}^2 \right\} = 2\text{cov}\left\{ C_{j,j',a,b}, D_{k,k',c,d} \right\}.
\]

When the underlying image is an intrinsically stationary Gaussian field, the coefficients need not be zero mean for the Haar wavelet. In the case of a non-Gaussian field, a central limit argument says that Gaussianity becomes a more viable approximation as the filter lengths increase [36]. For this reason \( D(4) \) filters or longer might be preferred over the Haar wavelet when the image size permits it, and in general the results at higher scales can be trusted more than those of the lower scales. There is, however, a trade-off in practical applications between the validity of Eq. (15), favoring long filters and higher scales, and the fact that the number of coefficients available to estimate the quantities of interest decrease as a function of the filter length \( L \) and level \( j \).

Denoting the cross-covariance function \( \text{sc}_{j,j',k,k'}(l,t') = \text{cov}\left\{ \hat{v}_{C_{j,j'}}, \hat{v}_{D_{k,k'}}^2 \right\} \), we may write \( \text{cov}\left\{ \hat{v}_{C_{j,j'}}, \hat{v}_{D_{k,k'}}^2 \right\} \) as

\[
\frac{2}{N^2M^+\Gamma_{l,t}^2} \sum_{l=-M}^{M-1} \sum_{t=-M}^{M-1} \left( \frac{1}{N^2} \right) \left( \frac{1}{M^2} \right) \hat{S}_{C_{j,j'}}, D_{k,k'}^2(l,t') + R,
\]

where \( N^+ = \max(N_j, N_k) \), \( M^+ = \max(M_j, M_k) \), \( N^- = \min(N_j, N_k) \), and \( M^- = \min(M_j, M_k) \). The exact form of the remainder term \( R \) is intricate, but is similar for all cases. As \( N \rightarrow \infty \) and \( M \rightarrow \infty \) this term becomes negligible, and following the reasoning in [27], a Cesaro sum argument (see, e.g., [47]) allows the double summation in Eq. (16) to be approximated as

\[
\alpha c_{j,j',k,k'} = \frac{2}{N^2M^+} \sum_{l=-M}^{M} \sum_{t=-M}^{M} \frac{2}{\sum_{t=-M}^{M} \sum_{l=-M}^{M} \hat{S}_{C_{j,j'}}, D_{k,k'}^2(l,t')} - \frac{2}{N^2M^+} \sum_{t=-M}^{M} \sum_{l=-M}^{M} \hat{S}_{C_{j,j'}}, D_{k,k'}^2(l,t'),
\]

where, by Parseval’s theorem,

\[
A_{j,j',k,k'} = \sum_{l=-M}^{M} \sum_{t=-M}^{M} \hat{S}_{C_{j,j'}}, D_{k,k'}^2(l,t') = \int_{-1/2}^{1/2} \int_{-1/2}^{1/2} |\hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t')|^2 df dt',
\]

with \( \hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t') \) being the cross-spectral density between \( C_{j,j'} \) and \( D_{k,k'} \). Since the \( w \)’s and \( w \)’s are obtained by linear filtering operations on the same underlying field, their magnitude squared coherence is unity, so we can write

\[
|\hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t')|^2 = \hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t') \hat{S}_{D_{k,k'}}, D_{k,k'}^2(f,t')^*,
\]

with \( \hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t') \) and \( \hat{S}_{D_{k,k'}}, D_{k,k'}^2(f,t') \) denoting the spectral density functions (SDFs) of \( C_{j,j'} \) and \( D_{k,k'} \), respectively.

An estimator for the covariance in Eq. (17) can be found by replacing the cross-spectral density in Eq. (18) by a standard estimator. We use the cross-periodogram. With \( \hat{S}_{C'}(f,t') \) denoting the (cross-)periodogram, the identity

\[
|\hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t')|^2 = \hat{S}_{C_{j,j'}}, D_{k,k'}^2(f,t') \hat{S}_{D_{k,k'}}, D_{k,k'}^2(f,t')^*,
\]

follows immediately from basic definitions. Accordingly,

\[
\frac{2}{\sum_{t=-M}^{M} \sum_{l=-M}^{M} \hat{S}_{C_{j,j'}}, D_{k,k'}^2(l,t')}\|S_{C_{j,j'}}, D_{k,k'}^2(f,t')\|^2
\]

(19)
where the approximation follows from the asymptotic unbiasedness of the periodogram and from the fact that
\[
\text{cov} \left\{ \hat{S}^{(p)}_{C_{j,f},C_{j,f}}(f,f'), \hat{S}^{(p)}_{D_{k,k'},D_{k,k'}}(f,f') \right\} \approx |SC_{j,f,D_{k,k'}}(f,f')|^2
\]
(see, e.g., [2, 42]). The (cross-)periodogram and the standard biased (cross-)covariance estimator
\[
\hat{S}_{C_{j,f,D_{k,k'}}}(t,t') = \frac{1}{N-M} \sum_u \sum_v C_{j,f,u,v} D_{k,k',t+u,t'+v}
\]
are a Fourier pair. This fact, along with Equations (18) and (19) says that
\[
\hat{A}_{j,f,k,k'} = \frac{1}{2} \sum_{t=-N-1}^{N-1} \sum_{t'=-M-1}^{M-1} \hat{S}^2_{C_{j,f,D_{k,k'}}}(t,t')
\]
is an approximately unbiased estimator for \( A_{j,f,k,k'} \). This makes \( \hat{C}_{C_{j,f,D_{k,k'}}} = \frac{2\hat{A}_{j,f,k,k'}}{N-M} \) an asymptotically unbiased estimator for \( C_{C_{j,f,D_{k,k'}}} \).

V. RANDOM FIELDS USED IN SIMULATION STUDIES

For the simulation studies in Sections VI and VII we consider exponential, spherical and fractional Brownian fields,
\[
\gamma_{X_1,K_1},K_2 = \lambda \left( 1 - \phi \| \kappa \| \right), \quad (20)
\]
\[
\gamma_{X_1,K_1},K_2 = \begin{cases} \lambda \left( \frac{3}{2m} \| \kappa \| - \frac{1}{2m^2} \| \kappa \|^3 \right) & \text{if } 0 \leq \| \kappa \| \leq m \\ \lambda & \text{otherwise,} \end{cases} \quad (21)
\]
\[
\gamma_{X_1,K_1},K_2 = \lambda \| \kappa \|^{2H}, \quad (22)
\]
with scale parameter \( \lambda \) and smoothness parameters \( \phi, m, H \), where \( \phi, H \in (0,1) \) and \( m > 0 \). Higher values of the smoothness parameter result in smoother random fields. Eq. (22) characterizes fractional Brownian fields (FBFs), which are intrinsically stationary, whereas exponential and spherical fields are stationary and can be characterized equivalently via their covariance functions.

Throughout our study we generate samples using the \texttt{R} package \texttt{RandomFields} [45]. We consider random fields with scale \( \lambda = 1 \) that are weakly, moderately and strongly correlated; i.e., the respective smoothness parameters are \( \phi = \{0.125, 0.5, 0.875\}, m = \{2, 5, 8\} \) and \( H = \{0.125, 0.5, 0.875\} \). For random fields the range is defined as the minimum distance at which points become uncorrelated, and for fields where this happens only asymptotically, the effective range is defined as the minimum distance at which the covariance function reaches 0.05 times its value at lag zero. For the exponential fields the \( \phi \) values above correspond to effective ranges \( r = \{1.44, 4.32, 22.43\} \), while for the spherical fields \( m \) denotes the ranges. FBFs are not even asymptotically uncorrelated, so neither the range nor the effective range is well defined. Here the Hurst index \( H \) is linearly related to the fractal dimension \( D \) of FBFs via \( D = 3 - H \) [8]. Fig. 1 shows example realizations of \( 128 \times 128 \) random fields.

Geometric anisotropy is introduced by a rotation matrix \( R \) with rotation angle \( \theta \) and an axis scaling matrix \( S \), i.e.,
\[
R = \begin{bmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{bmatrix}, \quad S = \begin{bmatrix} a_u & 0 \\ 0 & a_v \end{bmatrix}.
\]

We replace \( \| \kappa \| \) in Equations (20) – (22) with \( \| \kappa \|_B = \left( \sqrt{\kappa^T \mathbf{B} \kappa} \right) \), where \( \mathbf{B} = \mathbf{R}^T \mathbf{S}^T \mathbf{S} \mathbf{R} \). Denote
\[
\mathbf{B}_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \mathbf{B}_2 = \begin{bmatrix} 1 & 0 \\ 0 & 2 \end{bmatrix} \quad \text{and} \quad \mathbf{B}_3 = \begin{bmatrix} 1 & 0 \\ 0 & 4 \end{bmatrix}.
\]
Matrix \( \mathbf{B}_1 \) ensures isotropy, while \( \mathbf{B}_2 \) and \( \mathbf{B}_3 \) lead to anisotropy with ratio between major and minor anisotropy axis of \( \sqrt{2}:1 \) and \( 2:1 \) respectively. For the anisotropic cases, we also consider four rotations of matrices \( \mathbf{B}_2 \) and \( \mathbf{B}_3 \), namely, \( 11.25^\circ, \ 22.5^\circ, \ 33.75^\circ \) and \( 45^\circ \). The lower row of Fig. 2 shows realizations of anisotropic fields with \( m = 8 \) on a \( 128 \times 128 \) grid, with the corresponding elliptical constant semivariogram contours immediately above. For comparability, these realizations are generated with the same random seed as in Fig. 1.

VI. DISTRIBUTION UNDER THE NULL HYPOTHESIS

The tests developed in Section IV rely on asymptotic results both for finding the distribution of the test statistics under the null hypothesis and in finding unbiased estimators of the covariances needed to construct them. Here the validity of
these asymptotic results will be explored through simulations from the nine different isotropic random fields shown in Fig. 1, each involving 1000 realizations on a regular 512 \times 512 lattice. We chose this image size to demonstrate the performance of the simultaneous test over multiple log-ratios and for longer filters. We only present the results for the D(4) wavelet with a maximal horizontal and vertical scale index of \( J = 4 \) (the Haar and LA(8) wavelets yield similar results, the only exception being the Haar-based test for FBFs, as discussed in Section IV-C).

We assess how well our test statistics agree with their theoretical distributions using Kolmogorov–Smirnov (K-S) tests with significance level \( \alpha = 5\% \), and with visualization via histograms and Q-Q plots. Figures 3, 5 and 6 display these for the isotropic exponential random field with \( \phi = 0.5 \) (other random fields with different smoothness parameters have qualitatively similar results). In the Q-Q plots, there is a solid line with a slope of unity passing through the origin. A Q-Q plot fluctuating about this line indicates a good match between the samples and the theoretical distribution. If, however, the Q-Q plot follows a line with a different slope and/or does not pass through the origin, the samples are from a scaled and/or shifted version of the theoretical distribution. Scaling and shifting matter here since we wish to set thresholds for the test based on a theoretical asymptotic distribution, so deviations from the solid line are important. The dashed lines indicate the confidence bands for population distribution functions based upon the K-S goodness of fit test for a fully specified distribution. We do not reject the null hypothesis if the solid line lies entirely within the confidence bands.

As pointed out in Section IV-B, there is a prohibitive number of ratio subsets that can be formed from the full set of ratios from Equations (9) and (10), so it is not practical to comprehensively study all possibilities. Instead, we concentrate on the single-ratio and two-ratio tests; however, our study of two-ratio tests suggests multiple-ratio tests worthy of consideration. As a cautionary note, we also consider a test consisting of all possible ratios, for which it is unrealistic to expect asymptotic results to hold for sample sizes encountered in practice.

We begin by comparing the empirical distribution of the test statistic \( \chi^2 \) in the single-ratio case (Eq. (12)) to its asymptotic \( \chi^2 \) distribution. We do so by applying a level \( \alpha = 5\% \) Kolmogorov–Smirnov goodness of fit test on all 22 single ratio test statistics calculated from 1000 samples from each random field above. There are 198 goodness of fit tests in all, out of which only 12 (6.1\%) resulted in rejection, suggesting that the empirical distribution of \( \chi^2 \) is well approximated by a \( \chi^2 \) distribution. Even when the K-S test rejects, the visual fit is still good, as is evident from the worst case scenario shown in Fig. 3. Here we plot the histogram along with the probability density function (pdf) of the \( \chi^2 \) distribution, as well as the Q-Q plot, for the test statistic with the lowest observed p-value (\( p = 0.043 \), which happened for \( \chi^2 = \log(\nu_{W1,3}/\nu_{W3,1}) \) for the exponential field with \( \phi = 0.5 \)). While the Q-Q plot shows that the tail is not in keeping with the hypothesized pdf, the histogram fits nicely. Here the rejection level of the isotropy test is 4.0\% for \( \alpha = 5\% \), which indicates that the \( \chi^2 \) distribution fits the empirical distribution even when the K-S test rejects. The fit improves with increasing p-values.

Next, we consider the simultaneous test over two ratios. Using all possible ratio combinations for the nine random fields considered yields 2079 K-S tests, and out of these 212 (10.2\%) are rejected. This is higher than to be expected if all test statistics were well described by a \( \chi^2 \) distribution. In Fig. 4 the K-S test rejections are displayed in terms of the specific ratio combinations. A clear pattern emerges (particularly for the sw/ws ratios): the number of rejections is high when the wavelet filters in both ratios operate on the same scale \( \tau \) (with the exception of the lowest level \( j' = 1 \)). The effect is compounded when one of the scaling filter indices is close to or equal to \( j' \). For a simultaneous test with two ratios, as many as ten covariances are estimated, and some of the estimates are highly correlated. Searching for the strongest correlations reveals that the correlation between \( \hat{\sigma}_{U/jU/j} \) and \( \hat{\sigma}_{Uj/Uj} \) as well as between \( \hat{\sigma}_{Vj/Vj} \) and \( \hat{\sigma}_{Vj/Vj} \) stand out, i.e., the cases where the differing is performed on the same scale \( \tau \) (with the exception of the lowest level \( j' = 1 \)). The correlation coefficient between \( \hat{\sigma}_{Uj/Uj} \) and \( \hat{\sigma}_{Vj/Vj} \) is also high in this case but the values are negligibly small compared to the above mentioned. We have also simulated from 4096 \times 4096 exponential random fields. The correlations are still present, so for image sizes of practical interest this effect persists. Since the inverse of \( \Sigma \) is used for calculating the test statistic, it is a non-trivial task to determine how small errors in the covariance estimates (and also wavelet variance estimates) collectively propagate into the test statistic, even for the simplest simultaneous test using only two ratios; however, [30] illustrates that small deviations in dependent estimates can lead to large overall errors.

We can conclude that a simultaneous test should not include more than one sw/ws ratio operating on the same wavelet filter scale \( \tau \). Thus, with a maximum horizontal and vertical scale index of \( J \), at most \( J \) sw/ws ratios should be combined in a simultaneous test. An obvious choice that fulfills this criterion uses only the diagonal \( \nu_{Wj,j}/\nu_{Wj,j} \) ratios, here with \( j = 1, \ldots, 4 \). That this is a reasonable choice is supported by the K-S test not rejecting the test statistic being \( \chi^2 \) distributed for any of the nine fields. Also, the visual fit in Fig. 5 is remarkably good, as evidenced by the Q-Q plot and the agreement between the histogram and the theoretical \( \chi^2 \) distribution.

Another choice is to use all \( \nu_{Wj,j}/\nu_{Wj,j} \) ratios. In this case the K-S test rejects the hypothesis that the test statistic is \( \chi^2 \) distributed for one out of the nine fields. While nine is...
a small number to base any conclusions on, a single rejection is not inconsistent with the claim that the distribution of the test statistic is well described by a 
\( \chi^2 \) distribution. Choosing only four out of six \( \text{ww/ww} \) ratios gives 15 distinct ratio subsets. Applying the K-S test on the test statistics based on these for each of the nine random fields, gives seven rejections out of 135 tests (5.2%). This indicates that the isotropy test based on \( \text{ww/ww} \) ratios performs well under the null hypothesis, particularly if the number of ratios included is limited. In general, caution should be exercised in including ratios in a simultaneous test. Consider, e.g., the test based on all diagonal \( \hat{V}_{U_{j,j}} / \hat{V}_{W_{j,j}} \) ratios and all \( \hat{V}_{W_{j,j}} / \hat{V}_{W_{j,j}} \) ratios. Although these perform well separately, the K-S test rejects the resulting test statistic being \( \chi^2_{10} \) distributed for seven out of the nine fields.

Finally, we consider a simultaneous test based on all 22 ratios available. The K-S test now rejects the null hypothesis for all nine fields. The upper row in Figure 6 shows the histogram of the test statistic along with the pdf of the theoretical \( \chi^2_{22} \) distribution, as well as the Q-Q plot. The Q-Q plot and the mismatch between the histogram and the theoretical distribution both indicate that the distribution of the test statistic is not well approximated by a \( \chi^2_{22} \) distribution. This is to be expected due to the large number of ratios, of which several have wavelet filters operating on the same scale. The poor performance is likely due to correlations amongst the covariance estimators, a view that is consistent with the bottom row in Fig. 6. Here we use the theoretical \( \Sigma \) in forming the test statistic \( \chi^2 \) of Eq. (14) rather than estimating the components of \( \Sigma \). There is a near perfect match between the samples and the theoretical \( \chi^2_{22} \) distribution. The K-S test, in this artificial setting, does not reject any of the nine instances.

In summary, the large-sample distribution of Eq. (14) is a reasonably accurate approximation for finite sample sizes of practical interest if care is taken in choosing the ratios involved. Replacing true covariance/variance values with estimates has a deleterious effect on the distribution of the test statistic; however, this effect is small if the number of ratios is limited and if use of subsets including more than one \( \hat{V}_{U_{j,j}} / \hat{V}_{W_{j,j}} \) with the same \( j' \) is avoided. In addition to single-ratio tests, we recommend using the simultaneous test based on either all diagonal \( \text{sw/ws} \) ratios or all \( \text{ww/ww} \) ratios (or any subset of these).

VII. RESULTS AND COMPARISON WITH OTHER METHODS

A. Study design

We set up the simulation study as follows. For each correlation structure defined in Equations (20) – (22) with parameters as given in Section V and (an)isotropy matrix \( B_1 \), \( B_2 \) and \( B_3 \), we generate 1000 samples on \( N \times N \) grids for \( N = \{20, 40, 128\} \). For FBFs the largest grid will be \( N = 512 \). For \( B_2 \) and \( B_3 \) we also consider fields with 11.25°, 22.5°, 33.75° and 45° rotations of the major anisotropy axis. Due to space limitations we only present averages \( B_2 \) and \( B_3 \) over all five rotations in Tables I and II, but we do discuss the performance at different rotations in the text.

We compare the performance of the wavelet-based isotropy test with approaches described by Guan, Sherman and Calvin (GSC) [20], Lu and Zimmerman (LZ) [33], and Richard and Bierme (RB) [43]. We chose these three methods because, as opposed to simple qualitative visual aids, they are statistical tests especially developed for random fields on a regular two-dimensional lattice. The GSC and LZ tests are applicable to stationary random fields, while method RB is explicitly designed for FBFs. GSC use the property that under isotropy the values of the variogram at two different lags with the same Euclidean distance are equal. The LZ method [33] tests for a necessary condition for isotropy based on directional symmetries assessed by periodogram ratios using a Cramér-von Mises test statistic [9]. The RB method tests if the Hurst index \( H \) in FBFs is the same in different directions.
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Figure 4. Number of K-S test rejections of two-ratio test statistics based on 1000 samples for each of the nine random fields. The point indexed \( (U_{j,j}, U_{k,k}) \), \( (U_{j,j}, W_{k,k}) \) or \( (W_{j,j}, W_{k,k}) \) refers to, respectively, the number of K-S rejections of the test statistic based on subset \( \{\hat{V}_{U_{j,j}}^{2} / \hat{V}_{W_{j,j}}^{2}, \hat{V}_{U_{k,k}}^{2} / \hat{V}_{W_{k,k}}^{2}\} \), \( \{\hat{V}_{U_{j,j}}^{2} / \hat{V}_{W_{j,j}}^{2}, \hat{V}_{U_{k,k}}^{2} / \hat{V}_{W_{k,k}}^{2}\} \) or \( \{\hat{V}_{W_{j,j}}^{2} / \hat{V}_{W_{j,j}}^{2}, \hat{V}_{W_{k,k}}^{2} / \hat{V}_{W_{k,k}}^{2}\} \) being distributed as \( \chi^2_{22} \).
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Figure 5. As Fig. 3, now based on all four diagonal \( \text{sw/ws} \) ratios, along with the theoretical \( \chi^2_{22} \) distribution.
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Figure 6. As Fig. 3, now based on all 22 ratios with the estimated (upper row) and theoretical covariances (lower row), along with the theoretical \( \chi^2_{22} \) distribution.
In our implementation of the other methods we have used a fixed parametrization based on the recommendations in the relevant papers. To not unfairly bias the comparison in our favor, we stick with the same wavelet-based test statistic for all fields and grid sizes. Specifically, we use the test statistic based on the first diagonal single level ratio \( \hat{V}_{1,1}^{2} / \hat{V}_{1,1}^{2} \) and the D(4) wavelet. For images as small as \( 20 \times 20 \) we cannot use more than a single ratio since the number of coefficients available to estimate the required variances and covariances is so low. We chose the D(4) wavelet because it is the smallest wavelet that works in the intrinsic case, (use of the Haar would likely be preferable for the smallest stationary fields because of the increase in the number of coefficients). For the image rotation necessary for the second stage of the test, the MATLAB function \texttt{imrotate} is used. Here, bilinear and bicubic interpolation are both to be preferred over the nearest neighbor method [19], since the latter can distort the covariances in the original image. Bilinear and bicubic interpolation give, in our examples, practically identical results, so we have chosen bilinear interpolation for its speed and because it assures values inside the original range.

For a well tuned test, the type I error, i.e., rejection of the null hypothesis for isotropic fields, should correspond to the significance level \( \alpha \) (set here to 5%). The type II error, i.e., not rejecting anisotropic fields, should ideally be zero. The power of the test (one minus the type II error) is ideally one.

### B. Stationary case

Table I shows the rejection rates in the simulation study for the exponential and spherical fields presented in Section V. The first row in each block of rows corresponds to our wavelet-based isotropy test; the second row, to the GSC method [20]; and the third, to method LZ [33]. For the isotropic case \( \mathbf{B}_1 \), numbers in bold reflect that the anticipated \( \alpha = 5\% \) significance level is within the 95% confidence region of the rejection rate. The confidence region is based on the Clopper–Pearson method for a binomial confidence interval with trial parameter 1000 and “success” probability equaling the number of rejections. Table I shows that our test has the 5% point within its confidence region in all cases except for the spherical field with moderate correlation \( m = 5 \) on the smallest grid size \( N = 20 \), where it is slightly above the bounds (the upper limit is 6.44%). For GSC the 5% point is outside the binomial confidence bounds for the type I error in 4 of 9 grid and parameter choices, both for the exponential and spherical fields. With 12.4% and 12.6% rejection of isotropic exponential and spherical fields, respectively, the type I error is particularly high for strongly correlated samples on the smallest grids. On larger grids \( (N = 128) \) the type I error shrinks, with a tendency to be smaller than the significance level. The LZ test is outside the confidence bounds in 3 of 9 cases for both types of fields. Interestingly, isotropic exponential fields with a high level of smoothness (i.e., \( \phi = 0.875 \)) lead to a rejection rate > 10% no matter the grid size.

Our wavelet-based test correctly rejects anisotropic fields more often for cases with larger grids and/or with higher smoothness parameters. Already on a 40 × 40 grid high rejection rates are achieved for medium and strongly correlated and – in the spherical case – even for the weakly correlated fields, while on a 128 × 128 grid all those realizations are correctly rejected. The test performs better on the anisotropic \( \mathbf{B}_3 \) fields of different rotations than on the corresponding \( \mathbf{B}_2 \) fields. In general, the results become progressively worse as the rotation approaches 45°. None of these results are surprising. For larger grids, more data are available, so the performance of the test statistic should improve. Grid size is part of the reason why performance deteriorates with increasing rotation: the closer the rotation is to 45°, the more we have to rely on the second stage of the test which operates on a rotated image of smaller size \( N^* \times N^* \), with \( N^* = \lceil N/\sqrt{2} \rceil \). While errors introduced by the interpolation might affect the results, high rejection rates achieved for the rotated versions on larger grids indicate that the interpolation is not adversely affecting the properties of the resulting fields. That the test performs better on \( \mathbf{B}_1 \) fields than on \( \mathbf{B}_3 \) fields is to be expected by considering Fig. 2. The larger the ratio between major and minor axis of the constant semivariogram contours, the larger the difference will be between \( \hat{V}_{1,1}^{2} \) and \( \hat{V}_{1,1}^{2} \) and between \( \hat{V}_{1,1}^{2} \) and \( \hat{V}_{1,1}^{2} \) as calculated by Equations (4) – (6) using the corresponding semivariograms (only the \( \hat{V}_{1,1}^{2} / \hat{V}_{1,1}^{2} \) ratio is used in Table I, but the statement holds in general). This causes the log-ratios to deviate more from zero in the \( \mathbf{B}_1 \) case, representing a more pronounced violation of the null hypothesis. The test should perform worse for weakly correlated fields as there is little structure there to begin with (see the first column of Fig. 1). In particular, the exponential field with \( \phi = 0.125 \) is visually very similar to random noise. Hence, introducing stretching and rotation to the covariance structure of the weakly correlated fields does not affect the resulting fields nearly as much as for the moderately and strongly correlated fields, with predictable results for the power of the test.

For the anisotropic fields based on \( \mathbf{B}_2 \), the performance of the wavelet-based approach is comparable with the GSC test and has power consistently higher than or equal that of the LZ method. With rotation of the major anisotropy axis, the power of all tests decreases, particularly on smaller grids and for weakly correlated random fields. This effect persists for the more pronounced anisotropic fields based on \( \mathbf{B}_3 \).

### C. Intrinsically stationary case

Table II shows the rejection rates in the simulation study for the FBFs presented in Section V. The first row in each block of rows corresponds to our wavelet-based isotropy test, the second row to the RB method [43]. Our method performs on par with the stationary case. The type II error vanishes quickly with increasing grid size and correlation. The significance level of the test is within the binomial confidence bounds of the rejection rates for all considered grid sizes and smoothness parameters, with the exception of one case \( (N = 40 \) and \( H = 0.875) \), where the rejection rate is slightly above the upper confidence bound. On the other hand, on small grids the RB method has rejection rates for anisotropic FBFs which are barely above the type I error of the isotropic case. Basically, for \( N = 20 \) and 40 no difference in the results for isotropic and anisotropic fields is visible. Since in [43] the examples are on
Table I

| N = 20 | N = 40 | N = 128 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 6.1 | 9.1 | 11.6 | 6.0 | 10.3 | 13.7 | 4.8 | 10.3 | 13.7 |
| 5.0 | 7.4 | 9.0 | 5.0 | 9.6 | 12.0 | 4.8 | 9.6 | 12.0 |
| 5.0 | 7.2 | 9.7 | 5.0 | 10.3 | 13.7 | 4.8 | 10.3 | 13.7 |
| 5.4 | 25.3 | 61.5 | 5.4 | 34.1 | 79.1 | 5.0 | 34.1 | 79.1 |
| 5.2 | 56.1 | 95.4 | 5.2 | 95.4 | 190.8 | 5.0 | 95.4 | 190.8 |
| 12.4 | 52.6 | 95.8 | 12.4 | 95.8 | 190.8 | 10.5 | 95.8 | 190.8 |
| 10.5 | 34.1 | 79.1 | 10.5 | 79.1 | 190.8 | 10.5 | 79.1 | 190.8 |

Table II

As Table I, now for FBFs, comparing the wavelet-based test (first row in each block) to method RB [43] (second row).

| N = 20 | N = 40 | N = 512 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 4.8 | 8.4 | 12.7 | 4.8 | 10.3 | 13.7 | 4.8 | 10.3 | 13.7 |
| 6.1 | 9.1 | 11.6 | 6.1 | 10.3 | 13.7 | 6.1 | 10.3 | 13.7 |
| 5.0 | 7.4 | 9.0 | 5.0 | 9.6 | 12.0 | 5.0 | 9.6 | 12.0 |
| 5.0 | 7.2 | 9.7 | 5.0 | 10.3 | 13.7 | 5.0 | 10.3 | 13.7 |
| 5.4 | 25.3 | 61.5 | 5.4 | 34.1 | 79.1 | 5.4 | 34.1 | 79.1 |
| 5.2 | 56.1 | 95.4 | 5.2 | 95.4 | 190.8 | 5.2 | 95.4 | 190.8 |
| 12.4 | 52.6 | 95.8 | 12.4 | 95.8 | 190.8 | 10.5 | 95.8 | 190.8 |
| 10.5 | 34.1 | 79.1 | 10.5 | 79.1 | 190.8 | 10.5 | 79.1 | 190.8 |

Table III

Rejection rates based on 1000 realizations of anisotropic random fields of size 256 × 256 with rotation of the major anisotropy axis of 42\degree, 43\degree, and 44\degree.

<table>
<thead>
<tr>
<th>B2</th>
<th>B3</th>
</tr>
</thead>
<tbody>
<tr>
<td>42\degree</td>
<td>43\degree</td>
</tr>
<tr>
<td>m=2</td>
<td>96.9</td>
</tr>
<tr>
<td>m=3</td>
<td>99.7</td>
</tr>
<tr>
<td>m=4</td>
<td>99.8</td>
</tr>
</tbody>
</table>

D. Practical considerations

In this paper we propose a multiscale test for isotropy of random fields, but, to capture the case of geometric anisotropy oriented 45\degree to the axes, we must test both the original image and one with a 45\degree rotation. This two-stage procedure is not without problems, since the second stage uses a cropped and interpolated version of the original image. This can cause problems in interpreting results on different scales, as well as potentially distorting the structure of the underlying field (our simulation study in Sections VII-B and VII-C indicate that in practice the interpolation does not have a detrimental influence, but there is no theoretical support for this claim).

In Table III we investigate how close to 45\degree the anisotropy axis has to be for our test to fail. The table shows the rejection rates for 1000 realizations of anisotropic exponential, spherical and fractional Brownian fields of size 256 × 256 with 42\degree, 43\degree, and 44\degree anisotropy axes. We follow the setup of the simulation study and use the D(4) wavelet and the \( \log(\hat{\nu}^2_U/1.1/\hat{\nu}^2_{V,1.1}) \) test statistic. The test correctly rejects close to 100% of the anisotropic fields with a rotation angle of 42\degree, and for more pronounced anisotropy \( B_3 \) also 43\degree, with the exception of weakly correlated exponential and fractional Brownian fields (i.e., \( \phi = H = 0.125 \)). Thus, for sufficiently large images, the power of the first stage is high enough to capture anisotropy oriented close to 45\degree for all but weakly correlated fields.

VIII. Paper density example

In this section we apply our wavelet-based isotropy test to a real-world example using relative mass density plots of paper handsets with size 256 × 256 from the School of Environmental and Forest Sciences, University of Washington. Fig. 7 shows two examples of this type of image, which is used for a 512 × 512 grid, we also include this case in our comparison. Here the type II error further shrinks, but nevertheless the method is clearly worse than the wavelet-based approach.

It is not surprising that the RB method has problems in detecting fields with rotated major anisotropy axis. Of the several test statistics proposed in [43], there is one that in principle should be able to capture rotation. We looked into this test statistic, but the results were worse than those for the RB test statistic reported in Table II. The same two-stage approach we used in the wavelet-based test might improve the RB test, but this modification was not explored in [43].

The variance of the RB test statistic, and hence the rejection bounds for a chosen size \( \alpha \) of the test, cannot be estimated on an image to image basis. For a particular image size simulations from a large number of isotropic fractional Brownian fields with different Hurst indices are required to determine the threshold for the test. For generating Table II we determined the thresholds by sampling 1000 isotropic fields for 9 values of the Hurst index \( H \) ranging from 0.1 to 0.9 in steps of 0.1. In particular, for grids with \( N = \{20, 40\} \), we calculated the standard deviations of the test statistic for each of the 9 indices and used the mean of the standard deviations to set the threshold. FBFs with \( H = 0.5 \) (the mean Hurst index) are close to the significance level \( \alpha = 5\% \), whereas the type I error increases for smaller \( H \) and decreases for larger \( H \), in both cases outside the binomial confidence bounds. For the 512 × 512 case, we used thresholds given in [43], which were calculated in a manner analogous to what we described above, but only for fields with Hurst index ranging from 0.1 to 0.7 (this might explain why the number of rejections for isotropic fields with \( H = 0.5 \) is not within the confidence bounds for the given significance level).
for assessing the quality of paper handsheets, where patchiness is particularly of interest. The paper handsheets are made by stirring a slurry of water and wood in a cylindrical vessel. On the bottom of the vessel there is a trap door, which lets the water flow out through a screen collecting the fibers. The wet mats are taken off the screens and squeezed before being stacked and dried on clean metal plates. The images A and B from Fig. 7 are the result of placing the sheets on a film which is sensitive to radiation, and covering them by a plate with an embedded uniform distribution of radioactive elements with low emission rates, followed by developing and digitizing the film negatives. The thickness of the sheets changes from point to point, so each pixel in the images represents a value for the mass per area, also known as basis weight. Visible patches are clumps of fibers, where the fiber length is on the order of a millimeter. Ideally, there should be no directionalities in these images; i.e., the mass distribution and thus the thickness of the sheets should be isotropic throughout the image. Hence, if the paper density plot is anisotropic, it might indicate a need to look at the manufacturing process. We use the wavelet-based isotropy test to test this hypothesis.

Following Sections VII-D and IV-C, for 256 × 256 images, it suffices to perform tests on the original image and to choose the D(4) wavelet using levels up to and including J = 5. The tests require that the wavelet coefficients be zero mean normal random variables. Since the images considered here are well modeled as stationary fields, we choose to histogram equalize them to standard normals to ensure this requirement. This will not effect any directionalities present in the image.

First we apply the single ratio test of Section IV-A. As we consider J = 5 levels, there are 35 possible single ratios. The p-values of their respective test statistics are displayed in Table IV and presented in boldface if they are below the significance level of α = 5%. The test rejects the isotropy hypothesis for 23 out of 35 single ratios for image A from Fig. 7, while only 10 out of 35 ratios indicate anisotropy for paper sheet B. The results for ratios involving the unit-level wavelet filters seem to contradict those of other ratios. A wavelet filter of level j′ = 1 only differences neighboring pixel values so, if the scaling filters also operate on the lower scales, this might simply be an effect of noise. The effect persists for scaling filters up to level three, so it is hard to say if the results point towards there being (an)isotropies present at the smallest scales, or if it is simply the effect of random noise. When disregarding the ratios involving unit level wavelet and/or scaling filters, 18 out of 22 possible ratios lead to rejection for the first image, but only 4 for the second one.

Anisotropy in image A is most significant for tests based on any single ratios \( V_{1.1}^2 / V_{1.1}^2 \) or \( V_{4.4}^2 / V_{4.4}^2 \) with j′ = 3. Here the differencing operation is performed on rows and/or columns (depending on the chosen ww, ws or sw coefficients) corresponding to scale \( 2\tau = 4 \) pixels, on column/row averages on scale \( 2\tau = 2^j \) pixels (\( \tau_j = 2^{j-1} \) for the ww case). Image A has a dominance of horizontal patches with thickness close to four pixels, longer ones across the center of the image and many shorter ones throughout the image. These are likely causes for the anisotropy, but are not evident in the second image, where the p-values of the corresponding test statistics do not indicate anisotropy.

Having established (an)isotropy on a scale by scale basis, let us now consider if the images are isotropic over several scales simultaneously. Following the recommendation from Section VI, we look at subsets consisting of diagonal sw/ws ratios, i.e., \( V_{j,j}^2 / V_{j,j}^2 \) for a set of levels j. The p-values displayed in Table V indicate that the first image is significantly anisotropic, while evidence for anisotropy in the second is lacking.

![Figure 7. Images of size 256 × 256 showing the relative mass density of paper handsheets.](image)

---

**Table IV**

P-values for single ratio tests statistics on images A (upper row in each block) and B (lower row) from Fig. 7. Boldface indicates rejection for α = 5%.

<table>
<thead>
<tr>
<th>( V_{i,j}^2/V_{i,j}^2 )</th>
<th>( V_{i,j}^2/V_{i,j}^2 )</th>
<th>( V_{i,j}^2/V_{i,j}^2 )</th>
<th>( V_{i,j}^2/V_{i,j}^2 )</th>
<th>( V_{i,j}^2/V_{i,j}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18</td>
<td>&lt; 0.0001</td>
<td>&lt; 0.001</td>
<td>0.0005</td>
<td>0.38</td>
</tr>
<tr>
<td>0.016</td>
<td>0.035</td>
<td>0.26</td>
<td>0.60</td>
<td>0.12</td>
</tr>
<tr>
<td>0.032</td>
<td>0.035</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>0.86</td>
<td>&lt; 0.0001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.039</td>
<td>0.04</td>
<td>0.20</td>
<td>0.43</td>
<td>0.13</td>
</tr>
<tr>
<td>0.04</td>
<td>&lt; 0.0001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.13</td>
<td>0.006</td>
<td>0.22</td>
<td>0.43</td>
<td>0.19</td>
</tr>
<tr>
<td>0.31</td>
<td>0.0002</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.023</td>
</tr>
<tr>
<td>0.064</td>
<td>0.016</td>
<td>0.12</td>
<td>0.30</td>
<td>0.13</td>
</tr>
<tr>
<td>&lt; 0.0001</td>
<td>&lt; 0.001</td>
<td>0.091</td>
<td>0.22</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>0.004</td>
<td>0.18</td>
<td>0.013</td>
<td>0.86</td>
<td>0.56</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.11</td>
</tr>
<tr>
<td>0.14</td>
<td>0.12</td>
<td>0.86</td>
<td>0.59</td>
<td>0.53</td>
</tr>
</tbody>
</table>

**Table V**

P-values of simultaneous test statistics based on \( V_{j,j}^2 / V_{j,j}^2 \) subsets. Boldface indicates rejection for α = 5%.

<table>
<thead>
<tr>
<th>( j = 1,2,3,4,5 )</th>
<th>( j = 2,3,4,5 )</th>
<th>( j = 3,4,5 )</th>
<th>( j = 4,5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A &lt; 0.0001</td>
<td>&lt; 0.0001</td>
<td>&lt; 0.0001</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>B 0.07</td>
<td>0.08</td>
<td>0.20</td>
<td>0.14</td>
</tr>
</tbody>
</table>
image appear to be distributed as desired in theory; i.e., our simultaneous tests do not suggest directionality in this image.

**IX. Mammogram Example**

As a second example we apply our proposed test to mammogram density images. These images have been modeled as isotropic fractional Brownian fields, which are a subclass of intrinsically stationary random fields (see, e.g., [4, 21, 22, 28]). In Section VII we compared the Richard–Bierme (RB) test for isotropy to our wavelet-based test. The paper introducing the RB test [43] applied it to a set of mammograms and concluded that it is more appropriate to model mammograms as Extended Fractional Brownian Fields, a more general class of FBFs that allows anisotropic features to be modeled. In this section we compare the performance of our wavelet-based test with the RB test using the same mammograms images as used in [43]; however, it was not possible to use the same regions of interest, i.e., the manually chosen 512 × 512 regions from the mammograms, as in the original paper. In addition, we have excluded images that are contaminated with large areas consisting of just zeros, thus leaving a total of 106 images from the original 116. The rejection rates reported in [43] for the RB test therefore do not apply here, but we have recalculated this test statistic based on code kindly supplied to us by the authors. For simplicity (and in contrast to the paper density image example), we here concentrate on a single scale combination in the wavelet-based test. As per Section VI, we focus on the diagonal sw/ws ratios using the D(4) wavelet. Since the lowest scales are more sensitive to noise and the highest suffer from a paucity of coefficients, a reasonable choice for the 512 × 512 images is to use diagonal scales 3 – 6. For the RB test, we follow the authors’ recommendation and use what they call their second test (with sampling factor ν = 2) [43].

Table VI summarizes the results of the RB and wavelet-based tests. The overall rejection rates for the wavelet-based and RB tests are, respectively, 92.5% and 39.6% (the latter was about 60% in [43]). Our test rejects the isotropic assumption for more mammograms than the RB test does, thus strengthening the overall conclusion in [43] that isotropic FBF models are too simplistic. If the isotropic hypothesis is indeed untenable, the higher rate of rejection by the wavelet-based test is consistent with the simulation study in Section VII-C. Table VI gives the number of cases where the two tests agree or disagree. Since our method rejects more often, the largest category is when our test rejects, but RB test does not. Fig. 8 shows three examples of mammograms falling into each of the four categories (one column for each category). The first (last) two columns show images for which the wavelet-based test failed to reject (rejected) the null hypothesis of isotropy; however, it is difficult to ascertain by visual inspection what is causing rejection/non-rejection, and it is also not clear what is causing disagreements between the two tests.

In conclusion, while the results from the RB and wavelet-based tests do not agree in fine detail, both tests reach the same conclusion about the efficacy of isotropic FBF models, namely, that the isotropic assumption is highly questionable. An open research question is whether the scaled-based nature of the anisotropy would be useful in either detecting or classifying tumors.

**X. Summary and Discussion**

We have presented a novel method for testing for isotropy of random fields on a regular two-dimensional lattice. We demonstrated its performance on isotropic and anisotropic random fields of different types, parametrizations and sizes. The test consistently rejects close to the nominal level for isotropic fields and has a rejection rate comparable to or exceeding existing methods for anisotropic fields. For wavelets other than the Haar, the method applies, without modification, to intrinsically stationary fields. Since intrinsic models are commonplace (see, e.g., [6, 37]), this is a considerable advantage over existing methods which normally assume stationarity.

The method is computationally efficient, since the wavelet coefficients can be calculated efficiently [18] and the covariance estimates needed for the test can be calculated with the fast Fourier transform. Computational speed depends on the computer in use, image size, the number of ratios included, the length of the unit-level wavelet filter, and on which ratios are to be used in the test. As an example, for a 512 × 512 image, using the D(4) wavelet and including all permissible ratios up to level four, we need 63 seconds to calculate and perform the test on a Intel Core i7 Q 820 @ 1.73GHz computer with 8GB RAM running on Linux Ubuntu 12.10 (64-bit) with Matlab.
testing is an issue that must be considered. Hence, if many
performed, so spurious findings due to the effects of multiple
direction of anisotropy. If this is of interest, other methods
Unfortunately, the test does not provide information on the
significant difference in the amount of predominantly verti-
assessed on a scale by scale basis, capturing if there is a
mean being defined only up to the addition of a second order
method can capture directionalities that are not an effect of the
of directionality of the field still makes sense, and the proposed
be defined in terms of the variogram, which is well defined only for intrinsic
information that is filtered out by the wavelet filter. These can
cases. A full two-dimensional wavelet decomposition will also
apparent directionality that is caused by a drift or linear
trend in otherwise isotropic data when using unit-level wavelet
filters longer than two. If it is of interest to capture this, the
recommendation would be to use the Haar wavelet and sw/ws
Depending on the slope of the drift, the higher level
sw/sw ratios should still detect such a trend in the data. In
fact, if using unit-level wavelet filters of length L, the method is essentially invariant to the addition of polynomials of order
\( d < L/2 \) to the random field, so any polynomial trends of order
\( d \) or lower will not be detected by the proposed methodology,
no matter the effect it has on the image in terms of apparent
directionalities. When deciding what wavelet type to use in a
practical setting, this is yet another factor to consider. As
noted in Section IV-C use of longer unit-level wavelet filters
yields coefficients well modeled as zero mean normals, but
at the price of a reduction in the number of coefficients
available for parameter estimation. The additional desire to
detect anisotropies due to higher order polynomials suggests
avoiding unit-level wavelet filters longer than four, unless the
model in question specifically requires it. The existence of a
polynomial trend of order higher than unity can violate the
assumption of both stationarity and intrinsic stationarity, so
it is hardly surprising that the method cannot handle these
cases. A full two-dimensional wavelet decomposition will also
yield scaling-scaling coefficients which retain the polynomial
information that is filtered out by the wavelet filter. These can
conceivably be used for capturing polynomial directionalities,
though this would require further theory to be developed.

In this work we have exclusively considered intrinsic sta-
ionarity of order one, since isotropy is normally defined in
terms of the variogram, which is well defined only for intrinsic
stationarity up to order one. In the literature on Gaussian
Markov random fields it is common also to use models which
are second order intrinsically stationary. While isotropy cannot
be defined in terms of the variogram in this case, the concept of
directionality of the field still makes sense, and the proposed
method can capture directionalities that are not an effect of the
mean being defined only up to the addition of a second order
polynomial, except when using the Haar wavelet.

A strength of the proposed method is that isotropy can be
assessed on a scale by scale basis, capturing if there is a
significant difference in the amount of predominantly verti-
cal structure compared to predominantly horizontal structure. Unfortunately, the test does not provide information on the
direction of anisotropy. If this is of interest, other methods
should be considered, e.g., the rose diagram.

The method allows for a large number of tests to be
performed, so spurious findings due to the effects of multiple
testing is an issue that must be considered. Hence, if many
tests are performed, the level of the test should be adjusted by
Bonferroni or some other procedure for correcting for multiple
testing. One way of minimizing the risk of spurious findings
might be to predetermine what scales (preferably only a few)
are of interest for the application at hand. Once this has been
decided, the first step would be to perform the multiple ratio
test including all scales of interest. If there is no rejection here,
there is no reason to proceed. If, however, the null hypothesis
is rejected, one can perform the single ratio tests for all scales,
and ascertain what scales are the most anisotropic.

For simplicity and computational reasons we used the per-
odogram in Section IV-C for estimating the covariances needed
to construct the test. Other spectral estimators might improve
the results, as the periodogram is known to be suboptimal.
The increase in computational complexity is a drawback, but
might be justified if only a few scales are of interest.

So far we have only applied the test globally over an entire
image. If applied locally within an image, the test might be a
useful texture measure for segmentation and/or classification.
A simple approach is to apply the method as is on subimages,
doing the wavelet transform on each subimage. A more
appealing approach is to calculate the wavelet coefficients over
the entire image, and base the local isotropy tests on these, but
this would require the development of further theory, as the
method developed herein only applies to full images.
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