
Faculty of Science and Technology
Department of Physics and Technology

Optical Waveguides for Infrared Spectroscopic Detection
of Molecular Gases

Marek Vlk

A dissertation for the degree of Philosophiae Doctor May 2021



This thesis document was typeset using the UiT Thesis LaTEX Template.
© 2021 – http://github.com/egraff/uit-thesis

http://github.com/egraff/uit-thesis


Abstract
Fields like medical diagnostics, urban and industrial environmental monitoring or basic micro-
biological research greatly benefit from advances in chemical and biological sensing. These
applications require rapid sample analysis, reduced needs for sample handling, or good sen-
sor network. Such demands can be met with miniaturised sensors utilising methods which
secure sufficient sensitivity and selectivity. Laser absorption spectroscopy in the mid-infrared
spectral domain has an excellent performance when it comes to these two figures of merit.
The research community is well aware of its potential, and significant effort is being invested
into reducing the size of the instrumentation to construct portable low-power laser absorption
spectroscopy detectors, in particular its subclass, which utilises tuneable diode lasers. Maxi-
mum size reduction will be achieved by integrating all components onto a single chip of only
few cm2.

The integration requires to implement optical waveguides with tailored designs that can
operate in the mid-infrared. Some applications demand high sensitivity, e.g. below parts per
million in atmospheric sensing, which is achieved in waveguides in two ways: Long paths,
and strong interaction between the light and the analyte. These are not readily satisfied with
methods and characteristics of the well-developed near-infrared nanophotonics, which has
opened a space for novel research. Light–analyte interaction in sensing scenarios typically
happens outside of the waveguide core, the element that otherwise confines and guides light,
and it needs to be increased through a diligent design. Long paths can be realised if losses in
the waveguide are sufficiently low, which is yet a challenge in the mid-infrared due to limited
material transparency, which is both intrinsic and residue-related, e.g. water.

The focus of this thesis is on waveguides for trace gas detection. The work mainly involved
designing, processing, and characterisation of free-standing waveguides made from tantalum
pentoxide (Ta2O5). Correct quantification of the light–analyte interaction was implemented in
order to find optimal dimensions. Suitable fabrication methods were found and implemented
for realising the free-standing design. This was done with fluorine-based etching of silicon
from below the membrane, where the combination of the methods and Ta2O5 has never been
explored before. Finally, an outstanding 107(2) % interaction strength was confirmed in an
experiment with the fabricated waveguides. Moreover, sensing with porous TiO2 was explored
along with this work, showing that sensing is possible within the volume of a waveguide core
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material too.
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1
Introduction
1.1 Trace Gas Detection with Miniaturised Sensors

In 1958, the first microchip has been manufactured. It was made of germanium and looked very
improvised. Nonetheless, it revolutionised computers forever and over the course of several
decades, they have been developed from room-sized machines into pocket-sized gadgets of
increasing computational power. It is a great example of what miniaturisation can bring,
and by far not the only technology with such potential. It will probably hardly become so
wide-spread, but instruments based on tuneable diode laser absorption spectroscopy (TDLAS)
are seeing a dramatic size reduction as well.

This work has been a part of projects which aim to develop miniaturised trace gas sensors with
a focus on TDLAS. Although the target is on trace gases, it does in fact encompass gas detection
in general. I hope this will be clear from the applications below as it is highly important to
monitor gas concentrations for many reasons.

Trace gases are defined as all gases that are present in the atmosphere in concentrations below
1%. On Earth, the atmosphere is made up of roughly 78% nitrogen, 21% oxygen and the rest
are all trace gases. These include noble gases, with argon being the most abundant one, carbon
dioxide (CO2), methane (CH4), and others. In particular, CO2 and CH4 are classified as green-
house gases because they absorb a significant portion of the radiation incoming from the Sun.
The largest greenhouse effect originates from water vapour. CO2 is on a second place followed
by ozone (O3), and the rest comes from CH4 and nitrous oxide (N2O). The greenhouse effect is
priceless for life on Earth—it keeps the average temperature by 33 °C higher than it would be
otherwise (1). It would seem that the effects of gases other than water vapour are negligible,

1



2 chapter 1 introduction

but the steady increase of CO2, CH4, and N2O concentrations from anthropogenic sources most
likely causes global warming. According to the World Meteorological Organization (WMO),
the concentrations of CO2, CH4, and N2O are respectively 48%, 160%, and 23% higher than
they were during the preindustrial era (reference year 1750) (2). This affects our environment;
Sea levels are rising as the polar ice cap is melting, permafrost are thawing and releasing even
more methane trapped in the soil, weather is becoming more extreme, and the list goes on.
Monitoring certain gases is thus important in order to reliably model the future development
and to plan the counter-actions. Miniature sensors could be implemented anywhere from
remote locations like permafrosts to cities, where large amounts of CO2, N2O, and NO are
produced, presenting risks to people’s health.

Besides monitoring gases directly in the atmosphere, gas detection is of relevance to other
fields such as microbiology or medical health monitoring where it allows to study metabolic
processes by isotopic labelling (3; 4; 5). Some of the microbiology processes are also related to
greenhouse gases. In particular, a recent study has confirmed that the bacteriumMethylocapsa
Gorgona oxidises CH4 into CO2. The investigation has been done by exposing the bacterium
only 13C-labelled methane (13CH4) and monitoring the production of 13CO2. Moreover, this
bacterium metabolises atmospheric CH4, CO, and H2 to harvest energy (6). On the other
hand, some microorganisms have the ability to metabolise soil organic carbon into CH4, and
it has been shown that they adapt to different temperatures, significantly contributing to
production of both CH4 and CO2 above 7 °C (7). Such studies are often conducted in laboratory
conditions with discrete, sparse sampling due to complex gas analysis. Supplementing this
kind of research with miniature sensors, which are able to operate online, would simplify the
studies and potentially allowed new insights by continuous measurements.

Isotopic labelling is also used in medicine as a noninvasive diagnostic method. For example,
Helicobacter Pylori metabolises urea into ammonia and CO2. Administering the patient a
suitable substrate enriched with a carbon isotope 13C, a change in CO2 isotope concentration
can be detected in human breath and directly used as an indicator of the bacterial infection (8).
Moreover, breath analysis can be also performed without isotope detection targeting different
compounds. Humans exhale a number of volatile organic compounds (VOCs) (9) which can
serve as bio-markers for several conditions such as diabetes, cellular damage, lung cancer, or
liver cirrhosis (10).

The interest in gas detection extends beyond bacteria, humans, and even Earth. As a con-
sequence of the definition of trace gases, different gases will conform to the it on different
planets. The atmosphere of Mars composes of 96% of CO2, followed by argon and nitrogen and
then there are trace gases topped by acetylene (C2H2) and further including carbon monoxide
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(CO), krypton, CH4 and more.1 Extraterrestrial exploration has started and miniaturisation of
scientific equipment is crucial for successful expeditions due to a limited cargo. Mars Curiosity
rover of NASA has landed on Mars on 5 August 2012, carrying sophisticated spectroscopic
instrumentation, the Sample Analysis at Mars (SAM). The SAM suite is equipped with a tune-
able laser spectrometer, quadrupole mass spectrometer, and gas chromatography for analysis
of the Mars atmosphere, rocks, and soils (11). Interestingly, the entire SAM suite weighs 40 kg
in total.

Gas detection is further applicable in industrial process control and work environment safety.
Acetylene (C2H2) presents combustion hazard, hydrofluoric acid (HF solution) is highly toxic
in both liquid and gas phase, and CH4 leaks in the industry are better to be avoided for
economical as well as environmental reasons. Aquatic environments are receiving growing
attention as gases can be dissolved in water (12; 13; 14), and it is desirable to study biological
and chemical samples in their natural environments (15).

1.2 State-of-the-Art and Beyond

The motivation for (trace) gas detection is ample and so are the methods and instruments
to choose from. In the closing remarks of the FLAIR2018 conference, Francesco D’Amato,
general chair, noted that no method is better than the others. They all have advantages, be it
resolution, specificity, size or power consumption, but they may be lacking in other ways and
there are often trade-offs between the characteristics. We chose TDLAS because it allows high
specificity and low limits of detection. We also see a potential for TDLAS to become smaller,
and we endeavour to explore this potential.

TDLAS is readily capable of achieving extreme resolution2 below units of ppb (parts per
billion) (17). This is achieved by two means. Firstly, long optical paths directly give stronger
signal by increasing the interaction volume. This is principally simple: The beam is folded
between two mirrors to pass through the gas cell multiple times. Secondly, particularly strong
absorption features are typically targeted. As Fig. 1.1 shows on N2O,CH4, and CO2, the strongest
absorption occurs between 3 and 5µm, and e.g., the absorption coefficient of CH4 is a 100
times higher around 3.3µm than around 1.6µm. This short range is just a small part of the
mid-infrared (MIR) domain spanning from 2 to 20µm. Fig. 1.1 does not reveal that the bands
are composed of narrow absorption lines, which are visible in the detail of the 3.3µm band
of CH4 in Fig. 1.2. Although there are typically some overlaps, the structure of the whole
band is unique to every molecule, for which the MIR absorption spectra are called molecular

1. It is worth to mention that Mars has only about 1% of atmosphere of Earth in total.
2. Also limit of detection.
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Figure 1.1: Absorption coefficient spectra of greenhouse gases CO2, CH4, and N2O in their respective
atmospheric concentrations as of 2019 (2). The spectra were modelled at atmospheric
pressure and 20 °C with data from HITRAN (16).

fingerprints.

The MIR spectral range has become increasingly accessible in the past two decades due to the
advent of quantum cascade and interband cascade laser (QCL and ICL) diodes (18; 19). There
are other sources of coherent light for this wavelength range, such as gas lasers and lasers using
nonlinear processes, but these can be limited to a specific wavelength or be bulky and sensitive
to alignment. Diode lasers are compact, robust, and their wavelength can be engineered to
match the gas absorption. Moreover, the technology has matured and allows continuous wave
operation at room temperature with low power consumption below 1W.

Currently, majority of TDLAS devices rely on navigating the beam over an open path inside a
tens of centimetres long gas cell. This facilitates paths of several tens of metres but the use
of the volume of the gas cell is highly inefficient (20). Large sample volumes are required
to fill the volume of the cell and although they can be operated outside laboratories, their
wide-scale deployment is impractical. Nevertheless, significant efforts have been under way
to provide small rugged TDLAS gas sensors. The most notable one came from IBM, with a
laser, an optical waveguide, and detector on a single board (21) for methane detection around
1650 nm wavelength.

Optical waveguides, building blocks of integrated photonics, are crucial in the true miniaturi-
sation of TDLAS technology, which requires integration of all components. Waveguides confine
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Figure 1.2: CH4 absorption coefficient within the 3.3µm spectral band at the atmospheric concentration
as of 2019 (2). The spectrum was modelled at atmospheric pressure and 20 °C with data
from HITRAN (16).

light to cross sections comparable to the wavelength of light, and guide it along predefined
paths, most often within a single plane. This allows to conveniently squeeze long paths onto
small footprint chips.

There is still a volume of work ahead in integrated TDLAS system development. Lasers and
waveguides will eventually need to be integrated together on the same chip and the options are
being extensively investigated; QCLs and ICLs are being integrated both homogeneously (22),
and heterogeneously with waveguides. Homogeneous integration relies on building both
components on a single substrate while heterogeneous integration requires transfer of the
active device onto the same substrate as waveguides. Moreover, QCLs and ICLs usually emit
at a single wavelength, which limits the spectral coverage of the envisioned devices. Attempts
have been thus made in the direction of multiplexing several lasers into a single waveguide via
arrayedwaveguide gratings (AWG) (23). Integration of detectors is necessary as well, and other
devices can potentially be added such as microfluidics and micropumps, or driving/processing
electronics.

Lastly, miniature gas sensors exist but they are based on different technologies (20), and
typically applicable to combustion detection, which means relatively high concentrations.
Pellistors are one of the technologies but they operate at elevated temperature around 500 °C,
requiring anti-explosive sealing, and suffer from a baseline drift. The latter is also a disad-
vantage in semiconductor devices. These, and electrochemical sensors are moreover prone
to cross–response to other gases and they are affected by humidity. There has been progress
towards room-temperature chemiresistive sensors (24), however, they still pose challenges
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in terms of gas–solid interactions, changes in semiconducting properties, and influence of
ambient humidity. Particular disadvantage is a slow recovery time. Optical sensors respond
faster and hence they are better suited for fast process monitoring such as combustion or
burning (25).

1.3 Aim of the Thesis

The application space of TDLAS gas sensors is extensive, however, small low-cost instrumenta-
tion is still lacking. Moreover, MIR waveguides for spectroscopic applications are still in their
infancy. With a miniature gas sensor in mind, the objective of the thesis has been development
and characterisation of MIR waveguides. The main contributions of this thesis are summarised
as follows:

• Design of optical waveguides for gas sensing in MIR with particular focus on engi-
neering of light–matter interaction. Two designs were studied theoretically: silicon slot
waveguides, and air-suspended dielectric waveguides.

• Implementation and development of processing for air-suspended optical waveguides
particularly suited for gas sensing in MIR. Two dry etching methods were studied and
implemented for the under-etching.

• First experimental demonstration of more than 100% strong light–matter interaction in
optical waveguides with the air-suspended design. The figure results from no other than
waveguide dispersion and the field distribution in the waveguide. This effect has been
predicted but never observed until this work.

In addition to the design, fabrication and characterisation, the work involved creating suitable
mask designs for lithography, and in particular implementation of adiabatic curves for coupling
waveguide terminals with different curvatures.

The waveguide fabrication imposed a major challenge in processing feasibility. The envisioned
waveguides need to be under-etched selectively, which was not possible with the first under-
etching method tested. Two ways of solving this challenge were found.

It was found during this work that the MIR photonics is strongly limited by material trans-
parency. Although there is a range of materials with no intrinsic losses in parts of the MIR
range, the transparency can be strongly affected by impurities in the materials, such water in
oxides. Water was in fact identified as the main contributor to propagation loss around 3µm
wavelength.
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1.4 Structure of the Thesis

The thesis is organised so as to provide the necessary understanding of the results presented
herein and mainly in the appended publications.

In the first chapter, the focus is on optical waveguides fundamentals. Electromagnetism,
captured in Maxwell equations, applied on optical waveguides allows to analytically find the
optical field distribution in very basic systems, and it can be qualitatively extended to more
complex waveguide geometries. Then, fundamentals of molecular absorption spectroscopy
are given to clarify the origin of the molecular fingerprints. Moreover, absorption saturation
is explained, showing its relevance to the waveguide-based spectroscopy because of the high
light intensities occurring in waveguides.

The following chapters are then concerned with methods behind this work. First, it is a
waveguide modelling in chapter 3, followed by a brief summary of fabrication methods in
chapter 4, and finally waveguide characterisation and mainly TDLAS experimental details in
chapter 5.

1.5 Publications

The research is captured in three papers that were finalised towards the end of this work. The
laboratory at UiT, where most characterisation was done, was being established during my
PhD period. Publishing was therefore not possible until the experiments were well-understood,
which happened thanks to a good work of our group. I did all fabrication in nanofabrication
foundries at the Optoelectronics Research Centre (ORC) in Southampton, UK, and at Nanolab,
NTNU, Trondheim, Norway during my research stays in these places.

The first paper reports on the spectroscopy performance of the free-standing Ta2O5 waveguide.
Model of the waveguide predicted very high light–analyte interaction strength of 107% and we
confirmed this figure in an experiment by detecting a known concentration of acetylene.

Paper I: M. Vlk, A. Datta, S. Alberti, H. D. Yallew, V. Mittal, G. S. Murugan, and J. Jágerská,
"Extraordinary Evanescent Field Confinement Waveguide Sensor for Mid-Infrared Trace Gas
Spectroscopy," Light: Science & Applications, Vol. 10(1), p. 26, 2021.

Author contributions: J.J. conceived the idea and together with G.S.M. designed the research.
M.V. simulated and fabricated the waveguide sensor and performed loss characterisation. V.M.
conducted the membrane under-etching. A.D., H.D.Y., and S.A. constructed the setup, and
A.D. performed all spectroscopic measurements. J.J. supervised the work, while G.S.M. led
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the fabrication. M.V. and J.J. mainly wrote the paper. All authors reviewed the manuscript
and provided editorial input.

We explored the possibility of gas detection in a waveguide core, which is a subject of the
second paper. TiO2 device layer was prepared by the sol-gel process, and it was deliberately
porous, in order for the gas to diffuse in.

Paper II: S. Alberti, A. Datta, M. Vlk, and J. Jágerská, "Single-Mode Porous Waveguides
through Sol-Gel Chemistry: A New Platform for Gas Sensing," Optics Letter, submitted

Author contributions: S.A. conceived the idea, designed the waveguide, processed and char-
acterised the porous material, and performed loss characterisation. A.D. and M.V. designed
the mask. M.V. contributed to the waveguide processing. A.D. and S.A. constructed the setup,
and performed spectroscopic measurements. J.J. supervised the work. S.A. mainly wrote the
paper. All authors reviewed the manuscript and provided editorial input.

The third and last paper presents the methodology of free-standing waveguide fabrication. We
compared two approaches to the under-etching, namely XeF2 molecular gas and SF6 plasma.
Although both can be used, there are significant differences, and we identified the latter as
more suitable.

Paper III: Marek Vlk, Anurup Datta, Sebastián Alberti, Ganapthy Senthil Murugan, Astrid
Aksnes, and Jana Jágerská, "Free-Standing Waveguides for Sensing Applications in the Mid-
Infrared," Optical Materials Express, submitted

Author contributions: M.V. simulated, fabricated, and characterised the waveguide. A.D.
contributed to material characterisation. S.A. prepared the sol-gel material. J.J. conceived
the idea and together with G.S.M. designed the research. J.J., G.S.M., and A.A. supervised
the work. M.V. mainly wrote the paper. All authors reviewed the manuscript and provided
editorial input.



2
Background
This chapter covers the fundamental theory behind this thesis. It opens with the elementary
building block of integrated optics, that is optical waveguides, and follows with an introduction
into molecular spectroscopy.

2.1 Optical Waveguides

Optical waveguides confine light and guide it along predefined paths. In order to analyse the
operation, it is illustrative to first consider ray tracing. Then, a more rigorous approach will
be taken though electromagnetism, which is crucial for elaborating on some theory later on.
The electromagnetic field distribution in waveguides is unique and susceptible to interfaces
between materials. This will be illustrated on planar waveguides first and then expanded to
other, more intriguing, waveguides geometries. With the fundamental theory of waveguides
provided, it is imperative to introduce light–matter interaction and its quantification via a
confinement factor. Propagation losses are an integral part of optical waveguides and they
are thus given space in this section as well. In particular, material loss, lateral leakage in rib
waveguides, and substrate leakage were identified as the most concerning contributors in this
work.

9
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2.1.1 Planar Waveguides

2.1.1.1 Total Internal Reflection – The Simple Picture

The operation principle of optical waveguides can be understood by ray tracing. The most
simple waveguide one can imagine is likely a planar waveguide formed of two parallel mirrors.
The light is reflected back and forth between the two mirrors and effectively only propagates
within the plane. There is an important condition, which the light has to obey; After every
single roundtrip between the mirrors, the light wave has to interfere constructively with itself.
In other words, the phase shift experienced by the wave has to be an integer multiple of 2c .
Assuming a single monochromatic wave, this gives rise to a discrete finite set of modes. This
simple guiding effect has been leveraged for example in hollow-core fibres (26; 27) or hollow
waveguides (28; 29). Nevertheless, it is more important for this work to elaborate on dielectric
waveguides rather than guiding with mirrors.

A dielectric planar waveguide is formed of layers of different refractive indices as shown in
Fig. 2.1. Light guiding requires that the light is confined to the core region, which is consistent
with total reflection. From the Snell’s law

=1 sin(\1) = =2 sin(\2), (2.1)

where \1 is the angle of incidence, and \2 the angle of refraction, one can infer that the
condition for total reflection is

sin(\2) =
=2

=1
(2.2)

for =2 > =1 with \2 being the critical angle. In a dielectric slab, the total reflection needs to
take place on both the top and bottom interfaces, and we speak of total internal reflection. For
the refractive indices, this means that the core refractive index has to be larger than those of
the surrounding media (see Fig. 2.1), mathematically =2 > max{=C2 , =12}. Again, the plane
waves have to interfere constructively after completing a roundtrip, which is schematically
shown in Fig. 2.1. This self-consistency condition is given by the phase shift 2:~0 cos\ acquired
by the wave during a roundtrip plus a shift qA due to reflections

2:~ cos\ − 2qA = 2c<, (2.3)

where< is an integer, and has a meaning of the mode orderwith< = 0marking a fundamental
mode. Therefore, the guided modes have to obey two conditions given by eq. (2.2), wherein
=5 > max{=B, =2}, and (2.3). The result is again a finite discrete set of modes due to (2.2).
Importantly, just like bulk media are characterised by a phase refractive index, guided modes
are characterised by an effective index =4 5 5 or propagation constant V as

V< = =4 5 5 ,<:0 = =1:0 cos\< . (2.4)
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Figure 2.1: Schematics of a planar waveguide with a beam following a zig-zag path within the core
region. Lines perpendicular to the beam designate planes of equal phase.

The propagation constant is basically the I component of the wave vector. Finally, the number
of guided modes, each labelled with an integer <, depends on dimensions and refractive
indices. Once the propagation constant value becomes smaller than phase velocities in the
claddings, :=12 and :=C2, it will radiate out from the waveguide. This is called the cut-off
condition:

V = :0 max{=12 , =C2}. (2.5)

In addition, each mode is characterised by their field distribution within the waveguide,
which does not follow from ray tracing. Therefore, the next section deals with basics of
electromagnetism in order to understand the field distribution in waveguides.

2.1.1.2 Electromagnetic Optics – The Rigorous Picture

Electromagnetism reveals more about optical waveguides than ray tracing. The two inde-
pendent polarisations of light come naturally out of the Maxwell equations when dealing
with planar waveguides, and it is easily shown that the guided modes have sinusoidal field
profiles over the core, followed by an evanescent tail in the claddings. The latter is particularly
important in optical sensing.

It is sufficient for this thesis to consider only dielectric, nonmagnetic, and isotropic media. The
current density J and charge density d are therefore zero, the permeability ` is equal to that
of vacuum (` = `0), and the permittivity n is only a scalar function of position (n = n (r)).
With respect to homogeneity of materials, the discussion will be more general, even though
the only non-homogeneity is represented by a step change in n across an interface of two
materials. With these simplifications, the Maxwell equations read

∇ × H − n mE
mC

= 0, (2.6)

∇ × E + `0
mH
mC

= 0, (2.7)

∇ · E = 0, (2.8)

∇ · H = 0. (2.9)
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where H is a magnetic field intensity, and E an electric field intensity.

As mentioned above, the electromagnetic treatment of light allows to determine field distri-
butions in the planar waveguide (Fig. 2.1). It is trivial to show that the first two of Maxwell
equations can be decoupled into two independent triplets of field components. The system is
homogeneous in G direction, which implies m/mG = 0 for plane waves. With this observation,
it remains that components �G , �~ , and �I depend on each other but not the other three.
This is the transverse electric (TE) polarisation. In the same manner, components �G , �~ , and
�I are coupled together and comprise the transverse magnetic (TM) polarisation. The field
distributions for monochromatic plane waves with phase q = 8 (VI−lC) are captured in

m2EG
m~2
−

[
V2 − nA

(l
2

)2]
EG = 0 (2.10)

and
1
nA

m

m~

(
nA
mHG
m~

)
−

[
V2 − nA

(l
2

)2]
HG = 0 (2.11)

respectively. These are actually wave equations for the particular components �G and �G ,
where the time and I dependence was factored out, otherwise known as Helmholtz equations.
Remaining field components can be obtained from Maxwell equations (2.6) and (2.7).

The solutions to equations (2.10) and (2.11) can be found in many textbooks. Depending on
the factor [V2 −nA (l/2)2], the solutions are either harmonic for V2 < nA (l/2)2 or exponential
for V2 > nA (l/2)2 functions. But the condition on the oscillatory solutions is actually the
cut-off condition (2.5) discussed in the ray optics approach, while exponential solutions are
obtained in cladding regions. The latter could be both exponential decay and growth if
boundary conditions are imposed. It can be shown that electromagnetic field at interfaces has
to obey (30)

n · (nA2E2 − nA1E1) = 0, (2.12)

n · (H2 − H1) = 0, (2.13)

n × (E2 − E1) = 0, and (2.14)

n × (H2 − H1) = 0, (2.15)

where the indices 1 and 2 refer to two different media, and the fields are taken at the interface.
These conditions require that the field only decays into claddings, forming the evanescent field.
An example in Fig. 2.2 shows a model which supports just 3 TE modes: The fundamental TE0,
first-order TE1, and second-order TE2 mode. The harmonic and evanescent parts can be clearly
distinguished. The mode order< is equal to the number of nodes of the harmonic component.
Note that can be stated for �G and �~ but not for �I because �I ∝ m�G/m~, and it therefore
contains< + 1. The results for TM modes are similar.

It can be further seen that all components of TE polarisation are continuous across the
interface in the configuration of Fig. 2.1. The situation in TM polarisation is, however, quite



2.1 optical waveguides 13

-1.0

-0.5

0.0

0.5

1.0

El
ec

tri
c 

fie
ld

 E
x, 

a.
u.

-3 -2 -1 0 1 2 3
y, μm

2.0

1.8

1.6

1.4

1.2

1.0

R
efractive index

 TE0
 TE1
 TE2
 n

Figure 2.2: A numerical model of a planar waveguide supporting just 3 TE modes. The core with
refractive index 2 is surrounded by air claddings (= = 1), thickness is set 0 = 2 µm, and
wavelength is 2.5µm

different. �G and �I are continuous according to (2.14) and (2.15) respectively, but �~ has a
discontinuity because of the step change in nA as captured in (2.12). Electric field profiles of
both TE and TM polarisations in a planar waveguide, obtained by a finite difference method
(MODE, Lumerical), are plotted in Fig. 2.3 for comparison. This is an important result for
certain waveguide geometries as will be shown later.

Guided modes are thus characterised by oscillatory profiles in the core, high refractive index
region, and evanescent tail in the claddings. Planar waveguides are simple and can be
solved analytically but they are not so practical in majority of applications. Rectangular and
other geometries are far more common, and they will be qualitatively discussed in the next
section.

2.1.2 Rectangular and Other Waveguide Geometries

Firstly, pure TE and TM polarisations are not supported by other than planar waveguides. This
is easy to understand considering that a rectangular waveguide has four sides, such as the
examples in Fig. 2.4, and boundary conditions (2.12)–(2.15) have to be fulfilled simultaneously.
This can only only happen if all 6 components of the electromagnetic field are excited in each
mode. Nevertheless, modes of rectangular waveguides usually have one dominant polarisation
fraction and we speak of quasi-TE and quasi-TM modes. This notation is often omitted and
the modes are simply called TE and TM modes instead. Higher order modes are possible, and
there are in fact two numbers labelling the order, say< and = with the mode notation being
TEmn.
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Figure 2.3: Simulated field profiles of the two orthogonally polarised modes in a planar waveguide.
The parameters are 0 =500 nm, _ =2500 nm, =2 = 2, and =C2 = =12 = 1.

Strip Rib / Ridge Slot

Figure 2.4: Schematics of selected rectangular waveguides.

The analytical treatment of rectangular waveguides is a little more complicated compared
to the planar waveguide and requires some approximations.1 This is done via the Marcatili’s
method or Effective index method, but both have some limitations as to the situations they
can be applied to (31). Similarly, waveguides with graded refractive indices are solved under
some approximations. Nowadays, these approaches are obsolete because of the available
computational power. It is far more beneficial to use rigorous methods like the finite difference
method (FDM) or the finite element method (FEM) with a sufficiently fine mesh.

Field distributions of fundamental modes TE00 and TM00 in waveguides of Fig. 2.4 are shown
in Fig. 2.5. They were modelled with FDM-based solver (MODE, Lumerical), and the fields
exhibit patterns we saw in planar waveguides. Field discontinuities discussed in the previous
section (see Fig. 2.3) are apparent in those modes which have a major E field component
perpendicular to the interface. This is valid for both TE and TM polarisations of the strip
waveguide, while it is more pronounced only in the TM00 and TE00 modes of the rib and slot
waveguides respectively. This has important implications for achieving efficient light–matter
interaction in gas sensing as discussed in Papers I and II.

Other specific waveguide types exist besides waveguides which are invariant in the direction of
propagation I, such as those discussed until now. Photonic crystals,materials with a periodically

1. We are still talking only about examining modes of waveguides, and not about solving light propagation.
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Figure 2.5: Field distributions of fundamental modes of different rectangular waveguides introduced
in Fig. 2.4. The images show |E|2 in both orthogonal polarisations of the rectangular (a),
rib (b), and the slot waveguides (c).

modulated permittivity, can achieve guiding along defects (32), and subwavelength gratings
act as effective media, which do allow light confinement (33). They are of great interest in
integrated optics but further discussion is outside the scope of this thesis.

2.1.3 The Confinement Factor

The confinement factor, labelled with Γ, is a measure of the light–matter interaction. While
a beam in a non-dispersive medium has Γ of 100%, the situation in optical waveguides is not
straightforward. Originally it was a source of some confusion (34): Waveguide modes partly
occupy different media which can exhibit gain or loss. Researchers have used either power
or E fraction to quantify the modal gain or loss but it is not a correct measure. Unfortunately,
this still happens in some cases and e.g., Ranacher et al. (35; 36) have used the power fraction
repeatedly in recent years despite of the confinement factor being introduced in 1997 (34).
Although it was initially discussed mainly in the context of gain media, the optical sensing
community started adopting it too.

Confinement factor can be defined as proportionality constant between a modal loss U< and
bulk loss U8 coefficients as

U< =
∑
8

Γ8U8 (2.16)

where Γ8 is the confinement factor, and 8 runs over all the materials constituting the waveguide,
that is the core, the cladding, and potentially others. The task is therefore to determine the
correct expression for Γ.
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Figure 2.6: Schematics of a waveguide for determination of the confinement factor. Integrations in the
Poynting theorem are done over the section restricted by planes � and �.

Visser et al. have derived Γ from the Poynting theorem∬
(

(E × H) · n3( =

∭
+

( 9ln∗E · E − 9l`H · H)3+ , (2.17)

which relates the power passing through a surface ( to the energy density in a volume +
enclosed by ( . A guided mode propagating in the I direction is given as

{E,H}(G,~, I) = {Ẽ, H̃}(G,~) exp[− 9VI] (2.18)

where V = V ′ − 9V ′′ is a complex propagation constant related to the modal absorption
coefficient:

U< = 2Im{V}. (2.19)

For a guided mode in the system pictured in Fig 2.6, the surface integral in (2.17) reduces
to

−
∬
�

(E × H∗) · eI3G3~ +
∬
�

(E × H∗) · eI3G3~ (2.20)

Recognising that the factor E×H∗ decreases as exp[−U<ΔI], (2.20) further simplifies to∬
�

(E × H∗) · n3( = (exp[−U<ΔI] − 1)
∬
�

(Ẽ × H̃∗) · eI3(. (2.21)

With the expression (2.18) for fields, the volume integral in (2.17) can be integrated in I,
yielding

9l

∭
+

(n∗ |E|2 − ` |H|2)3+ = 9l

ΔI∫
0

exp[−U<I]3I
∬
�

(n∗ |Ẽ|2 − ` |H̃|2)3G3~

=
9l

U<
(exp[−U<ΔI] − 1)

∬
�

(n∗ |Ẽ|2 − ` |H̃|2)3G3~,
(2.22)

where the limits of integration over I can be chosen arbitrarily. Combining (2.17), (2.21),
and (2.22), gives

− U<
∬
�

(E × H∗) · eI3( = 9l

∬
�

(n ′ |Ẽ|2 − ` |H̃|2)3G3~ − l
∬
�

n ′′ |Ẽ|23G3~. (2.23)
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Equation (2.23) relates the modal absorption coefficient to the distribution of the electromag-
netic field of the mode and the material constants, n and `. Recalling relation (2.16), this is
only one step away from expressing Γ. For the modal absorption coefficient, we get

U< =
l

∬
�
n ′′ |Ẽ|23G3~

Re{
∬
�
(Ẽ × H̃∗) · eI3G3~}

. (2.24)

This equation is a useful tool for calculating the waveguide mode loss/gain from the field
distribution. Visser et al. (34) have not derived the general confinement factor formula but
presented it for special cases of planar waveguide modes. To obtain Γ8 , one only needs to
compare (2.24) to a beam propagating in a bulk of a material, where the loss is given as
U = 2=′′:0. Adding that permittivity can be written as a product of a relative and a vacuum
permittivity, n = nAn0, and that nA = (=′ − 9=′′)2, we get n ′′A = 2=′=′′, and (2.24) can be
rewritten as

U< = 2:02n0

∬
�
=′=′′ |Ẽ|23G3~

Re{
∬
�
(Ẽ × H̃∗) · eI3G3~}

. (2.25)

For the case of separate media, which is nowadays common in optical waveguides, with
constant =′8 and =

′′
8 , we can change the integration limits in (2.25), isolate bulk absorption

coefficient U8 and write

U< =
∑
8

U82n0=
′

∬
�
|Ẽ|23G3~

Re{
∬
�
(Ẽ × H̃∗) · eI3G3~}

. (2.26)

We see that we have obtained essentially the same equation as (2.16). This means that anything
besides the absorption coefficients in (2.26) is in fact the confinement factor. We can thus
write

Γ8 =
2n0=

′
8

∬
8
|Ẽ2 |3G3~

Re{
∬ ∞
−∞(Ẽ × H̃) · eI3G3~}

. (2.27)

The absorption is therefore proportional to the square of the electric field, and (2.27) can be
thought of as “...the amount of intensity overlapping the gain medium per unit input power." (37).
As such, Γ is not normalised to unity, which might appear rather odd. It can be calculated from
a modelled field distribution, and it really does not add up to 100% as shown further.

Equation (2.27) allows one to calculate the confinement factor directly from the electromag-
netic field distribution and material constants. However, it does not make it clear why it does
not amount to unity. Robinson et al. (37) have taken a different approach to derive (2.27),
but more importantly, the authors also derived more intuitive formula for Γ. Starting from a
variation theorem for dielectric waveguides (see Appendix A for more details)

ΔV =
2l

∬ ∞
−∞ Δn |Ẽ|23G3~

Re{
∬ ∞
−∞(Ẽ × H̃∗) · eI3G3~}

(2.28)
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By using (2.16) and (2.19) we again arrive to expression (2.27) for the confinement factor. One
can think of the energy stored per unit length

�

;
=

1
2

∞∬
−∞

n |Ẽ|23G3~. (2.29)

But in a propagating electromagnetic wave, or mode in this case, energy travels with the group
velocity E6. The same quantity can be also expressed with the energy flux, that is the Poynting
vector, as

Re

∞∬

−∞

(Ẽ × H̃∗) · eI3G3~
 = E6

∞∭
−∞

n |Ẽ|23G3~. (2.30)

Combining (2.30) with (2.27) then provides more intuitive formula

Γ8 =
=6

=8

∬
8
n |Ẽ|23G3~∬ ∞

−∞ n |Ẽ|23G3~
(2.31)

where the first fraction is related to dispersion, and the second is simply the energy density
fraction. Γ can obviously run over 100%. I emphasise that equations (2.27) and 2.31 are only
applicable to waveguides with a continuous translational symmetry. One can expect that
periodic structures like photonic crystals and their subclass of subwavelength gratings will be
integrated over a volume of a unit cell rather than the cross section. This leads to an expression
(38; 39)

Γ8 =
=6

=8

∭
8
n |Ẽ|23G3~3I∭ ∞

−∞ n |Ẽ|23G3~3I
. (2.32)

There are therefore two ways to enhance the confinement factor. One is through strong light
localisation/delocalisation, the other is through engineering the dispersion.

2.1.4 Losses in Optical Waveguides

All optical components suffer from losses, which may significantly limit the optical system
but not always. In bulk optical components like lenses or mirrors, the loss can arise from
intrinsic material absorption or surface roughness. The same is true for optical waveguides
but additional loss mechanisms exist, and some of them can become more prominent in MIR,
which is of particular concern in this thesis. On the other hand, scattering loss is not considered
here; It is proportional to _−4.

2.1.4.1 Material Absorption

Optical waveguides rely on relatively long propagation paths, spanning from millimetres in
telecom and datacom (40), and up over several centimetres (41) to even metres in integrated
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Figure 2.7: Optical micrographs of integrated optical delay lines. The waveguides were coiled into
spirals to achieve pathlengths ! in the order of metres.

delay lines (42; 43) as shown in Fig. 2.7. Optical transparency of some materials in MIR has
been reviewed several times (44; 45; 46; 47) and Fig. 2.8 summarises information about many
of these and it allows an easy selection of optical materials for waveguide engineering.

Si and SiO2 are likely the most common materials in nanophotonics since they constitute
the silicon-on-insulator (SOI) platform. Si is a semiconductor and hence its transparency is
limited by the absorption due to excitation of electrons into the conductive band below 1.1µm.
Phonon absorption limits the transparency at longer wavelengths. This occurs around 7µm
in Si, albeit Soref (44) marks the transparency edge around 8.5µm with a 2 dB cm−1 cut-off
as opposed to 1 dB cm−1 used by Lin et al. (46). Germanium, another group IV semiconductor
besides silicon, exhibits even broader transparency from 2µm to 14µm.

SiO2, the main component of common glass, is transparent from 300 nm up to 3.5µm. This
is clearly not sufficient to cover the whole MIR wavelength range and other materials have
been explored. Compounds with heavier elements, compared to SiO2, have broader trans-
parency (46). These are for example TiO2, Al2O3, or Ta2O5, and all of them have been used
for optical waveguides manufacturing. However, residual water, and OH groups absorb within
parts of the MIR range as seen on the OH bond stretch bands in Fig. 2.8 and water absorption
spectrum in Fig. 2.9.

OH groups are in particular found in amorphous oxides. They can be removed from silica
by annealing: Yongheng and Zhenan studied the effect of annealing silica at temperatures
from 800 to 1200 °C, and found that the content can be substantially reduced. It seems that to
date, other oxides have not been studied in such detail as silica. The applicability of annealing
to other amorphous oxides is thus a matter of further investigations while crystallisation needs
to be avoided (e.g., Ta2O5 crystallises around 600 °C).
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Figure 2.8: Material transparency. Bars represent optical transparency windows (1 dB cm−1) of various
materials, the top panel depicts the spectral locations of the primary absorption bands of
different chemical bonds, and the background shows the infrared atmospheric transmission
spectrum. Taken from (46).

2.1.4.2 Substrate Leakage

Substrate leakage occurs when the thickness of the bottom cladding is insufficient to isolate
the guided mode from the substrate. The evanescent tail spans across the whole cladding and
overlaps with the substrate. At the same time, one condition has to be fulfilled for the leakage
to occur: The refractive index of the substrate =B has to be larger than the effective index of
the guided mode =4 5 5 . This becomes more relevant at longer wavelengths because the light
occupies a larger area and standard wafers might not be able to mitigate it.

Different strategies have been used to avoid this problem. An obvious one is making a thicker
cladding,but this can become costly especially in SOI wafers because the price is proportional to
the wafer oxidation time, which increases exponentially with the oxide thickness. Nevertheless,
this loss has been minimised even in a standard SOI platform in MIR by structuring a slot
waveguide with strong localisation (49). Other approaches rely on replacing the silicon
substrate with sapphire,which serves as the cladding at the same time (50; 51; 52). Germanium
on silicon (53) and germanium on SiGe (54) waveguides have the same capability. Another
approach is to remove the bottom cladding completely, and structure free-standing waveguides,
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Figure 2.9: Absorption coefficient U of water. Data were taken from (48).

which has been done e.g., with Si, Ge, or diamond (55; 56; 57; 58; 59). Not only the substrate
leakage is reduced or even removed, but the absorption in silica (discussed above) is solved
too.

2.1.4.3 Lateral leakage in rib waveguides

This loss mechanism is very specific to the geometry and only occurs for TM-polarised modes.
It is relevant in this work because of the air-suspended rib waveguide in Papers I and II. The
rib waveguide is essentially surrounded by planar waveguides on both sides, which do support
planar modes. Rib-guided TE modes are effectively confined, because their effective indices
are always higher than any planar modes as illustrated in Fig. 2.10. This is not true for the
rib-"guided" TM modes, which cross-couple into planar TE modes.

This may rise a question about how the cross-coupling can happen. The phenomenon is
easy to understand considering that the modes of such waveguides are always hybridised as
discussed in section 2.1.2, and thus the leakage occurs through the minor TE component of the
TM-like mode. The effect is resonant, meaning that the light leaking into the planar modes
has to interfere constructively, similarly to the self-consistency condition discussed for planar
waveguides in section 2.1.1.1. Webster et al. (60) have experimentally verified the leakage in
silicon rib waveguides as seen Fig. 2.10. The by targeting appropriate dimensions.

2.2 Absorption Spectroscopy

Spectroscopy is a study of the interaction between electromagnetic radiation and matter. The
sample under study can be probed for example by EM radiation to induce fluorescence or
record absorption spectrum, by electron beam to induce X-ray radiation, or it can be coupled
to a flame to detect emission spectra. As outlined in the introduction, the focus of this thesis
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a) b)

Figure 2.10: Theoretical analysis and experimental demonstration of lateral leakage in rib waveguides.
a) Effective indices for varying thickness of the slab. Solid curves show effective indices
for planar waveguide modes for b) Experimental demonstration of the effect. Taken
from (60).

is on MIR absorption spectroscopy for molecular gas sensing because it allows high-resolution
specific detection.

Light absorption, but also emission, occurs at resonant frequencies/energies, which are given
by differences between energy levels of the considered system. There are three types of
transitions: electronic, vibrational, and rotational in the order of decreasing energy, that
is

Δ�4; > Δ�E81 > Δ�A>C . (2.33)

The transitions occur separately as well as in different combinations. Simultaneous changes
in rotational and vibrational states are grouped under ro-vibrational transitions. Molecules
in a gas phase feature unique ro-vibrational spectra, also called molecular fingerprints, which
allow to distinguish many different molecular species. Specific detection is therefore achieved
by targeting these transitions, which are located in the MIR domain.2

The next section provides more insight into molecular fingerprints and clarify why they are
unique and how they help to achieve high limits of detection. Each transition has an associated
spectral line with a particular profile or lineshape. Fundamentals behind lineshapes will be
discussed, including the most common shapes and the dependence on ambient conditions.
Many absorption spectra have been recorded directly or in terms of model parameters, and
they are available through spectral databases PNNL and HITRAN, which are briefly introduced.
After providing all necessary information regarding absorption spectroscopy, our experimental
tuneable diode laser absorption spectroscopy setups is described together with the methodol-
ogy of gas absorption measurement. The setups have been used to conduct the gas absorption
experiments in papers I and II. The last section is dedicated to absorption saturation, which

2. Ro-vibrational transitions occupy also the NIR part of the electromagnetic spectrum. However, the absorption
in NIR is one to two orders of magnitude weaker than in MIR as will be discussed further.
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requires caution in optical waveguides due to small field areas and thus relatively high light
intensities.

2.2.1 Molecular Ro-Vibrational Spectra

The goal of this section is to give a brief explanation of how the rotational and vibrational
states of molecules result in distinct spectral signatures in the infrared. First, heterogeneous
diatomic molecules will be considered for their simplicity. They are also very illustrative. Then,
the discussion will qualitatively extend to polyatomic molecules.

2.2.1.1 Diatomic Molecules

In order to illustrate the properties of the vibrational transitions, a simple model of a diatomic
molecule is first considered. The simplest oscillating system is a linear harmonic oscillator
(LHO), where the atoms of the molecule can be imagined connected by a spring. The potential
energy of LHO is

* =
1
2
:B (A − A4)2 (2.34)

where :B is the spring constant and A4 the equilibrium distance between the two atoms. The
potential, which reflects attraction and repulsion between the atoms, is thus parabolic. This
is of course an approximation which for example does not account for molecule dissociation.3
From quantum mechanics, the energy of LHO is quantised:

�E81 = 20ãE81

(
E + 1

2

)
, (2.35)

where 20 is the vacuum velocity of light, ã is a fundamental frequency, and E = 0, 1, 2, 3, ... is a
quantum number associated with the vibrational states. The quantum number E is moreover
restricted by a selection rule, ΔE = 1 for LHO, and energy levels given by (2.35) are equally
spaced.

Table 2.1: Absorption/emission bands of heterogeneous diatomic molecules.

Transition name Transition
Fundamental band ΔE = 1

First overtone ΔE = 2
Second overtone ΔE = 3 and so on

More accurate models allow anharmonic oscillations and the selection rule changes to allow
other then unitary transitions. For example the CO molecule is very close to LHO but in reality,

3. More accurate model is provided by Morse potential but its shape is parabolic near the minimum. The use
of a linear harmonic oscillator is thus justified for low energies.
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Figure 2.11: Vibrational spectral bands of CO modelled at atmospheric pressure, 20 °C and 100%. The
spectrum is modelled at atmospheric pressure, 20 °C and 100% with data from HITRAN
(16).

there are other than unitary transitions, which can be seen in its infrared spectrum in Fig. 2.11.
The transitions appear as bands because of the simultaneous rotational transitions, which
are discussed further in this section. Diatomic molecules thus features several simple bands
distinguished by the change in E and they are listed in Table 2.1.

The higher order bands are by 1 to 2 orders of magnitude weaker than the fundamental ones
(Fig. 2.11), which typically lie in the MIR domain. This is a strong argument for performing
the absorption spectroscopy at MIR within the fundamental bands.

Rotational transitions have much lower energies, in the microwave domain, and they are
responsible for the fine structure of the infrared spectra. Rotational states of a diatomic
molecule can be modelled by a rigid rotor, where the atoms are just connected point masses
with a fixed distance in between them. When spinning, the system has energy

� =
1
2
!l (2.36)

where ! is angular momentum. In the a quantum-mechanical rotating system, ! is quantised
and so is the energy, which then reads

� = �� (� + 1) (2.37)

where � = 0, 1, 2, 3... is a quantum number associated with total angular momentum and
� = ℎ/8c2�2 is a rotational constant. The selection rule requires that Δ� = ±1. � can only
change by +1 due to absorption because the energy of the system has to increase. When
ro-vibrational transitions are considered, � can change by both +1 and −1 as long as ΔE ≤ 1
because the energy increases in both cases.

Changes in � are even multiples of �; 2�, 4�, 6� according to (2.37) and hence the line spacing
is uniform with a distance of 2�. This uniformity breaks down for some molecules because of
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Figure 2.12: Rotational transition lines of CO in the fundamental vibrational mode. The spectrum shows
the two branches P and R for Δ� of −1 and +1 respectively. The spectrum is modelled at
atmospheric pressure, 20 °C and 100% with data from HITRAN (16).

centrifugal distortion, and more accurate models are again required. Nevertheless, CO behave
almost ideally and the near-uniform spacing is apparent in the fundamental band in Fig. 2.12.
The graph also shows two branches, P and R, which are associated with changes in � of −1
and +1 respectively.

The spectral lines of rotational transitions in Fig. 2.12 have a smooth envelope given almost
entirely by Boltzmann distribution. Line intensity is a product of a transition probability and
a population of the state # � . All probabilities happen to be nearly constant (61) and the
populations of states are given by Boltzmann distribution, hence the envelope of the spectral
lines.

The positions of the spectral lines depend on the atomic masses and bond strengths but they
are not fixed. Pressure and temperature can induce shift in the line position but the effect can
be ignored at standard conditions (see section 2.2.3 for explanation) and it is not relevant for
this work because all experiments were done at or near standard conditions.

To summarise the spectra of diatomic molecules, the ro-vibrational transitions are composed
of vibrational transitions,with energies in the infrared, and rotational transitions,with energies
in the microwave domain. The result is absorption bands across the infrared domain, with
the strongest fundamental transitions lying particularly in the mid-infrared as indicated in
Fig. 2.11. Different atomic masses and bond strengths result in unique positions and spacings
of the spectral bands and lines. This is the origin of the molecular fingerprints.
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2.2.1.2 Polyatomic Molecules

The molecular spectra become a lot more complex in polyatomic molecules. Such molecules
a number of vibrational modes and for the total of # atoms, linear molecules have 3# − 5
modes while nonlinear ones have 3# − 6. These various modes can be excited simultaneously
resulting in combination bands in addition to those found in diatomic molecules. The possible
bands are listed in Table 2.2.

Table 2.2: Absorption/emission bands of polyatomic molecules.

Transition name Label Transition
Fundamental bands E8 ΔE8 = 1

First overtone 2E8 ΔE8 = 2
Second overtone 3E8 ΔE8 = 3

Combination bands E8 + E 9 ΔE8 = 1,ΔE 9 = 1
2E8 + E 9 ΔE8 = 2,ΔE 9 = 1 etc

Difference bands E8 − E 9 ΔE8 = 1,ΔE 9 = −1

Rotational transitions can now be associated with up to all 3 orthogonal axes. There are
therefore up to 3 different rotational constants � depending on the symmetries of the
molecule (61).

Fig. 2.13 gives an example of the fundamental band of CH4, showing few notable features
which were not present in the CO spectrum (Fig. 2.12). There are the familiar P and R branches
but in addition, there is a whole new Q branch associated with no change in the total angular
momentum, that is Δ� = 0. The inset also reveals that there are many overlapping finely
spaced lines of the rotational transitions. The absorption spectra thus grow in complexity with
the increasing number of atoms in the molecule.

2.2.2 Spectral Lineshapes

The discussion above revolved only around the origin of the infrared absorption spectra of
molecules while showing examples of CO and CH4. Graphs in Figs. 2.11–2.13 show the spectra
in terms of spectral lines, which have particular intensities but they are represented only by
discrete points. This section is concerned with the lineshapes associated with the spectral lines;
Each spectral line is modulated by a frequency-dependent lineshape function q (ã), which
enters the Lambert–Beer law describing light attenuation

� = �0 exp{(∗8 9=8q (ã)!} = �0 exp{(?8q (ã)!} = �0 exp{U (ã)!}. (2.38)

=8 denotes a molecular density in molecule cm−1, (∗ spectral line intensity in cmmolecule−1,
?8 partial pressure, ( is a line strength in cm−1 atm−1, U (ã) absorption coefficient in cm−1 and
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Figure 2.13: Spectral lines of the CH4 fundamental vibrational band at atmospheric pressure, 20 °C,
and 100% concentration with data from HITRAN (16).

! is the light pathlength through the gas. The transition happens between a low energy state
8 and a high energy state 9 .

Besides line positions, the lineshape q (ã) also depends on external conditions, namely pres-
sure, partial pressure, and temperature. These conditions cause line broadening, which is
either homogeneous, inhomogeneous, or a combination of both. The kind of broadening then
determines the lineshape.

Homogeneous broadening is characteristic by a Lorentzian lineshape

q� (ã) =
1
c

Δã/2
(ã8 9 − ã)2 + (Δã/2)2

, (2.39)

and there are two mechanisms. Every quantum system, such as a molecule, exhibits natural
broadening, which follows from the Heisenberg relations of uncertainty between lifetime g8 of
the energy level 8 and its energy Δ�8 = ℎΔã# . Since the transition involves two levels 8 and 9 ,
the broadening depends on both lifetimes as

Δã# =
1
2c

(
1
g8
+ 1
g 9

)
. (2.40)

The secondmechanism involves energy transfer from one molecule to another during collisions
(hence the subscript� in (2.39)) and the lifetimes are effectively shortened. Line profiles then
broaden according to (2.40). The effect increases with pressure and this mechanism is called
pressure/collisional broadening (Δã�) and it is captured in collisional half-widths W�−−�,⁴ for
species � acting on �. The W parameters are related to the lineshape FWHM as

Δã = ?
∑
�

-�2W�−�, (2.41)

4. More precisely, the parameter are specified as half-width and half maximum (HWHM) (16).
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Figure 2.14: Transmission spectra of the three most abundant isotopes of CO2 at pressures of 1 atm and
0.2 atm over a 1 cm path. The spectra were modelled at 20 °C, 1% total CO2 concentration
with isotope abundances of 98.4% (16O12C16O), 1.1% (16O13C16O), and 0.4% (16O12C18O).
The data were taken from HITRAN (16).

where -� is a molar fraction of species �. Collisional broadening has a noteworthy prop-
erty of keeping the line amplitude constant with respect to pressure variations, which aids
differentiation of finely spaced spectral lines such as those of CO2 isotopes in Fig. 2.14.

The lineshape resulting from inhomogeneous broadening is Gaussian,

q� (ã) =
1

√
2cΔã�

exp
{
−
(ã − ã8 9 )2

Δã2
�

}
(2.42)

and it is represented by Doppler broadening. The profile results directly from a Gaussian
distribution of velocities, where molecules moving along the light propagation direction
experience a red shift in the line position and vice versa. This type of broadening is directly
proportional to frequency, that is Δã8 ∝ ã .

Lorentzian profiles are dominant in high pressure environments due to collisional broadening.
This situation is typical for lower atmosphere. Gaussian profiles conversely prevail in low
pressure environments, such as higher atmosphere, where collisions are scarce and the effect
of Doppler broadening is stronger.

Although one type of broadening is often dominant, true lineshapes are combinations of both.
The most common lineshape is the Voigt function, which is a convolution of Doppler and
collisional broadening,

q+ (ã) =
∫ ∞

−∞
q� (D)q� (ã − D)3D. (2.43)

It is valid under the assumption that natural broadening is much weaker than the colli-
sional (61), and this lineshape function is often highly accurate. However, it has been reported
in recent years that it cannot reproduce atmospheric spectra accurately in some exceptional
situations, particularly at sub-percent level and for light molecules (16). More accurate models
are required but such discussion is beyond the scope of this thesis.
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2.2.3 Spectral Databases

Practical applications of molecular spectroscopy are nowadays enabled by databases, which
provide spectral lines parameters or actual spectra for a number of molecules. This data allow
to identify molecular species in measured spectra in a range of applications or to model
atmospheric transmission. There are several spectral databases but only two pertain to this
work, namely the High Resolution Transmission compilation (HITRAN) (16) and the North-
west Infrared database (NWIR) (62) from the Pacific Northwest National Laboratory (PNNL)
and usually referred to as the PNNL databases (this name is also assumed throughout this
thesis). HITRAN stores parameters for transmission spectra modelling while PNNL provides
experimental spectra.

HITRAN has been launched in 1960s with only 7molecules and 4 parameters (63) including line
positions ã8 9 , line intensities (∗8 9 , lower-state energies, and collisional broadening half-widths
W as they appear in 2.41. The database has been continuously updated and currently compiles
parameters for 55 different molecules and differentiates many of their isotopes. In addition
to the original parameters, HITRAN now accounts for temperature-dependent collisional
broadening, pressure-induced line shifts, and started to include temperature dependence of
the pressure-induced line shifts. The authors also started to include parameters of other than
Voigt profiles.

The data in HITRAN are provided at standard conditions. The effects of different ambient
conditions are accounted for through a set of parameters

The PNNL database,on the other hand, is a set of experimental spectra recordedwith 0.112 cm−1

resolution and 0.06 cm−1 sampling (64). The data have been prepared for several different
concentrations at temperatures of 5 °C, 25 °C, and 50 °C, and standard pressure. As such, the
data can scale with varying environmental conditions. Like HITRAN, the PNNL database had
been continuously updated by adding more molecular species (65). Unfortunately, the data is
no longer freely available at the time of writing this thesis.

2.2.4 Tuneable Diode Laser Absorption Spectroscopy (TDLAS)

In this section, the focus is on the methodology of TDLAS, which implementations have been
reviewed by Hodgkinson (20) along with other spectroscopic techniques for gas detection.
TDLAS is principally simple and the following paragraphs discuss how it operates and what
challenges lie in the implementation.

The instruments rely on passing a laser beam through a gas cell filled with the analyte as
depicted in Fig. 2.15 but setups for measuring over an open space path also exist (66). The
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Figure 2.15: Schematics of a standard TDLAS setup with a multi-pass gas cell. The laser wavelength is
tuned over the analyte absorption peak, which is then observed in the output spectrum
such as the one of acetylene around 2566 nm shown here. The spectrum also indicates
presence of water.

laser is tuned over a spectral range where absorption lines of the analyte are located. The light
intensity received by the detector is attenuated accordingly with Lambert–Beer law (2.38)
unless the absorption is saturated, which is discussed in a separately in section due to the
relevance in integrated sensors. The recorded transmission is analysed to get qualitative and
quantitative information about the sample and several analytes can be identified at once
(67).

The laser wavelength can be tuned either by controlled temperature modulation or driving
current modulation. Temperature control provides lower modulation of the output power but it
is relatively slow. Current modulation is faster but it significantly affects the output power and
the output signal is characteristic by residual amplitude modulation (RAM) if no normalisation
was done. The selection will therefore depend on the power and speed requirements.

Equation (2.38) shows that it is possible to increase the magnitude of the detected signal
by increasing the pathlength. Long paths are achieved by folding the beam between two
mirrors several times to to obtain lengths of several tens of meters (20), which facilitates high
sensitivity. The spectrum can be obscured by etalon fringes originating from the coupling
windows, non-specular scattering from optics, and edge diffraction (68). The impact can
be lowered by adding anti-reflection coatings on the windows and using wedged windows.
Moreover, techniques of active suppression have been developed.

Gas cells introduce another limitation due to their relatively high volume, often in the order
of litres. Large samples are therefore required and the volume needs to be entirely exchanged
during consecutive sampling to ensure reliable measurement. The response time is thus
limited by this factor and has already lead to development of low-volume gas cells such as a
toroidal cavity with reflective surfaces (69; 70). The lowest volumes are achieved with hollow
core fibres and they also feature the best pathlength to volume ratio (20). This is an important
figure of merit of gas cell because the laser beam fills only a small fraction of the gas cell
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Figure 2.16: Schematics of a TDLAS setupwith a waveguide instead of themulti-pass cell. a) Interaction
between the guided mode and the analyte happens through the evanescent field. b)
Waveguides can be coiled into a spiral to achieve small footprints.

volume and the sample is not used efficiently. Nevertheless but they are even more limited in
the response times with some configuration requiring minutes to fill up the fibre [refs].

The large volumes and long filling times hinder the field utility in many applications. Some cur-
rent solutions are portable and allow in situ measurements but the most sensitive instruments
are often bound to laboratories and require discrete sampling. This hinders time resolution of
continuous monitoring and sampling is also a major source of errors.

2.2.4.1 Miniaturisation

TDLAS has a potential to be miniaturised by making use of integrated optics. In this scenario,
the open optical path and bulk optics can be replaced with an optical waveguide as shown
in Fig. 2.16a and the waveguide can be wrapped as a spiral to utilise the limited chip space
efficiently as seen in Fig. 2.16b. Hence a long path can be achieved on a small footprint.

Most waveguides will give lower effective pathlength Γ! compared to the physical pathlength:
Γ! < ! where Γ is the confinement factor from section 2.1.3.⁵ This adjustment enters the
Lambert–Beer law (2.38). There are few exception such as the air-suspended rib waveguide
presented in Papers I and III and PhC waveguides making use of the slow light (38), which
feature Γ values of or over 100%. It is currently challenging to increase the integrated sensor
sensitivity given the typical propagation losses of MIR waveguides in units of dB cm−1. De-
creasing the loss requires input from materials science and, as discussed in section 2.1.4.1, and
Papers I and III. Although a challenge, it opens a potential for further research.

It was discussed in the introduction that TDLAS miniaturisation holds a promise towards
a fully integrated system, that is laser, waveguide, and detector on a single chip and such

5. As a reminder, Γ is directly proportional to the electric field energy density n |E|2 and the group index =6.
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Figure 2.17: Fully integrated photonic chip sensor mounted on a PCB test card for testing. Taken
from (21).

systems are under development. It is possible to add other functionalities too, for example
from the various MEMS components developed to date.

An integrated TDLAS sensor will not be able to compete with its bulk counterparts in terms
of sensitivity but it is sufficient to design the system to perform well enough in selected
applications (20). Fabry–Pérot etalons are another disadvantage and they are much stronger
then in multi-pass cells. E.g., SOI waveguides have effective indices above 1.43, giving 3%
Fresnel reflection and a 10% transmission modulation. The fringes also drift with tempera-
ture variation, resulting in an increased measurement uncertainty. To tackle this, methods of
waveguide etalon suppression are being investigated (71; 72). Compared to the bulk instru-
ments, miniaturised TDLAS will have low size and weight, and relaxed power consumption.
However, waveguides have advantage over the bulky instruments in several aspects. With full
integration, such system will be robust and resistant against misalignment; The laser only
needs to couple into the waveguide and not into a carefully aligned multi-pass cell. The low
size of the sensor also means less than 1ml sample volumes. This further means reduced
sample handling with and online monitoring in situ measurement capability.

In the last few years IBM demonstrated an a significant progress towards an integrated TDLAS
setup for methane detection, targeting lines around 1650 nm (41). Their efforts resulted in a
monolithically integrated photonic sensor incorporating an on-chip III-V laser, detector, sealed
reference cell, and sensing waveguide with Γ = 15 % and sub-100 ppm/

√
Hz sensitivities (21)

shown in Fig. 2.17. Integration of MIR lasers with waveguides is also being investigated, as
discussed in the introduction, and it will facilitate even higher sensitivities.

Before leaving this section, it is worthwhile to summarise the characteristics of miniaturised
TDLAS sensors:

• Accuracy. Maximum deviation of the measured quantity from the true quantity.
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• Precision. Ability to reproduce the response to the same input.

• Sensitivity / Limit of Detection. The least detectable change of the measured quantity.

• Specificity. Ability to identify the analyte.

• Response time. Response of the sensor to a step-wise change of the measured quantity.
The required time to reach a certain level of the measured response such as 90%.

Most of these pertain to TDLAS in general. High accuracy is inherent to TDLAS because it is
an absolute method, but it can be limited e.g., by the absorption model (see the next section).
Precision will be prone to etalon fringes interference and etalon suppression is therefore
imperative. Sensitivity and specificity were already discussed; Long paths, strong light–matter
interaction, and detection in the fingerprint region govern these merits. Last, the response
time is specific to the miniature sensors. Fast response will be achieved with a small gas cell,
such as the one in the IBM sensor described above.

2.2.5 Saturation of Absorption

Lambert–Beer law (2.38) was defined for a linear absorption but it is possible to enter a
saturation regime. When the absorption rate starts approaching the lower state repopulation
rate, the lineshape will be affected. This will occur when the incident intensity is relatively
high, which can be achieved with lasers, and it is highly pertinent to waveguide modes. The
modal area of a free-space beam is typically 1mm2 to 10mm2 while optical waveguides confine
the same power to areas of 0.1 to 10µm2, 3 orders of magnitude smaller. When designing a
waveguide-based sensor, the absorption saturation should be therefore analysed because it
affects the lineshapes and the measurement accuracy. Two cases can be distinguished based
on the relative linewidths of the laser Δa! and the absorption peak Δa0: Either Δa! is larger
than Δa0 or vice versa. In our setup, Δa! is typically much narrower than Δa0, and only this
case will be considered in the following discussion.

Homogeneously broadened lines will become wider and inhomogeneously broadened ones
will show a dip in the lineshape.

The change in light intensity 3� due to absorption is simply given as

3� = −�U3I. (2.44)

This expression describes linear absorption, assuming that U is constant, and integration gives
directly the Lambert–Beer law. In nonlinear absorption, however, the absorption coefficient
is a function of the incident intensity U = U (� ). First approximation, U (� ) = U0(1 − 1� ),
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Figure 2.18: Nonlinear absorption illustration. a) Comparison of linear and nonlinear absorption given
by equations (2.44) and (2.45). b) Population difference Δ# and saturation parameter (
as a function of incident intensity � relative to the saturation intensity �( .

yields
3� = −(�U0 − U01� 2)3I (2.45)

where the second term represents the nonlinear contribution to the absorption and effectively
lowers it. As noted above, and plotted in Fig. 2.18a, the nonlinearity will be observable only at
high intensities relative to the lower state relaxation rate. Demtröder (73) further shows how
this effect can be predicted.

In a two-level system, and assuming that the light frequency is tuned to the centre of the
absorption line a0, (2.44) can be written as

3� ≈ Δ#3I�a (a0)f12(a0) (2.46)

where Δ# = #2 − #1 is the difference between upper and lower energy state populations, �a
is the spectral intensity [Wsm−2], and f12 is the absorption cross section. Δ# follows from
rate equations (73),

Δ# =
Δ# 0

1 + �12�a/2 (1/'1 + 1/'2)
=

Δ# 0

1 + ( . (2.47)

Δ# 0 is the number of available states for �a = 0, �12 is the Einstein coefficient of absorption,
'1 and '2 are the relaxation rates of levels 1 and 2 respectively. ( is called the saturation
parameter and it was chosen as

( =
�12�a ('1 + '2)

2'1'2
. (2.48)

The spectral intensity �( (a) at whichΔ# = 1/2 is called the saturation intensity (see Fig. 2.18b)
and it follows from (2.48). Moreover, the total saturation intensity for narrow line laser is
�( = �( (a0)Xa!.

Assuming that collisional broadening is dominant, the saturation intensity can be calculated
as (74; 75)

�( =
n02

3ℎ2W2

8c2`212
=
W2

`212
1.33 × 10−50J C2 cm2 s−1 (2.49)
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where ℎ is the Planck’s constant and W is the line HWHM in units of cm−1. `12 represents the
transition dipole moment, here in units of Cm, and it is related to the Einstein coefficient of
spontaneous emission �21 through (76)

`212 =
�213n0ℎ
16c3a312

=
�21

ã312
3.55 × 10−53C2 s cm−1. (2.50)

where the line position ã8 9 is in cm−1 and the �21 coefficient in s−1. This relation between
`12 and �21 has practical importance because HITRAN provides Einstein coefficients � 98 and
hence the saturation intensity �( can be calculated using (2.49) and (2.50).

Equations (2.49) and (2.50) were used in Paper I to assess whether the absorption would
get saturated when performing spectroscopy with a the air-suspended waveguide (see the
next section for details). We concluded that the intensity in the waveguide is more than
an order of magnitude below �( and the saturation should not be observable. Indeed, the
spectroscopy experiment presented in Paper I supports the linearity of absorption by comparing
waveguide-based and free space spectra. However, the calculation of the transition dipole
moment via (2.50) remains somewhat unclear at the time of writing this thesis.

Castrillo et al. (74) have done a theoretical analysis of CO2 P(28)⁶ transition line at 2312.4176 cm−1.
�( can be readily calculated with the data provided in the paper,⁷ and it was verified that
it is approximately 80Wm−2 as the authors have claimed. They have further claimed `

to be 1.7 × 10−31 Cm, but this number could not be reproduced with (2.50), which gives
7.68 × 10−31 Cm for � = 205.5 s−1 (16). Possible reasons are an error in Castrillo’s calculation,
and the effect of degeneracy which should be included in (2.50). According to Demtröder (77),
the transition dipole moment is

`212 = 62
�213n0ℎ
16c3a312

(2.51)

where 62 is the upper state degeneracy. However, even with this formula and 62 = 55 (16),
Castrillo’s transition dipole moment could not be reproduced.

To conclude the theoretical part of the absorption saturation, it needs to be said that more
attention is required to this problematic. If done right, it allows to assess the saturation before
experimenting with waveguides. The saturation will cause line broadening but only partly
because the intensity in the waveguide can decrease below �( during the light propagation.
This can result in inaccurate measurement. However, it is best to test this phenomenon
experimentally if possible.

6. P stands for the P branch while the number in parenthesis is the rotational quantum number J. The label is
therefore P(J) in general.

7. The experiment has been designed with pure CO2 at 1.3 × 10−4 atm pressure. Air-induced collisional broaden-
ing thus does not contribute to the linewidth and with WB4; 5 = 0.093 cm−1 atm−1 (16) and natural broadening
contribution of 1.3 × 10−6 cm−1 (74), the line HWHM is 1.3 × 105 cm−1.
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The next section shows application examples of the absorption saturation.

2.2.5.1 Application to Selected Waveguides

The saturation should be predictable from the relations above. The last thing that needs
to be determined in waveguide-based spectroscopy is the intensity in the interacting field.
That is, only the part of the field in air will participate in the light-matter interaction, which
was discussed in section 2.1.3. It is not certain how the confinement factor (2.27) enters the
intensity calculation, and more work in this direction is required. Nevertheless, it is not crucial
for qualitative analysis of the waveguides and the calculation here is based on the power
fraction. The difference between the two can be notable, as will be shown, but still far below
an order of magnitude. The intensity in the waveguides needs to be at least an order of
magnitude less than �( (see Fig. 2.18b), and the use of the power fraction is justified.

Two waveguide types, an air-suspended Ta2O5 rib waveguide (Fig. 2.19a) and an SOI slot
waveguide (Fig. 2.19b),whichwere studied in chapter ??, are analysed for absorption saturation.
The waveguides are intended for detection of acetylene at 2566 nm and methane around
3250 nm respectively. They are designed for opposite polarisations, TM in the rib and TE
in the slot waveguide. Waveguide modelling was done with finite differences solver (MODE,
Lumerical) and the power was calculated from the Poynting vector and normalised. The modal
area was then calculated as the area where the power is more than 1/4 of its maximum, and
areas in both waveguides are displayed in Fig. 2.19 for comparison. Power fraction Γ% was
calculated as the total power in air over the total power in the mode. In both calculations, any
field inside of the core material was excluded.

The calculated parameters for both waveguides are listed in Table 2.3, including the design
wavelength, external confinement factor (that is, in air), and maximum laser power %!,<0G .
Lasers are those available in our MIR experimental setup described in section [ref]. As already
mentioned above, typical waveguide mode areas are less than 10µm2, and in the two examples
have areas of 3.36µm2 and as little as 0.05µm2 respectively.

Intensities in the waveguides are presented in two ways. First, the standard calculation is
done by dividing the total power in air by the field area as

�, =
Γ%%!
�

(2.52)

where Γ% is the fraction of the power in air,⁸ %! is the laser power, and � is the mode area in
air based on the power distribution. The power fraction is included because the power within
the core or cladding (other than air) does not contribute. The laser power should be also

8. Generally the medium of interest, which could also be certain cladding.
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λ = 2566 nm λ = 3250 nm

a) b)n = 1 n = 1

n = 1.43

n = 2.1 n = 3.43

A = 3.36 µm2 A = 0.05 µm2
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Figure 2.19: Areas of intensity larger than 1/4 in two different waveguides studied in this work (see
section ). a) Air-suspended rib waveguide with 350 nm thickness at the centre, 30 nm etch
depth and 4.5µm width. The refractive index of 2.1 corresponds to Ta2O5. Wavelength of
2566 nm lies in acetylene and HF absorption bands. b) silicon slot waveguide with 100 nm
wide slot, 550 nm wide and 500 nm high silicon slabs. Wavelength of 3250 nm is chosen for
methane absorption.

adjusted for the waveguide coupling loss but it was omitted here and the resulting waveguide
power is an upper limit.
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Table 2.3: Waveguide parameters and molecular transition parameters for the selected analyte. ,
index refers to a waveguide and ! to a laser. %, represents the total power in the waveguide
mode, �, was calculated with (2.52), . Molecular transitions were selected according to the
available DFB lasers and so as to avoid water absorption interference. ?B4; 5 represents the
selected gas partial pressure, WB4; 5 and W08A are collisional broadening parameters (HWHM)
and W is the line HWHM as defined in 2.41.

Parameter Rib – C2H2 Slot – CH4

_ [nm] 2566 3250
Γ [%] 108 79
Γ% [%] 87 36
� [µm2] 3.36 0.05

�,,<0G/%, [m−2] 1.8 × 1011 5.5 × 1012

%!,<0G [mW] 13.5 4
�, [Wm−2] 4 × 109 8 × 1010

�,,<0G [Wm−2] 2.4 × 109 2.2 × 1010

Gas Acetylene (C2H2) Methane (CH4)
� 98 [s−1] 0.3518 27.65
ã8 9 [cm−1] 3897.148 3076.5496
`8 9 [Cm] 1.45 × 10−32 1.84 × 10−31

W08A [cm−1 atm−1] 0.082 0.061
WB4; 5 [cm−1 atm−1] 0.158 0.0077

?B4; 5 [atm] 0.1 2 × 10−6

W [cm−1] 0.0896 0.061
�( [Wm−1] 5 × 1011 1.5 × 109



3
Methods of Waveguide Design
and Pattern

Each application of waveguides has its own specifics, which needs to be reflected in the
waveguide design. For example, delay lines might require strong confinement to the core in
order to reduce scattering from surface roughness (43; 42). SOI waveguides in MIR are limited
by silica absorption loss, which has been circumvented by a strong confinement to either a
large core waveguide (78) (Fig. 3.1) or a slot waveguide (49) operating at 3.8µm respectively.
Biosensing with surface functionalisation relies on strong light–matter interaction close to
the waveguide surface (79; 80), and absorption spectroscopy is characteristic by sensing in a
volume (81; 82; 80; 41) (Fig. 3.1b).

Modelling is done with numerical methods. In this work, two different softwares were used
for the modelling making use of a finite difference method (FDM). In this section, the method
is first introduced together with the softwares. Following the methodology part, results of
waveguide modelling are presented.

3.1 Finite Difference Method (FDM)

FDM is a direct method, meaning that it solves given equations directly without making any
assumption on the presented problem. In order to do that computationally, derivatives are

39
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a) b)

Figure 3.1: Illustration of the requirements on the field distribution in waveguides for specific applica-
tions. a) A large-core SOI waveguide for nonlinear applications past the silica absorption
edge at 3.6µm. The waveguide has been designed to have a small overlap with the silica
cladding. Taken from (84) b) An SOI waveguide for methane sensing around 1650 nm.
Taken from (41).

first replaced with finite differences (83)

5 ′(G) = 5 (G + ℎ) − 5 (G − ℎ)
2ℎ

+$ (ℎ2) . (3.1)

where 5 is a function and 5 ′ its derivative. This can be applied for example to the wave
equations (2.10) and (2.11), or directly to the Maxwell equations if the time dependence is
factorised out. The computational domain is split into a mesh, and the equations are solved
at each node.

Finite differences in time domain method is, as the name says, an application on time-
dependent problems. As such, it can be used to directly solve Maxwell equations as they
appear in (2.6)–(2.9)

Lastly, the methods need to be constrained by boundary conditions. In other, it needs to be
imposed how the field behaves on the edge of a computational domain. Common boundary
conditions include perfect electric conductor (PEC), perfect magnetic conductor (PMC) and
perfectly matched layers (PML). PEC imposes that � ‖ = 0 and m�⊥/m= = 0 with = being the
normal coordinate and vice versa for the magnetic field components. It simply nulls some field
components and or their derivatives on a boundary. The situation is the opposite for PMC.
PML are absorption type boundary conditions, and usually extend the computational domain
by an additional layer(s) with gradually increasing absorption coefficient.

3.1.1 Solvers

Two modesolvers were used throughout the work on this thesis. These were FIMMWAVE
from PhotonDesign, and MODE from Lumerical. Both implement FDM and, expectedly, have
different additional features.
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Scripting. FIMMWAVE can be interfaced with Python, which then allows extensive data
post-processing. MODE comes with an internal scripting language, which is relatively easy to
grasp. All user interface options can be accessed with the language, and post-processing is
also possible although not into such extent as in Python.

Confinement factor. The confinement factor is directly implemented in FIMMWAVE, and
it is sufficient to mark the areas where the calculation should be done. In MODE, the calculation
needs to be implemented manually. A custom script was therefore written for this purpose,
and it is available in Appendix B.

3.2 Waveguide Patterns – Mask Design

Designing a mask is an inherent part of waveguide design. Optimal waveguide dimension
are defined in the mask and lithographic methods allow to transfer the pattern into a device
layer. Masks in this work were created with commercial tool CleWin and an open-source
tool Nazca. This section describes some particular features of the mask designs: Adiabatic
connections based on clothoid curves, and automatic placement of etching openings along
arbitrary waveguide paths.

3.2.1 Transition Loss and Adiabatic Curves

Section introduced propagation losses in optical waveguides, noting that there are several
mechanisms. Waveguides enable long optical paths on small footprints, which is achieved by
a compact waveguide pattern. As such, a single waveguide can consist of straight lines and
bends of varying radii of curvature. Even if the waveguide cross section is the same along the
whole path, bent and straight waveguides are not the same because the field distribution is
different as seen in Fig. 3.2.

The limited overlap between modes in waveguides with different curvatures results in a loss
proportional to the non-overlapping portions of the field distributions. Spirals are commonly
used for tight patterning, but the direction of propagation needs to be reversed in the centre so
that the waveguide exits the spiral pattern. This is done with an S-bend, which is particularly
prone to the transition loss.1 The effect can be mitigated by designing adiabatic transitions,
that is paths where the curvature does not change abruptly but continuously over a certain
distance.

1. This kind of loss is perhaps not known in literature under any common name but it does occur, but the term
"transition loss" has been used before (85)
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Figure 3.2: Transition loss illustration. Assuming an invariant cross section, field distributions are mu-
tually offset in waveguides with different curvature, as seen in the simulated rib waveguide
modes (PI) to the left of the path illustration. Only the overlapping portion of the field
(in green) is coupled into the next mode. The microscope image on the right shows a real
observation at 785 nm.

3.2.2 Minimum Variation Curves for Waveguide Connections

The minimum variation curve (MVC) problem has been elaborated in a Ph.D. thesis of Raphael
Levien (86), who has applied it on font designs. Researchers from the Vahala group have
introduced the MVC into their waveguide design for integrated optical delay lines (43; 85; 42).
It is defined by an integral

�"+� =

∫ ;

0

(
3^

3B

)2
3B (3.2)

where ^ is the curve curvature, B is the path, and ; is the total pathlength. The curvature has
a meaning of the tangential angle \ change rate along the path, that is ^ = 3\/3B.

Equation (3.2) is solved by means of variational analysis. Requiring X� = 0 leads to an
Euler-Lagrange equation, which solution is a general clothoid (also known as Euler or Cornu
spiral), ^ = :0 + :1B. However, this equation does not include endpoint constraints as the
only constraints are in terms of the curvature. This has been solved by including Lagrange
multipliers _8 into (3.2), and solving a more general functional

� ′"+� =

∫ ;

0

[(
m^

mB

)2
+ _1 sin\ (B) + _2 cos\ (B)

]
3B. (3.3)

Details on solving (3.3) can be found in (86; 85). The final solution for ^ is a higher order
polynomial, and in order to fit the solution to an S-bend connecting two branches of a
two-dimensional spiral, polynomial of a 4th order,

^ (B) = 00 + 01B + 02B2 + 03B3 (3.4)
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with parameters 08 , is required. This leaves a set of 5 unknowns (01, 02, 03, \0, B), which match
5 continuity constraints: position (G1, ~1), tangential angle \1, curvature ^, and curvature
derivative ^ ′. The algorithm gives only one branch of the S-bend while the second is obtained
by inversion. The continuity of ^ ′ has been imposed by Chen et al. (85) for multimode
waveguides due to a particular application on a whispering gallery S-bend. The authors have
noted that it is necessary in order to avoid inter-modal coupling, and it is probably not required
in single-mode waveguides. Nevertheless, the design algorithm was adopted in this work in
full.

Five equations then relate the parameters to the constraints (85). With some manipulation,
the following equations can be obtained

\0 = \1 −
2
3
^1B1 +

1
6
^ ′1B

2
1 −

1
12
03B

4
1

02 = −
^1

B21
+
^ ′1
B1
− 203B1,

01 = ^
′
1 − 202B1 − 303B21,

G0 =

∫ ;

0
cos\ (B)3BG1,

~0 =

∫ ;

0
sin\ (B)3B~1,

(3.5)

where B1 is the pathlength at (G1, ~1) and the start point was set (G0, ~0). These equations are
directly suited for numerical implementation. It can be observed that only 03 and B1 need to be
guessed, which is a great simplification as opposed to guessing all 5 unknowns. The equations
are highly unstable, and the provided guesses needs to be very accurate despite of guessing
only 2 parameters.

Moreover, the adiabatic connections were extended also to the outputs from the spiral, which
constraints \0. This requires one order higher polynomial than (3.4) and introduces a sixth
unknown 04. The following equations

03 = 12
(\1 − \0)

B41
− 8

:1

B31
+ 23:1

B21
− 12

5
04B1

02 = −
^1

B21
+
^ ′1
B1
− 203B1 − 304B21

01 = ^
′
1 − 202B1 − 303B21 − 404B31

(3.6)

then need to be solved together with the (G,~) conditions from Equations (3.5).

These adiabatic transitions were implemented in mask designs in this work in order to prevent
the situation illustrated in Fig. 3.2. The essential part of the code that solves these equations
is provided in Appendix D.
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Figure 3.3: Elements of mask designs. a) A spiral with a master waveguide (middle) and two offset
waveguides. b) A waveguide in the central S-bend of a spiral followed by etching openings
on both sides.

3.2.3 Aligning Other Objects to the Waveguides

In order to fabricate the the free-standing waveguides, the mask had to consist of two layers.
First for the waveguides and second for the etching openings, which need to exactly follow
the waveguides. This was automatised with few functions.

Aligning the etching openings involves tracing the original path first. This itself allows to
pattern multiple waveguides next to each other. Several waveguides can be placed into a single
spiral, as shown in Fig. 3.3a, which is a sample from the mask design for Paper I. Another
option is then placing oriented objects of arbitrary shapes along the waveguide as can be seen
in Fig. 3.3b. This was used in Paper III in order to under-etch the waveguides. The script for
generating the offset paths and etching openings positions is provided in Appendix E.



4
Methods of Waveguide
Fabrication

Waveguides are typically patterned into thin films of optically transparent materials. In general,
waveguide fabrication involves the following steps:

Thin layer deposition,

lithography, and

etching.

The choice of materials will follow the requirements imposed by the application, which also
includes a particular wavelength. Based on discussions in chapter 2, the selected materials
need to be transparent and provide a refractive index contrast for waveguiding. Lithography
method will be selected based on aspects like minimum feature dimension in the design, and
feasibility of iterative design adjustment. The latter pertains to research and development,
where iterations between fabrication and testing are imperative to achieving optimal results.
Last, the methods of etching have to meet criteria such as isotropicity, and selectivity towards
different materials.

The fabrication of waveguides in this thesis was conducted in two nanofabricaiton facilities:
the Optoelectronics Research Centre in Southampton, UK, and Nanolab at NTNU, Trond-
heim, Norway. Most deposition was done with physical vapour deposition (PVD) methods of

45
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sputtering and evaporation.

Optical waveguide at MIR wavelength feature relatively large dimensions. This provides a
benefit in using UV photolithography, which is commonly available in foundries used also for
MEMS. There are exceptions, such as the slot waveguide, for which DUV photolithography, or
electron beam lithography is required, but such structures were not a part of the fabrication
in this thesis. Dimensions of all the patterns within this work were 1µm or larger.

Details, of nanofabrication methods can be found in textbooks such as (87), and there is no
need for detailed description of all the processing steps. Nevertheless, etching is given more
attention in the next section because etching optimisation was a great part of this thesis.

4.1 Etching

Etching is a process of removing a material, typically at a controlled rate, and transferring a
certain pattern from a mask into the the underlying layers. The techniques are categorised
based on the phase of the etchant into wet and dry etching, or based on the process isotropy
into isotropic and anisotropic. The next sections of this chapter will describe selected etching
techniques. Most attention is given to those used for fabricating the suspended waveguides,
which are the main subject of this thesis.

4.1.1 Anisotropic Etching

Isotropy of etching depends on the material, the etchant, and the method. For example,
crystalline silicon is etched anisotropically in potassium hydroxide (KOH) and tetramethyl
ammonium hydroxide (TMAH), and isotropically in HNA (HF + HNO3 + diluent). These
methods are not so common for waveguide fabrication, which pattern transfer often requires
vertical etching over the whole substrate independently of the pattern orientation.

Vertical etching can be achieved with dry etch methods, which are typically the choice in
nanophotonics. In particular, plasma etching has become crucial to structuring optical waveg-
uides and integrated lasers.

4.1.1.1 Ion beammilling (IBM)

IBM is a straightforward method for obtaining vertical profiles through a purely physical
process. Argon plasma is struck above the target in an evacuated reactor, and high energy
ions are ejected and bombard the substrate. The substrate material is then sputtered away,
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and patterns are transferred from a photoresist into a device layer.

IBM has been used for making optical waveguides (88; 89), and also applied for defining
rib waveguides and etching openings in Paper I. However, this method causes material
redeposition. The sputtered material is deposited onto the sidewalls of the resist and it
does not get removed with the resist removal (90; 91). This issue is further discussed in
Paper III.

it is etched represents an anisotropic etchant. On the other hand, both KOH and TMAH will be
isotropic towards amorphous silicon or aluminium oxide (Al2O3) (92). In dry etching, isotropic
behaviour is achieved with e.g. XeF2 or SF6 plasma while anisotropic etching is achieved in
reactive ion etching with carbon-containing chemistries. In the latter case, carbon together
with fluorine or chlorine polymerises on the substrate surface, and the process can be tuned
to yield nearly perfect vertical profiles.

4.1.1.2 Reactive Ion Etching (RIE)

RIE also utilises plasma in a reactor under a vacuum, but in this case, reactive species are
generated from suitable feed gases. Nowadays, the most common chemistries are based on
fluorocarbon gases such as CF4, CHF3, etc. The reactive species, such as fluorine radicals, then
react with the substrate material to form more stable products such as SiF4 from silicon or
TaF5 from Ta2O5. In a contrast to physical etching described above, this etching is chemical
because of the reactions between the plasma species and the substrate. It is important that
the final products are volatile under the low pressure in order to be exhausted away.

RIE can also induce physical etching. The dominant etching component depends on the
process parameters: pressure (typically in units or tens of m), applied power, gas flow, and the
chemistry. In RIE processing, material can be also deposited, e.g., a polymer film formed from
the fluorocarbon gases. Finding a proper balance between the deposition rate and the etch rate
can ensure vertical etching with no redeposition (93; 94). This was done in Paper III, which
compares RIE and IBM results. The next section shows application of RIE on mesoporous
TiO2, which is a subject of Paper II.

4.1.1.3 Application of RIE to Mesoporous TiO2 Waveguides

Titanuim dioxide is one of the transparent dielectrics which is suitable for optical waveguides
with transparency ranging from 400 nm to 400µm (95). Its refractive index takes values from 2.2
to 2.4. Waveguides have been prepared on lithium niobate susbtrate for optical switching by the
electro-optical modulation (95). SU8 resist has also been used as a substrate enabling flexible
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biocompatible waveguide chips (96) with 11(2) dB cm−1. Spectral broadening of femtosecond
laser pulses has been observed in TiO2 on SiO2 waveguides, showing the potential of titania
for nonlinear optics (97). TiO2 strip waveguides (98) (2.4(2) dB cm−1) and slot waveguide
resonators (99) (& = 740 nm) on SiO2 have been demonstrated for 1.55µm and visible
wavelengths respectively.

In Paper II, we have used mesoporous titania for optical waveguide fabrication. The work is
unique in that the mesoporous titania constitutes the waveguide cores instead of claddings,
which are more common (100). The waveguide characterisation is detailed in the attached
paper, and it is not repeated her. The top-down waveguide fabrication, however, was a part of
this thesis, and this section provides partial results from the processing. It is not a comprehen-
sive study, but a random search approach, which resulted in reasonable structures as observed
an SEM.

TiO2 waveguides have been prepared by lift-off (95), but reactive ion etching is the preferred
method. Different chemistries have been used, including SF6/O2/Ar (98; 99), CF4/Ar (101),
and CF4/O2/Ar. Norasetthekul et al. (102) have shown that etch rates in SF6/Ar and Cl2/Ar
chemistries are much higher than in Ar ion beam milling, yield smooth morphologies and
highly anisotropic features with photoresist patterning.

The TiO2 waveguides of Paper II were fabricated in Nanolab (NTNU, Trondheim, Norway).
Lithographic patterning was done with a positive photoresist and a maskless aligner (MLA150,
Heidelberg instruments). Table summarises the patterning protocol.

After resist developing, the pattern was transferred into the device layer by ICP–RIE (ICP–RIE,
Plasmalab System 100 ICP–RIE 180). 15 etching recipes were tested in total in order to
meet several requirements at once: smooth surface finish, no redeposition of the etched
material (discussed in Paper II), low etch rate for controllable shallow etching, and vertical
sidewalls.

Samples from the recipe development are displayed in Fig. 4.1. Sample A exhibited excessive
redeposition, which can be avoided by suppressing the physical etching component. Sample B
was exposed to more reactive chemistry in order to avoid redeposition but it shows micrograss
on top of the etched surfaces. This is again avoidable by tuning the recipe: either increasing
ICP or RF power, or decreasing pressure. The micrograss was effectively suppressed in all
other recipes. Recipe C resulted in too high etch rate, and it would be difficult to achieve only
70 nm to 100 nm deep etch. Recipe D yielded slanted sidewalls, and final adjustments were
made towards recipe E, which was applied to the waveguide fabrication.

It cannot be said that the final recipe is optimal. It would be beneficial to further reduce the
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CHF3/Ar 40/10 sccm
p  20 mTorr
RF power 50 W
ICP power 1000 W
DC bias 166 V
Etch rate 101 nm/min

CHF3/SF6 25/25 sccm
p  20 mTorr
RF power 50 W
ICP power 600 W
DC bias 254 V
Etch rate 130 nm/min

CHF3/SF6/Ar 20/25/5 sccm
p  30 mTorr
RF power 200 W
ICP power 1000 W
DC bias 583 V
Etch rate 263 nm/min

CHF3/O2 48/2 sccm
p  20 mTorr
RF power 100 W
ICP power 1000 W
DC bias 250 V
Etch rate 277 nm/min

CHF3/SF6/Ar 20/25/5 sccm
p  15 mTorr
RF power 100 W
ICP power 1400 W
DC bias 235 V
Etch rate 506 nm/min

A B C

D E

2 µm

Figure 4.1: Illustration of the TiO2 etching recipe development. Images were taken with a 15°, and the
scale bar applies to all images.
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etch rate, possibly by switching off the ICP unit completely, to have a better control over shallow
etching. More vertical sidewalls could be also achieved through adjusting the chemistry, to
obtain better ratio between sidewall passivation and its removal (93). It is also expectable
that the etching of a mesoporous material is faster. Hence the findings here are not directly
applicable to a non-porous titania.

4.1.2 Isotropic etching

Dry etching can yield isotropic profiles irrespective of the amorphous or crystalline nature
of the substrate. This section provides a background of XeF2 molecular gas and SF6 etching,
which were used for under-etching Ta2O5 in Papers I and III.

4.1.2.1 XeF2 gas

Fluorine is a highly reactive element. In connection with microfabrication, it has been widely
studied since the late 1970s (103) as a simple and mechanically gentle alternative to plasma
and wet etching of Si that does not leave residues on the etched surface. The fluoride is a
white crystalline solid that sublimates until 3.8 at room temperature. It spontaneously attacks
Si at room temperature in contrast to fluoride plasmas where free radicals first need to be
generated. The etching follows these five steps:

1. Nondissociative adsorption,

2. dissociative adsorption,

3. formation of product molecule,

4. desorption of product molecule, and

5. residue removal,

where the residues are simply xenon molecules.

The early fundamental studies of XeF2 plasma-less silicon etching were concerned with
temperature dependences and relation to other fluorinating agents not requiring plasma. It
has been found that XeF2 etches Si about 10 times faster than F atoms at room temperature
whereas F2 is an even slower etchant than F (104). At low temperatures, the etching is
dominated by a physisorbed XeF2 layer whereas it is a direct impact at high temperatures. The
comparison has been further extended to include ClF3, BrF3, BrF5, IF5, and ClF, and among
all these compounds, XeF2 has still the highest reaction probability (105).
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While Si gets etched rapidly, somematerials like SiO2, Si3N4, Al2O3, or photoresists are resistant
to XeF2 or at least etched much slower than Si. There is numerous evidence in the literature to
support the resistance of the above-mentioned materials, but the Si compounds hold a special
place. Initially, they appeared to be absolutely resistant to XeF2 (103; 104) unless electron or
ion beam assisted the etching. This discrepancy has been settled later by a so-called proximity
effect (106). The XeF2–Si interaction produces highly energetic F atoms which consequently
attack other materials, namely SiO2 in the study. Despite the knowledge that has been acquired
about XeF2 over the past decades, little is known about XeF2–Ta2O5 interaction.

Nowadays it is known that SiO2 and Si3N4 are etched by XeF2 with Si selectivity, although
it varies greatly in literature, around 1000 : 1. The authors revealed that XeF2-Si interaction
induces formation of unstable XeF molecules which quickly dissociate in a gas-phase, leaving
a fast-moving F radical that eventually attacks SiO2. Despite of the knowledge about the
resistant materials, interaction of XeF2 with tantalum pentoxide (Ta2O5) was not yet explored
to the best of my knowledge.

4.1.2.2 SF6 Plasma

Besides XeF2, another method to etch crystalline silicon isotropically is pure SF6 plasma. Many
nanofabrication facilities are equipped with inductively coupled plasma reactive ion etching
(ICP–RIE) instruments, and they prove to be crucial for making nanophotonic components.
Typical applications for nanophotonics is vertical etching. This is necessary for making majority
of optical waveguides which often require vertical sidewalls. The application here requires
relies on the ICP in ICP–RIE. RIE uses 2 electrodes, 1 above and 1 below the sample. These 2
electrodes then deliver the energy to the gas in order to ionise it, and hence strike andmaintain
the plasma. At the same time, the voltage maintained between these 2 electrodes accelerates
the ionised species towards the specimen and is responsible for the vertical etching discussed
above. In order to achieve isotropic etching, it is necessary to circumvent this behaviour and
that’s where ICP. ICP maintains plasma within a cylindrical chamber situated above the sample
and without the RIE operating, it does not cause any bias in the plasma and thus the ions are
not accelerated to the specimen. This then results in isotropic etching or even a deposition
from a fluorocarbon precursor.

Isotropic etching with SF6 plasma has been studied e.g., (107; 108), and it is further discussed
and applied to Ta2O5 under-etching in Paper III.





5
Waveguide Characterisation
This chapter mainly describes the spectroscopy setups used for measurements in Papers I
and II. Propagation loss measurements were done with the same setups described here, and
two methods were used throughout this work: i) By recording and analysing light scattered
out of the waveguide plane, which was used in all of the attached Papers. ii) By the cutback
method Paper III.

5.1 Experimental Setups for Chip-Based TDLAS

Our experimental setups were designed for characterisation of waveguide performance in gas
detection. Two separate setups were constructed for MIR and NIR, and both were used with
acetylene in the experiments related to this thesis. The air-suspended Ta2O5 rib waveguide
reported in Paper I was characterised in the MIR setup experiments with acetylene and the
NIR setup was used in spectroscopic experiments with a mesoporous TiO2 waveguide in
Paper II.

5.1.1 MIR Setup

Fig. 5.1 shows schematics of the MIR TDLAS experimental setup. A custom LabVIEW software,
obtained from Herbert Looser (UAS Northwestern Switzerland) and adapted by Anurup Datta
(postdoc, UiT), controls a field-programmable gate array (FPGA; National Instruments, PCIe-
7857) and mass flow controllers (Bronkhorst, EL-FLOW Select). It further handles processing
of data returned by the FPGA, which has a sampling rate of 1MHz, not attainable by a standard
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Figure 5.1: Schematics of the MIR TDLAS experimental setup. LD – laser diode, OL – objective lens,
FC – flow cell, – D detector, – MFC – mass flow controller.

computer. Therefore, it allows fast laser control and detector signal read-out.

Besides the FPGA and MFCs, the setup includes a DFB laser diode (nanoplus) emitting at
2566 nm. This laser allows mode-hop-free tuning, has a maximum power of ≈13.5mW, line
FWHM below 3MHz (66 fm or 10−4 cm−1) and current tuning coefficient around 0.2 nmmA−1.
The transmitted light is detected with a mercury cadmium telluride (MCT) single-pixel
detector (VIGO). Finally, an in-house aluminium flow cell shown in Fig. 5.2 is housing the chip
to ensure controlled gas concentration during experiments. Flow cell windows are covered
with microscope cover slips and the contact between the top and bottom part is sealed with
PDMS. The top window allows to image the chip with a MIR camera (Telops), visible in
Fig. 5.3, to facilitate coupling while the waveguide chip is inside. The camera is equipped
with an InSb chip, Stirling cooling, and a long distance objective lens (" = 4, WD = 3 cm).
According to the camera specifications, the InSb chip is sensitive in 3µm–5µm wavelength
range but it detects 2566 nm light efficiently (109).

Prior to the gas detection experiment, the digital frequency was converted into wavenumbers
using a 5mm thick silicon etalon (Fig. 5.4a). An N2 background spectrum was then acquired
and fitted with a polynomial function, which was used for normalisation. The normalisation
eliminates unwanted water peaks and corrects the amplitude modulation but a baseline drift
can occur during the gas detection experiment. This drifting is corrected by the data fitting,
and hence it causes no complication.

The FPGA was programmed to tune the current with a saw signal interlaced with cooling
gaps (� = 0 A) as indicated in Fig. 5.4b. Although the tuning is done via current modulation,
the wavelength is affected by immediate temperature changes in the laser, and the cooling
step ensures larger wavelength tuning range as compared to a situation with no cooling. The
FPGA was also programmed to acquire 16 baseline samples from the detector while the laser
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Figure 5.2: Flow cell for chip-based spectroscopy experiments, dimensioned for 2 cm long waveguides.
a) Top part of the flow cell with 1 – gas inlet, 2 – gas outlet, 3 – side windows for end-fire
light coupling, 4 – top window for chip imaging. b) Lower part of the flow cell for chip
support. 5 – vacuum chuck, 6 – pump inlet, 7 – pump outlet. c) Final cell assembly made
of duralumin. 8 – Peltier device, 9 – mounting plate. The mounting plate allows to fasten
the whole cell in the TDLAS setups.
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Figure 5.3: Photograph of the MIR TDLAS setup. LD – laser diode (DFB), OL1/OL2 – objective lenses
(aspherical, OL1 = OL2), FC – the flow cell, Det – detector, MFCs – mass flow controllers, PrC
– pressure controller, and MIR-C – MIR camera (MIR-C). The laser beam path is outlined
in red, and the dashed line marks an alternative path for in-coupling from the back.
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digital sampling is converted into wavenumber, and the acquired signal is normalised with
pure N2 background spectrum. b) Spectroscopy experiment procedure.

was off, and a total of 512 points were acquired per one current ramp.

Checking the baseline signal of the detector (zero LD driving current) ensured that the total
magnitude of the signal was always found because the detector baseline is not zero and
drifts over time. Note that this is different from the signal baseline described above. The
signal baseline drift can originate e.g., from temporal waveguide coupling misalignment while
detector drift is a property of the detector, primarily due to a dark current and a detector bias
voltage. The two were corrected separately as explained here.

Collected data were averaged within the FPGA every 512 scans and only then passed to the
computer. Data fitting was performed in the LabVIEW software, which has the capability of
fitting both with HITRAN and PNNL data. However, the targeted acetylene Q branch of the
first overtone at 2566 nm was not accurately predicted by HITRAN and the resulting peak
(combination of several lines) had a different shape. For this reason, we fitted this peak with
the experimental PNNL data (obtained at 10% concentration and standard conditions) by
simple scaling to obtain the best fit (least mean squares).
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Figure 5.5: Photograph of the NIR TDLAS setup. PMF – polarisation-maintaining fibre, FA – fibre
adapter, M – parabolic mirror, OL1 – objective lens, OL2 – objective lens, FC – flow cell, Det
– detector, MFCs – mass flow controllers, and NIR-C – NIR camera. with a NIR camera
(NIR-C). The laser beam path is outlined in red.

5.1.2 NIR setup

There were few differences in the NIR setup, captured in Fig. 5.5, compared to the MIR
setup. Firstly, a tuneable external cavity laser diode (EXFO, T100S-HP-CLU-M) with a fibre-
coupled output (polarisation maintaining, PM) was used. This laser covers a range of 1500 nm–
1680 nm with a maximum tuning speed of 100 nm, limited by mechanical movement of a
diffraction grating. The output of the PM fibre was then collimated with a parabolic mirror
and navigated with a series of silver-coated mirrors to the chip. Chip coupling was done via
aspheric lenses (Thorlabs, C240TMD-C, NA = 0.5), and the signal was detected with a Ge
photodiode power sensor (Thorlabs, S132C). The chip was imaged with a NIR camera (Raptor
photonics, Ninox 640), which uses an InGaAs detector. The laser wavelength was tuned directly
with the laser controller and appropriate triggering signals were sent to a data acquisition
device (DAQ; National Instruments, USB-6000, 5 kHz sampling rate) to synchronise the data
collection.

Similarly to the MIR setup, precise wavelength/wavenumber was found with a 5mm etalon.
The laser tuning was significantly slower than with the DFB laser, and only allowed to collect
approximately one scan per second. Data acquisition and fitting was performed with the same
LabVIEW software, while HITRAN database parameters were used in this case.





6
Conclusion and Outlook
This work covers several aspects of optical waveguides for trace gas detection in the infrared
domain. It first elaborates on the waveguide design where the light–analyte interaction is the
key factor but other effects have to be considered in order to achieve optimal performance.
These include loss mechanisms such as lateral leakage and substrate leakage, which are
usually not encountered at shorter wavelengths and more established applications such as
telecommunication.

In Paper I, we demonstrated an outstanding spectroscopic performance of the tantalum
pentoxide free-standing waveguides. The confinement factor of 107% was measured in a
spectroscopic experiment with acetylene, where it was clearly observable that the response is
stronger than in a free space. Because the guided mode has a very low effective index, below
1.1, etalon effects from the waveguide were suppressed, and no filtering was needed. Paper III
compares two fabrication methods for free-standing waveguides, namely XeF2 molecular gas
etching, and SF6 plasma. It was found that material selectivity limits the first of them, while
SF6 plasma can leave residues, which need further processing. Nevertheless, both challenges
were solved, and functional waveguides were demonstrated. Lastly, Paper II shows a different
approach to waveguide-based gas sensing. It demonstrates a porous material, where the
porosity does not hinder the light guiding, and allows spectroscopic detection within its
volume.

Future work will involve minimising propagation losses in the Ta2O5 free-standing waveguide,
which are believed to originate mainly from residual water and OH bonds. It is also intriguing
to apply the fabrication methods developed here to other materials such as Al2O3 and Si3N4,
and create a photonic crystal free-standing waveguide, which could mitigate the lateral
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leakage.
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Extraordinary evanescent field confinement
waveguide sensor for mid-infrared trace gas
spectroscopy
Marek Vlk1, Anurup Datta1, Sebastián Alberti1, Henock Demessie Yallew1, Vinita Mittal2,
Ganapathy Senthil Murugan2 and Jana Jágerská1

Abstract
Nanophotonic waveguides are at the core of a great variety of optical sensors. These structures confine light along
defined paths on photonic chips and provide light–matter interaction via an evanescent field. However, waveguides
still lag behind free-space optics for sensitivity-critical applications such as trace gas detection. Short optical
pathlengths, low interaction strengths, and spurious etalon fringes in spectral transmission are among the main
reasons why on-chip gas sensing is still in its infancy. In this work, we report on a mid-infrared integrated waveguide
sensor that successfully addresses these drawbacks. This sensor operates with a 107% evanescent field confinement
factor in air, which not only matches but also outperforms free-space beams in terms of the per-length optical
interaction. Furthermore, negligible facet reflections result in a flat spectral background and record-low absorbance
noise that can finally compete with free-space spectroscopy. The sensor performance was validated at 2.566 μm,
which showed a 7 ppm detection limit for acetylene with only a 2 cm long waveguide.

Optical sensors based on infrared tuneable diode laser
absorption spectroscopy (TDLAS)1–4 are traditionally
used for the most demanding applications in trace gas
detection, from atmospheric monitoring of climate gases
to detecting traces of methane on Mars by NASA’s
Curiosity Mars Rover5. These sensors rely on strong light
absorption at the rotational–vibrational resonance fre-
quencies of gas molecules and long optical interaction
pathlengths, leading to detection limits below part-per-
trillion (ppt) concentration levels2. Although a large
variety of system configurations have been demonstrated,
the most sensitive systems employ optical multi-pass cells
or cavities2,3 where the free-space beam is folded into tens
of metres to kilometres to increase the probability of

absorption by sparse target molecules. However, the large
dimensions and sample volumes of multi-pass cells and
their incompatibility with large-scale and cost-effective
sensor deployment motivate efforts to seek alternatives
using integrated photonics6–11. Such TDLAS sensors will
allow the implementation of long optical pathlengths on
chips, thus radically decreasing the instrument size and
price, minimizing the sample volume, and relaxing gas
flow and temperature control constraints. However, cur-
rent photonic waveguides still suffer from propagation
losses that limit the pathlength to several tens of centi-
metres. The losses mainly originate from roughness-
induced scattering in the near-infrared (NIR) region and
from material absorption due to residual impurities,
water, OH, or NH12,13 in the mid-infrared (MIR) region.
Furthermore, reflections at waveguide facets and defects
result in distinct etalon patterns in the transmission
spectra. This spectral noise interferes with the signal and
drastically reduces the gas detection capability and sensor
stability3,8,14. Finally, yet importantly, the evanescent field
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in conventional air-cladded waveguides limits the
light–matter interaction to a fraction of that for free
space. Integrated waveguides must therefore be pro-
portionally longer than the distance travelled by a free-
space beam to achieve the same sensitivity.
Light absorption in waveguides exposed to an absorbing

environment can be expressed by a generalized
Lambert–Beer law I ¼ I0 exp½�αΓL�, where Γ represents
the external evanescent field confinement factor, α is the
absorption coefficient of the surrounding environment,
and L is the physical waveguide length. The confinement
factor Γ gives a measure of light–matter interaction via
the evanescent field11,15–18, and it can be expressed as18

Γ ¼ ng
Re nclf g

R R
cl
ε Ej j2dxdyR R1

�1 ε Ej j2dxdy ð1Þ

where ng is the group index, ncl is the cladding refractive
index, ε(x, y) is the permittivity, and E(x, y) is the electric
field (Supplementary Information S1). Importantly, the
absorption in integrated waveguides is not simply scaled
by the modal power fraction residing in the cladding but
depends on both the electric field distribution and the
waveguide dispersion captured through ng. The combined
effect of field delocalization and dispersion can cause Γ to
exceed unity16,17, facilitating stronger absorption than
with a free-space beam.
To date, arguably the most successful realization of an

on-chip TDLAS gas sensor has been based on a 10 cm
long silicon strip waveguide for methane detection,
operating at 1651 nm with Γ = 25.5%8,14. In this work, a
sub-100 ppm limit of detection (LOD) was achieved,
mainly limited by etalon fringes and the weak absorption

of methane in the NIR. In the MIR, three different
waveguide sensors were reported to measure CO2 con-
centrations down to 500 ppm, namely, silicon-on-
insulator waveguides with Γ = 14%9, silicon strip wave-
guides on Si3N4 membranes with Γ = 19.5%10, and free-
standing silicon strip waveguides supported by isolated
pillars with Γ = 44%11. Even higher confinement factors
have been claimed using slow light photonic-crystal
waveguides6,7,19; however, these came at the expense of
high propagation loss limiting the device length to at best
1.5 mm7.
In this work, we propose a waveguide sensor that

pushes the confinement factor above 100% by making use
of strong guided mode delocalization rather than wave-
guide dispersion. Our design is based on a free-standing
high-aspect-ratio tantalum pentoxide (Ta2O5) membrane,
where lateral confinement is achieved by a shallow rib, as
illustrated in Fig. 1a. In the direction perpendicular to the
membrane surface, the field distribution is mainly gov-
erned by the membrane thickness. Specifically, for trans-
versally magnetic (TM) polarization, the evanescent field
fraction increases rapidly with decreasing membrane
thickness, and already at T= 500 nm, the weak waveguide
dispersion is sufficient to bring the external confinement
factor Γ above 100% (Fig. 1b and Supplementary S2.1). For
Ta2O5 with a moderate refractive index, Γ reaches a
maximum of 108% at approximately T= 400 nm, imply-
ing that a strong per-length interaction can be reached
with a relatively thick and mechanically stable membrane.
To avoid interaction between the evanescent field and

substrate in real structures, it is critical to remove the
bottom cladding and create a sufficiently large separation
between the membrane and the substrate. Oxide films on
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Si are widely used in microelectromechanical systems
(MEMS)20–23, and this concept was adopted here, as it
allows for deeply underetched, high-aspect-ratio mem-
branes. Ta2O5 was selected as the core material for its
availability in microfabrication process lines, chemical and
mechanical stability24,25, low thermal expansion26, low
thermooptic coefficient27, and optical transparency
spanning from 500 nm to 10 µm28,29. A 350 nm Ta2O5

film was first deposited onto a silicon wafer passivated
with a thin layer of aluminium oxide (Al2O3) to protect
Ta2O5 against undesirable etching. Following a 2-step
lithography process to pattern the ribs and etching
openings, the membrane was underetched using xenon
fluoride (XeF2) dry etching. This process resulted in a
130 µm wide membrane with more than 20 μm separation
from the Si wafer below, as captured in Fig. 2.
The waveguides were characterized in an end-fire cou-

pling configuration using the combined imaging and
spectroscopy setup depicted in Fig. 3a. A waveguide
propagation loss of 6.8 dB cm–1 was measured for the TM
polarization (Fig. 3b, c), comparable to values reported

with other MIR waveguide gas sensors9,11. The loss is
mainly attributed to light absorption in the Ta2O5 film
due to residual OH and water (Supplementary S5) and is
expected to drop significantly with an optimized film
deposition process.
For an external confinement factor measurement and a

spectroscopy evaluation, acetylene (C2H2), with its strong
Q-band absorption peak near 2.566 µm (3897.1 cm–1),
was selected as an analyte. Figure 4a compares the
experimental transmission spectra measured for a num-
ber of C2H2 concentrations using a 2 cm long waveguide
in the TM polarization and a free-space beam of the same
pathlength. The experimental spectra were fitted with
reference spectra from the Pacific Northwest National
Laboratory (PNNL) database30 to precisely quantify the
amplitude of the absorption peak. As illustrated in Fig. 4b,
c, the absorption data acquired over 500 s for different
reference gas concentrations between 1% and 10% exhibit
good long-term stability and linearity without the need for
intermittent recalibration. The fitted concentrations in
free space closely match the reference value, but those
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Fig. 2 Suspended rib waveguide. a Top-view optical microscope image of the fabricated waveguide. b SEM image of the waveguide cross section.
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Mass-flow controllers

N2

C2H2
Towards MIR camera

Flow cell with
the waveguide chip

� = 2566 nm
TM-polarized

Aspheric
lens (AL)

AL

Gas outlet

200 μm
Input

Etching openings

Waveguide

-30

-20

-10

0

10
Lo

ss
 (

dB
)

151050
Distance (mm)

TM: 6.8 dB cm–1

TE: 37.1 dB cm–1

a b

c
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at 2.566 µm. The guided mode is visible through out-of-plane scattering at waveguide roughness and imperfections. c Propagation loss determined
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measured with the waveguide are visibly higher, as they
are scaled up by the extraordinary confinement factor.
The exact value of Γ was retrieved from the ratio of the
respective slopes in Fig. 4c, yielding 107 ± 2% in excellent
agreement with the simulation.
The LOD was evaluated using Allan deviation analysis4

with a 1% nominal C2H2 concentration measured for over
20min (Fig. 4d). The 1σ-LOD was 7 ppm and 3 ppm
using the waveguide and in free space, respectively, with
the waveguide data visibly influenced by short-term
coupling noise. Hence, despite comparably stronger
light–matter interaction in the waveguide, the sensitivity
of the free space has not yet been surpassed. However, we
stress that this result was achieved with bulk coupling
optics, with no thermal stabilization, and without any
fringe removal or spectral filtering algorithms, and it is
likely to be improved by more elaborate signal processing
methods14. Nevertheless, the mere 2.5-fold difference in
the LOD and comparable system stability almost close the

performance gap between the on-chip and free-space-
based MIR TDLAS analyzers.
This achievement is largely due to strong field deloca-

lization, which enhances the sensitivity and minimizes the
reflections at waveguide facets and defects. Due to a
remarkably low effective index of the guided mode (neff ≅
1.08), reflections at the waveguide facets are ~0.1%
(Supplementary S4 and Fig. S6), which is two orders of
magnitude less than those for standard SOI waveguides.
Similar low reflections are expected at other fabrication
imperfections and material defects. As a result,
Fabry–Pérot etalons, which substantially limit the per-
formance of other reported waveguide sensors3,7,14, are
almost entirely suppressed. Strong evanescent field con-
finement also implies a low interaction of the mode with
the waveguide material (Supplementary S5), which relaxes
the requirements on material transparency and allows
realization of long waveguides in fairly lossy materials.
This property is particularly relevant in the MIR, where
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the optimization of photonic material is still an active
research topic31,32. Last but not least, strong field delo-
calization resulting in a fairly large mode area mitigates
absorption saturation effects33 that can take place under
intense irradiation typical for integrated nanophotonic
waveguides. As calculated in Supplementary S6, our
waveguide can be safely operated with input powers up to
100mW at 1 bar before the 2.566 μm acetylene absorp-
tion line begins to saturate.
In conclusion, we have demonstrated a novel air-

suspended Ta2O5 rib waveguide with a strongly deloca-
lized field, leveraging the unique features of free-space
beams for on-chip spectroscopy. Consequently, an
absorption noise of 4.5 × 10–5 retrieved from the mea-
sured LOD was demonstrated1. This is, to our knowledge,
the lowest value reported for a TDLAS platform based on
integrated optical waveguides, either in the NIR or MIR.
The current waveguide design curled in a spiral can easily
reach 20 cm on a 1 cm2 footprint, pushing the LODs for
most gases to below part-per-million concentration levels
while maintaining a minimal size of the sensor and
microlitre sample volumes. Although on-chip sensors
may not beat the kilometre pathlengths and ppt detection
limits of high-end free-space TDLAS systems, radical
sensor miniaturization will facilitate sensor deployment in
process control, climate and space research and may open
a whole class of new applications that are still out of reach
for laser absorption spectroscopy. Examples include sen-
sor organization in networks or in situ monitoring of
metabolic processes in microbiology or organoid research.
In the latter case, unprecedently small sample volumes
combined with high sensitivity and specificity, inherent to
TDLAS detection methods, will, for the first time, allow
the quantification of metabolic gas release in situ and, so
to speak, at a cellular level. Moreover, parallel waveguides
patterned on the same chip, each optimized for a different
analyte species, can readily realize a multi-gas sensor, with
only a negligible increase in its footprint and complexity.

Methods
Waveguide simulations
All simulations were performed with the finite differ-

ences eigenmode solver Lumerical, MODE. Perfectly
matched layers (PMLs) were used on the bottom and both
sides of the computational domain to assess the mode
leakage into the substrate and the lateral leakage of
the TM mode. The effect of the etching openings on the
guided mode was studied by varying the width of the
computational domain. Single-mode conditions, complex
effective indices, mode distributions, and coupling losses
were simulated using built-in functions of the software.
The confinement factor was calculated using a custom
script integrated in the software. More details on the
waveguide loss simulation and confinement factor

calculation are provided in Supplementary Information S1
and S2.

Waveguide fabrication
Thin films of SiO2 (30 nm), Al2O3 (30 nm), and Ta2O5

(350 nm) were deposited in this order onto 4-inch Si
wafers by magnetron RF sputtering (Oxford Instruments
PlasmaLab 400+). SiO2 promotes the adhesion of Al2O3

on Si, and Al2O3 acts as a passivation layer to protect
Ta2O5 during membrane underetching. The deposited
films were annealed in a tube furnace at 600 °C in O2 for
3 h (1 °C/min ramping) to improve stoichiometry, and
reduce the content of residual water and OH in the film.
Waveguides and etching openings were patterned via

UV photolithography in two separate steps. For the
waveguides, we applied a positive photoresist and exposed
the waveguide patterns from a chromium hard mask in a
mask aligner (Süss MA-6, λ= 385 nm). Pattern transfer
from the resist to the Ta2O5 layer was performed via Ar
ion beam milling (Oxford Instruments Ionfab 300+).
The same procedure was followed for making the etching
openings (nominal dimensions 5 × 10 μm2, Fig. 2a) with
another Cr hard mask aligned to the waveguide pattern. It
is critical to expose Si in the etching openings by Ar
milling before the next step. Underetching, i.e., the
selective removal of Si was performed by dry etching
using XeF2 (Xactix) in pulsed mode with 270 cycles of
alternating XeF2/N2 etching (3/2 Torr, 5 s) and N2 pur-
ging (10 s) steps. Ta2O5 was protected during the release
process by photoresist on the top surface and Al2O3 layer
on the bottom surface, which are both substantially more
resistant to XeF2 than Ta2O5.

Waveguide propagation losses
The propagation loss measurement was performed in

the combined imaging and spectroscopy setup shown in
Fig. 3a. An electrically tuneable DFB diode laser (Nano-
plus) emitting a maximum of 15mW at 2.566 μm was
used as the light source. The laser polarization was set to
either TE or TM using a half-wave plate and a polarizer.
The laser beam was end-fire-coupled into the waveguides
using an MIR aspheric lens (Thorlabs, black diamond,
NA= 0.56). An MIR camera (Telops) was used to image
the sample surface and aid the in-coupling. The propa-
gation loss was measured from the decay of light scattered
out of plane from the waveguide and recorded with the
MIR camera (Fig. 3a). The raw image data taken along the
waveguide length were first corrected for background due
to thermal noise and spurious laser light, stitched toge-
ther, and finally averaged over 10 adjacent pixels to give
data presented in Fig. 3a (see also Supplementary S5.1 for
further details about the data post-processing). Robust-
ness of the loss value obtained by this method was also
cross-checked by the cutback method on three different
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waveguides from the same wafer that yielded the loss of
6.8 ± 0.7 dB cm–1.

Spectroscopic measurements
The 2 cm long waveguide chip was enclosed in a 2.4 cm

long custom gas flow cell with glass windows (Fig. 3a) to
provide a controlled environment in terms of the gas con-
centration and pressure. The latter was kept at 1 bar
throughout the experiment. The light transmitted through
the waveguide was collected and focused on a single-pixel
MCT photodetector (Vigo PVI-3TE-3.4). A custom Lab-
VIEW program was used to electrically tune the laser
emission wavelength by 2–3 nm around the target absorp-
tion line and to control synchronous data acquisition with a
high-speed field-programmable gate array (FPGA) digitizer.
Spectral data were acquired at a rate of 1 kHz and averaged
in real time to provide 1 s spectra for further data proces-
sing. Each spectrum was first divided by a reference mea-
surement with 100% N2 to obtain a flat baseline. Water was
included in the fit (Fig. 4a) by modelling the spectrum as a
sum of H2O and C2H2 spectral templates because weak
interference with atmospheric water from outside the gas
cell was observed. The normalized spectra were then fitted
with calibrated C2H2 spectra from the PNNL database to
obtain the so-called equivalent concentration Ceq,
accounting for the total 2.4 cm length of the cell. Ceq was
subsequently corrected for the 0.4 cm free-space contribu-
tion between the waveguide facets and the flow cell win-
dows by solving the equation Ceq × 2.4=C × 2+Cref × 0.4,
where C and Cref are the waveguide-measured and the
reference concentrations, respectively. A linear regression
fit of C versus Cref, as shown in Fig. 4c, was used to calculate
the slope of the line, which represents the average relation
between the measured and reference concentration values.
For the free-space measurement, the same procedure was
repeated with the gas cell without the waveguide chip and
collimation optics.
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S1) Confinement Factor 

In optical waveguides, the confinement factor G represents a measure of interaction of the 

guided mode with the waveguide core or cladding, or, more generally, any material constituting the 

waveguide. Gain or loss am of a waveguide mode can be obtained from confinement factors 𝛤! and 

bulk gain/loss coefficients 𝛼! of individual materials which constitute the waveguide as 

𝛼" =$𝛤!𝛼!
!

. (S1) 

Light absorption or gain along the waveguide can be then expressed by the generalized Lambert–Beer 

law 

𝐼 = 𝐼#exp .−$𝛤!𝛼!
!

𝐿1 (S2) 

Particular expressions for the confinement factor have been derived from the Poynting theorem1 or 

from the variation theorem for dielectric waveguides2 and hold for both gain and lossy media such as 

molecular gases.3  

Using the Poynting theorem, Visser et al.1 have found that the confinement factor is given as 

𝛤! =
𝑐𝜀#Re{𝑛!}∬?𝐄A?𝟐𝑑𝑥𝑑𝑦!

Re{∬ E𝐄A × 𝐇H ∗I ∙ 𝐞&𝑑𝑥𝑑𝑦
'
(' }

. (S3) 

with c being the vacuum velocity of light, e0 the permittivity of vacuum, ni the refractive index of ith 

material, E and H the electric and magnetic field intensity respectively, and ez the normal vector in the 

direction of propagation, z. Robinson et al.2 have derived (S3) from the variational theorem for 

dielectric waveguides.4 In addition, they have shown that it can also be expressed as  

𝛤! =
𝑛)

Re{𝑛!}
∬ 𝜀?𝐄A?

𝟐
𝑑𝑥𝑑𝑦!

∬ 𝜀?𝐄A?
𝟐𝑑𝑥𝑑𝑦'

('

. (S4) 

with ng being the group index. The first fraction is linked to the particular material and, more 

importantly, to the waveguide dispersion. The second fraction represents the normalized electric field 

energy density in the ith material.  

The confinement factor can be readily calculated from (S3) or (S4) for an arbitrary part of the 

waveguide. In this work, the material of interest was air (particularly a mixture of N2 and C2H2), which 

constitutes both the top and the bottom cladding of the waveguide (Fig. S1a). In the main text, we 

therefore reserve the symbol G for the evanescent field confinement factor in air. 

S2) Design optimization 

Fig. S1 schematically portrays the free-standing rib waveguide with its dimensional 

parameters. When designing the waveguide, we focused on the layer thickness T, the rib width W, and 



the rib step S for TM polarization at 2.566 µm and refractive indices 2.1 and 1.65 for Ta2O5 and Al2O3 

respectively. All simulations in the design optimization were done with a finite-difference modelling 

software (MODE, Lumerical) prior to the fabrication. We considered three principal factors that 

together determined the waveguide dimensions: the evanescent field confinement factor in air G, the 

lateral leakage of the TM mode which occurs in rib waveguides,5,6 and the single-mode condition. 

S2.1) Evanescent field confinement factor in air 

As shown in Fig. 1b of the main text, and also reproduced here in Fig. S2a, the evanescent 

field confinement factor in air depends strongly on the thickness T of the deposited layer but very 

weakly on the shallow rib dimensions. The change of the rib width W from 3 to 6 µm induced 

oscillating variations in G within only ± 1 % with T = 350 nm. Moreover, the additional layer of 

Al2O3, which is necessary for the fabrication, has only a small effect on the design. 

According to Eq. (S4), the value of G results from a combination of field distribution and 

dispersion. Fig. S2b displays separately these two contributions, that is the electric field energy density 

e|E|2 and the group index ng. Multiplying these two quantities yields again the G plotted in Fig. S2a. In 

Ta2O5

Al2O3

W

S T

D P

Fig. S1 | Free-standing rib waveguide schematics. a, Illustration of the waveguide which includes a 
shallow rib, and etching openings. b, The waveguide cross section. Our waveguide consists of a core 
Ta2O5 layer and a thin passivating Al2O3 layer, which is a necessary feature for the under-etching step 
in fabrication. 
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our waveguide design with T = 350 nm, the major contribution evidently comes from the strongly 

delocalized field rather than the dispersion, although the combination of the two is required to yield 

the extraordinary values of G. In addition, the extraordinary G can be obtained only in TM polarization 

in the rib waveguide, while for TE polarization, it monotonously increases to unity as the layer is 

approaching zero thickness.7 

S2.2) Lateral leakage of TM mode in rib waveguides 

The lateral leakage was explained and experimentally demonstrated by Webster et al.5 It is 

characteristic only for TM-polarized rib waveguide modes and does not occur for TE-polarized modes. 

A rib waveguide is naturally formed in a slab which itself is a planar waveguide (see Fig. S1). In 

essence, the guided TM mode of a rib waveguide couples to a TE planar waveguide mode. This 

happens for two reasons. First, the guided TM mode has a lower effective index than the TE 

fundamental planar waveguide mode, which means that there will always be a phase-matched TE 

mode supported in the slab. Second, like all 2D waveguide modes, the TM rib waveguide mode is 

hybridized, and so can couple to the TE planar waveguide mode via its minor TE component. As a 

consequence, the energy of the TM mode is radiated out into the planar waveguide. Nevertheless, this 

is a resonant effect and the leakage can be avoided if the waveguide dimensions are carefully 

optimized. 

 Fig. S3a demonstrates the dependence of the lateral leakage on the rib width W for several 

step values S, with the layer thickness T fixed to 350 nm. There are pronounced minima in the loss 

around 5 and 7.5 µm within the studied range of W. We targeted the minimum around 5 µm in our 

design because such dimension still guarantees single-mode propagation (see the next section S2.3). 

Although another minimum would occur below W = 3 µm, the corresponding mode would be strongly 

laterally delocalized, requiring much wider membrane. This would be impractical from the point of 

membrane fabrication and its resulting mechanical stability. 
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Fig. S3 | Lateral leakage of the TM mode. a, Loss dependence on the rib width for different rib steps 
from 20 to 100 nm. No Al2O3 passivation layer was assumed, and the layer thickness T was fixed to 
350 nm. b, Deviation in the dependence caused by adding the Al2O3 passivation layer. 
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Increasing the step S increases the maxima of the loss and narrows the fabrication tolerance 

for the rib width W. In this work, we selected S = 30 nm as a compromise between the fabrication 

tolerance and lateral mode confinement which needs to be sufficient in order to avoid scattering on the 

etching openings. Furthermore, for lithographic tuning, we set the rib width W to 4, 4.5, and 5 µm to 

follow the lateral leakage loss curve between one maximum and minimum (Fig. S3), and to account 

for inaccuracies in the fabrication. 

Although we present only straight waveguides, the waveguide could be patterned into a spiral 

to achieve a longer pathlength on a small footprint. E.g. for a limit of a 1 cm2 chip size, further 

optimization of parameters S and W would be required after selecting the thickness T. 

S2.3) Single-mode condition 

We studied the single-mode condition by observing the cut-off for the first-order mode in 

terms of parameters S and W. Simulations were performed for T = 350 nm and the results are 

presented in Fig. S4. Any choice of S and W from the parameter space below the plotted cut-off curve 

will result in single-mode propagation. Hence, step S = 30 nm and rib width W from 4 to 5 µm will 

yield a single-mode rib waveguide for the TM polarization with a large margin. In the TE polarization, 

the waveguide already just supports a higher order mode for W = 4 µm.  

S3) Spectral response of the waveguide 

In Fig. S5, we show how the lateral leakage loss and the confinement factor change in TM 

polarization with wavelength ranging from 2 to 3 µm. The waveguide maintains leakage loss below 1 

dB cm–1 from approx. 2300 to 2500 nm, indicating a bandwidth of about 200 nm. It is evident that our 

current design is not fully optimized for the task of acetylene detection as the theoretical loss is around 

1.5 dB cm–1 at 2.566 µm. As far as the confinement factor is concerned, the spectral variation within 
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the 200 nm bandwidth is less than 1 %. The graph also captures the single-mode condition, which 

occurs at 2.214 µm.  

S4) Etalon effects 

The TM guided mode exhibits exceptionally low effective index, neff = 1.08. This translates 

into low Fresnel reflections between air and the mode at the waveguide facet. In order to quantify the 

reflection, we used the formula for normal incidence 

𝑅 =
|𝑛*++ − 𝑛|,

|𝑛*++ + 𝑛|,
(S5) 

with n = 1 for air, and the neff data obtained with finite-difference mode solver (MODE, Lumerical). 

With the dimensions set to S = 30 nm, T = 350 nm, and W = 4.5 µm, we obtained 0.1 % reflection in 

TM polarization, while TE polarization gave 3.7 % (Fig. S6). Low Fresnel reflection is not only 

beneficial for the in-/out-coupling, but also helps to minimize etalon effects in the waveguide which 

otherwise limit the device performance in spectroscopic applications. 

S5) Waveguide loss 

This section describes the propagation loss analysis. Following the determination of the losses 

in both TM and TE polarization, and with the knowledge of the core confinement factor we estimated 

the bulk loss of the tantalum pentoxide. 

S5.1) Propagation loss measurement and data post-processing 

The loss evaluation was done by analysing MIR camera images of the guided light scattered 

out of plane. In total, 11 images were acquired for TM polarization and 5 images for TE polarization 
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with a 2 cm long waveguide. The propagation loss in TE polarization is much higher, and there was no 

appreciable signal after the fifth image corresponding to approx. 1 cm of the waveguide length.  

First, these images were corrected for thermal background because the MIR camera captures 

thermal radiation. This was done by blanking the laser, recording the thermal background, and 

subtracting it from the signal image. Moreover, the exposure time was individually adjusted for each 

image as to not saturate the camera. 

Subsequently, the images were integrated across the waveguide width, corrected for different 

exposure times and spurious laser light background, and stitched together to give the complete 

intensity decay profile as presented in Fig. 3c of the main text (in this Figure, 10-point data averages 

are shown instead of the full dataset in order to improve the data presentation). 

Finally, the intensity profile was converted into decibel (dB) power units as   

𝑆-. = 10 log(𝑆 𝑆#⁄ ), where S is the intensity value after integrating the camera signal and S0 the 

maximum value. The decay profile SdB was fitted with a linear curve, where the slope gave directly the 

propagation loss.  

S5.2) Ta2O5 bulk loss 

The measured propagation losses in our waveguide are 6.8 dB cm–1 in TM and 37.1 dB cm–1 

in the TE polarization (see Fig. 3c of the main text). These two values together with waveguide loss 

simulation with complex refractive index allow us to estimate both the bulk absorption loss in the 

Ta2O5 film and the lateral leakage in the TM polarization.  

The TE mode loss is assumed to come only from the material absorption. We neglect the 

scattering loss, which we assume sufficiently low at 2.566 µm as the scattering scales with l–4. 

Further, we assume a single-mode TE propagation in this scenario because 1) it is unlikely that the 

antisymmetric first-order mode will be efficiently excited, 2) due to large lateral extent it will 

experience strong loss due to the etching openings, and 3) the measured decay is well-described by a 

single exponential function. By varying the imaginary part of the Ta2O5 refractive index, 
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n = n’ + i n’’, we found the best fit with the measured loss value for n’’ = 0.000225, which 

corresponds to bulk absorption of 47.9 dB cm–1. 

The same n’’ yields a loss of 6.1 dB cm–1 in the TM polarization, which is in a good 

agreement with our measurement. The simulation also allows us to discriminate that 4.6 dB cm–1 of 

the total loss comes from the material absorption and 1.5 dB cm–1 from the lateral leakage (calculated 

with n’’ = 0). The substantially lower absorption loss for the TM mode is a result of weaker 

confinement in the waveguide core material. Our simulations showed, that the confinement factor in 

Ta2O5 is about 77 % for the TE mode, while it is as low as 9 % for the TM mode. 

S6) Saturation of Lambert–Beer absorption 

Saturation of linear Lambert–Beer absorption can occur under intense incident irradiation. At 

sufficiently large intensities, the optical pumping rate on an absorbing transition becomes larger than 

the relaxation rate, resulting in intensity-dependent decrease of the population in the absorbing level. 

This manifests as a decrease in absorption coefficient and an additional line broadening.8 While 

optical field in free-space beams has a typical mode area of 1–10 mm2, in photonic waveguides the 

same optical power is confined to a much smaller area of approx. 0.1–10 µm2. This results in orders of 

magnitude higher optical intensities and makes it possible to enter saturation regime at laser powers 

typical for state-of-the-art laser diodes.  

In our experimental case, simulation of the optical field distribution in the waveguide gives a 

mode area of 3.4 µm2 with maximum normalized intensity of 1.75 ´ 1011 m–2. The laser is operated at 

the power of 15 mW, of which about 8.5 mW is coupled into the waveguide when a measured 

coupling loss of 2.5 dB is considered. The resulting maximum intensity in the waveguide is 

2.5 ´ 109 W m–2. 

If we assume a two-level system dominated by collisional (pressure) broadening, the 

saturation intensity can be expressed as 

𝐼/ =
𝜀#𝑐ℏ,𝛾,

2𝜇,
, 

Where g is the pressure-broadened linewidth and µ the dipole moment of the transition.9,10 µ can be 

further expressed by the Einstein coefficient Aij and the transition frequency nij as11 

𝜇, =
A!0 	3𝜀#ℎ𝑐1

16𝜋1𝜈!01
. 

Saturation of Lambert–Beer absorption will occur if the maximum intensity of the guided mode 

becomes comparable or exceeds Is. From the HITRAN2016 database,12 the typical transition dipole 

moment for lines of the C2H2 Q-branch centered at 2.566 µm (3897 cm–1) is µ = 4.4 ´ 10–3 D or 

1.48 ´ 10–32 C m and the pressure broadened linewidth at atmospheric pressure 2.7 GHz, giving a 

saturation intensity IS @ 5 ´ 1011 W m–2.  



With maximum intensity in the waveguide of 2.5 ´ 109 W m–2, still more than 2 orders of 

magnitude lower than the saturation intensity, saturation of absorption is not occurring at our 

experimental conditions. This is partly due to the relatively large mode area of our waveguide design 

resulting from strong optical field delocalization. The absence of saturation was also confirmed 

experimentally by comparing the lineshapes of the waveguide and the free-space configuration, which 

appear identical. Nevertheless, saturation may become relevant and the saturation condition must be 

revisited at lower gas pressures or if detection of gases with distinctly stronger transition dipole 

moment is targeted.  
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Permeable	 enrichment	 claddings	 have	 improved	 the	 gas	 sensing	 performance	 of	 optical	 waveguides	 significantly,	
however,	most	of	the	optical	field	still	resides	within	the	core	of	the	waveguide	and	remains	inaccessible	to	the	analyte.	A	
material	platform	where	the	waveguide	core	plays	an	active	role	in	the	sensing	is	thus	highly	desirable.	We	designed	and	
manufactured	a	highly	porous	(38%)	single-mode	rib	waveguide	and	demonstrated	its	performance	for	gas	sensing	using	
selective	and	sensitive	tunable	diode	laser	absorption	spectroscopy.		We	proved	experimentally	that	molecules	diffusing	
through	 the	pores	 interact	with	 the	 optical	mode	 inside	 the	 core	material,	 leading	 to	 almost	 an	 order	 of	magnitude	
enhancement	of	interaction	with	the	analyte	compared	to	identical	waveguides	with	a	solid	core.	©	2020	Optical	Society	
of	America		

 

1. Introduction 
On-chip	 photonics	 for	 infrared	 (IR)	 absorption	 spectroscopy	 has	
attracted	 increasing	 interest	 in	 the	 recent	 years	 as	 a	 means	 to	
miniaturize	 free-space-based	 spectroscopic	 instrumentation	 [1],	 [2].	
Since	 the	 introduction	of	ATR	 crystals	 for	 characterization	of	 highly	
absorbent	liquids	and	solids	in	the	IR,	optical	fibers	and	lately	integrated	
waveguides	have	received	growing	attention	as	a	route	to	 increased	
light–analyte	 interaction	 and	 thus	 extended	 the	 applicability	 of	 the	
technique	 to	weakly	 absorbing	 gaseous	 analytes.	Despite	 numerous	
advantages	this	strategy	holds,	low	evanescent	field	confinement	factor	
and	limited	pathlengths	of	waveguides	due	to	mid-IR	absorption	and	
scattering	have	limited	their	applications.	To	override	these	challenges,	
the	 scientific	 community	 has	 introduced	 sophisticated	 waveguide	
designs	such	as	slot	or	self-standing	waveguides	[3],	[4]	and	a	careful	
selection	of	the	materials	and	processes	[5],	[6].	An	alternative	strategy,	
used	so	far	mainly	in	label-free	refractive	index	and	Raman	sensors,	uses	
an	 adsorptive	 layer	 on	 top	 of	 the	 waveguide	 with	 the	 ability	 to	
preconcentrate	the	analyte	of	 interest,	 thus	increasing	the	sensitivity	
and	selectivity	[7],	[8].	
Two	main	approaches	for	the	design	of	an	adsorptive	layer	have	been	
followed.	Specific	 recognition	sites	can	be	 tethered	 to	 the	surface	as	
monolayers,	 i.e.	 antibodies,	 enzymes,	 receptors,	 aptamers	 or	 nucleic	
acids	 [9],	 [10].	 Alternatively,	 gas-permeable	 claddings	 capable	 of	
increasing	 the	 residence	 time	 of	 the	molecules	 of	 interest	 near	 the	
surface	within	 the	extent	of	 the	evanescent	 field	have	been	used.	 In	
particular,	 the	 last	 scheme	 was	 appraised	 by	 the	 use	 of	 polymer	
claddings,	and	sol-gel	porous	thin	films.	Both	were	introduced	as	cover	
layers	 over	 ATR	 crystals	 to	 increase	 the	 detection	 limit	 due	 to	
absorption	and	capillary	condensation	during	the	first	half	of	90’	decade	
by	the	group	of	Lubbers	and		Dunbar		respectively,	and	Lopez	years	later	

[11]–[13].	Surprisingly,	although	the	advantages	were	first	suggested	in	
1993	 by	 MacCraith	 [14],	 it	 was	 not	 before	 recent	 years	 a	 similar	
approach	was	 followed	 for	 integrated	waveguides	 for	 spectroscopic	
sensing	[15],.		
Despite	 the	 improvement	 of	 the	 detection	 limit	 through	 the	 use	 of	
properly	engineered	claddings,	results	can	still	ameliorate	substantially	
if	the	analyte	molecules	are	able	to	diffuse	into	the	core	of	the	waveguide	
and	interact	with	the	optical	mode	within.	Based	on	this	idea,	polymers	
and	hydrogels	have	been	used	as	the	main	constituent	for	ATR	sensing	
and	multimode	waveguide	sensor	designs	[16],	[17].	Although	versatile	
and	 simple,	 this	 approach	 holds	 several	 disadvantages,	 which	 are	
detrimental	 for	 spectroscopy	 applications	 as	 elaborated	 below.	
Multimode	waveguides	are	prone	to	cross-coupling	between	several	
modes	leading	to	inferior	signal	to	noise	ratio	than	that	that	of	single	
mode	 waveguides.	 Additionally,	 longer	 pathlengths	 and	 therefore	
smaller	footprints	are	limited	in	case	of	multimode	waveguides	where	
bending	losses	play	an	important	role.		From	a	material	point	of	view,	
polymers	are	soft	materials,	which	structure,	thickness,	and	refractive	
index	 can	 change	 during	 the	 measurement	 due	 to	 environment	
conditions.	 	Additionally,	diffusion	of	 the	analyte	within	the	polymer	
may	be	slow,	increasing	the	response	time	of	the	sensors	[18].	In	this	
context,	porous	sol-gel	layers	present	a	promising	alternative	as	a	material	
platform	for	single-mode	gas	permeable	waveguide	designs	[19].	
In	 this	 work,	 we	 present	 the	 first	 single-mode	 titanium	 oxide	 rib	
waveguide	with	a	mesoporous-core	layer	synthesized	through	sol-gel	
chemistry.	The	porous	 core	allows	 for	high	 interaction	between	 the	
analyte	and	the	optical	field.	The	degree	of	light-matter	interaction	with	
gaseous	analyte	in	the	porous	core	is	experimentally	verified	through	
tunable	diode	laser	absorption	spectroscopy	(TDLAS)	with	acetylene	as	
a	calibration	gas.	To	the	best	of	our	knowledge,	no	attempt	to	create	such	
a	waveguide	for	spectroscopy	sensing	has	been	reported	so	far.	



 

 

2. Results and discussion 
Mesoporous	titanium	oxide	thin	film	layers	were	deposited	through	sol-
gel	 chemistry	 following	 minimally	 adapted	 protocols	 that	 were	
previously	reported	in	[20].	An	ethanolic	solution	of	TiCl4	and	pluronic	
F127	with	a	final	molar	ratio	Ti:H2O:EtOH:F127	of	1:10:40:0.005	was	
spin-coated	at	1800	rpm	and	heated	stepwise	to	60,	130	and	350	°C,	for		
2	hours.	The	structure	of	the	layer	was	characterized	by	Atomic	force	
microscopy	(AFM),	Scanning	electron	microscope	(SEM),	and	Quartz	
crystal	microbalance	(QCM).	A	single	titanium	oxide	layer	is	limited	in	
thickness	to	approx.	310	nm	as	micro	cracks	start	to	develop	for	thicker	
films	creating	an	undesirable	source	of	light	scattering.	Although	such	
layer	can	support	a	guided	mode,	a	substantial	portion	of	the	guided	
mode	 travels	 in	 the	 silica	 substrate,	 limiting	 the	 confinement	 in	 the	
porous	 core.	A	 thicker	 film	 is	 required	 to	better	 confine	 light	 in	 the	
vertical	 direction,	 which	 we	 achieved	 by	 deposition	 of	 two	 thinner	
consecutive	layers:	The	first	layer	was	treated	to	200	°C	for	two	hours	
and	the	additional	layer	was	spin-coated	on	top,	resulting	in	a	total	of	
440	nm	 thickness.	 The	 average	pore	 size	was	 calculated	 from	AFM	
(Cypher	S	AFM	from	oxford	instruments)	and	SEM	(Carl	Zeiss,	Merlin)	
images	as	shown	in	Fig.	1a	and	Fig.	1b,	respectively.	Both	methods	gave	
a	median	pore	diameter	of	approximately	10	nm.	Pore	size	and	porous	
volume	were	 additionally	 calculated	 from	water	 vapour	 adsorption	
isotherm	in	nitrogen	measured	with	a	QCM	(MicroVacuum	Ltd. QCM-I)	
(Fig.	 1c)	 [21],	 [22].	 For	 this	 purpose,	 films	 were	 deposited	 under	
identical	 conditions	 over	 a	 quartz	 crystal	 sensor	 and	 their	 weight	
variation	was	 tracked	upon	exposure	 to	nitrogen	 flow	of	 controlled	
humidity.	The		
	

	
Fig.	 1.	 High	 magnification	 SEM	 (a)	 and	 AFM	 (b)	 image	 of	 the	
mesoporous	titania	thin	film.	c)	Water	adsorption	isotherm	measured	
with	QCM.	d)	Pore	size	distribution	calculated	from	the	isotherm	in	(c).	

increase	in	weight	with	increasing	humidity	is	attributed	to	adsorption	
and	 capillary	 condensation	 of	 water	 in	 the	 porous	 layer	 (Fig	 1c).	
Capillary	condensation	leads	to	the	hysteresis	in	the	water	adsorption	
isotherm,	which	it	is	characteristic	of	a	mesoporous	structure.	Pore	size		
distribution	with	 a	median	 size	 of	 8	 nm	 in	 diameter	 (Fig.	 1d)	was	
calculated	from	the	isotherm	based	on	a	modified	kelvin	equation	[23].	

The	accessible	porous	volume	calculated	from	the	total	weight	of	the	
adsorbed	water	was	38%,	 in	agreement	with	similar	measurements	
done	by	ellipsometry	for	the	same	protocol	[24].	The	refractive	index	
can	 be	 estimated	 from	 the	 effective	medium	 approximation	 theory	
proposed	by	Bruggeman.	Bulk	 amorphous	 titanium	oxide	 refractive	
index	 and	 air	 refractive	 index	 can	be	used	 to	 calculate	 the	 effective	
medium	refractive	index	of	the	porous	material	if	its	porous	volume	is	
known.	The	refractive	index	of	the	amorphous	bulk	titanium	oxide	of	
n	=	 2.09	 at	 1520	 nm	 was	 considered.	 It	 was	 determined	 from	
ellipsometry	measurements	done	for	a	similar	layer	based	on	the	same	
synthesis	 protocol	 measured	 at	 630	 nm	 [24]	 and	 recalculated	 for	
1520	nm	by	accounting	for	titania	dispersion.	The	resulting	refractive	
index	of	the	porous	layers	was	found	equal	to	n	=	1.68.	
The	structural	dimensions	of	the	rib	waveguides	(rib	width,	w,	and	rib	
height,	s)	were	designed	using	Lumerical	MODE	software	to	guarantee	
single	 mode	 performance	 and	 minimum	 bending	 losses	 for	 TE	
polarization	(Fig.	2a).	The	optimum	waveguide	rib	width	was	found	to	
be	3	μm	for	both	layer	thicknesses.	70	nm	rib	height	was	chosen	for	the	
single	layer	(Fig.	2b)	and	100	nm	for	the	double	layer	to	simultaneously	
avoid	excessive	bending	losses	and	minimize	the	side	wall	scattering.	A	
single	 step	 standard	 UV-lithography	 process	 followed	 by	 ICP–RIE	
etching	(Oxford	Instruments,	Plasmalab	100)	with	CHF3/O2	gas	mixture	
were	used	to	pattern	the	waveguides.		AFM	and	SEM	(Fig.	2c)	show	a	
67.5	 and	 100	 nm	 step	 for	 the	 single-	 and	 double-layer	 designs,	
respectively,	and	the	width	of	3	μm	in	agreement	with	the	design.	The	
surface	roughness	measured	by	AFM	was	0.4	and	on	the	top	surface	of	
the	 rib	 and	 0.6	nm	 on	 the	 etched	 horizontal	 surfaces.	 Straight	
waveguides	and	spirals	with	a	total	length	of	1,	2,	and	3.15	cm	were	
patterned	on	a	chip	with	1	×	1	cm2	footprint	(Fig.	2d),	using	a	minimum	
variation	curve	for	the	spiral	pattern	to	minimize	transition	losses	[25].	
The	 guiding	 and	 sensing	 performance	 of	 the	 waveguides	 were	
characterized	in	an	end-fire	configuration	in	a	combined	imaging	and	

	
			

Fig.	 2.	 a)	 Schematics	 of	 the	 porous	 rib	 waveguide	 with	 the	 main	
geometrical	 features:	 h	 (layer	 thickness),	w	 (rib	width)	 and	 s	 (step	
height).	b)	Simulated	electric	field	distribution	in	the	cross	section	of	a	
single-layer	(SL)	and	double	 layer	(DL)	sample	for	1520	nm	and	TE	
polarization.	c)	SEM	image	of	the	cross	section	of	the	rib	waveguide	for	
a	single-layer	sample.	d)	Photograph	for	a	3.15	cm	long	rib	waveguide	
spiral.		

spectroscopy	setup	shown	in	Fig.	3a.	A	TE-polarized	PM-fiber-coupled	
diode	laser	(Exfo,	T100S-HP)	continuously	tunable	from	1500	to	1680	
nm	(5952–6666	cm-1)	was	used	as	the	light	source.	The	fiber	output	
from	 the	 laser	 was	 collimated	 using	 a	 parabolic	 mirror	 (Thorlabs,	
MPD00M9-P01)	and	was	subsequently	coupled	into	the	waveguides	



 

 

through	 an	 antireflection-coated	 aspheric	 lens	 (NA	=	0.5,	 Thorlabs,	
C240TMD-C).	 Another	 similar	 aspheric	 lens	was	 used	 to	 collect	 the	
transmitted	light,	which	was	then	spatially	cleaned	by	passing	through	
an	iris	and	finally	focused	on	a	Ge	photodiode	power	sensor	(Thorlabs,	
S132C).	 	 A	NIR	 camera	 (Raptor	Photonics,	Ninox	640)	was	used	 to	
image	the	waveguide	surface,	aid	the	in-coupling	to	the	waveguide,	and	
determine	 the	 propagation	 loss	 from	 the	 decay	 of	 the	 out-of-plane	
scattered	light.	For	the	310	nm	thick	single	layer	waveguide	design,	as	
measured	on	straight	waveguides,	the	propagation	loss	was	found	to	be	
2.2	dB/cm	at	1520	nm	while	 it	was	13	dB/cm	for	 the	440nm	thick	
double	layer	design	(Fig	3b).	For	the	single	layer	structure,	the	loss	is	
mainly	attributed	to	material	absorption	and	substrate	leakage	(Fig.	2b).	
Although	absorption	of	bulk	TiO2	is	10	times	lower	than	that	of	silicon	at	
1520	nm,	the	presence	of	–OH	or	adsorbed	water	in	the	porous	network	
increase	the	absorption	loss	[26][27].		This	issue	was	to	a	large	degree	
addressed	by	annealing	the	sample	before	the	measurements	at	275	°C;	
However,	more	permanent	solution	such	as	hydrophobic	postgrafting	
functionalization	is	required	for	practical	applications.	Higher	loss	in	the	
double	layer	structure	is	a	direct	consequence	of	a	larger	overlap	of	the	
optical	mode	with	 the	porous	 layer	 (Fig	2b)	and	a	visibly	 increased	
scattering	due	to	inhomogeneity	at	the	interface	between	the	two	layers.	
Losses	 due	 to	 lithography	 processing	 and	 pore	 dimensions	 are	
considered	 low	 as	 can	 be	 deduced	 from	negligible	 scattering	 in	 the	
single	layer	waveguides,	which	is	also	supported	by	the	low	roughness	
obtained	from	the	AFM	measurements.		
TDLAS-based	spectroscopic	measurements	with	a	probe	gas	of	known	
concentration	were	performed	to	prove	that	the	pore	structure	leads	to	
an	increase	in	the	interaction	between	the	optical	mode	confined	in	the	
waveguide	and	the	analyte	molecules.	The	interaction	strength	between	
the	optical	field	and	the	analyte	can	be	quantitatively	expressed	in	terms	
of	a	confinement	factor	given	as	
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where	𝛤% 	is	the	confinement	factor	in	the	layer	i,	𝑛!	is	the	group	index	of	
the	guided	mode,	𝑛"	is	the	refractive	index	of	the	layer	i,	e(x,	y)	is	the	
permittivity,	and	E(x,	y)	is	the	electric	field.	For	the	porous	waveguide	
structure,	the	analyte	is	able	to	interact	with	the	field	within	the	core	as	
well	as	with	the	evanescent	field	in	air	above	the	core,	and,	hence,	the	
total	 confinement	 factor,	𝛤&'&	can	be	written	as	𝛤&'& =	𝛤(')*	𝑉+ +
𝛤,%) ,	where	𝑉#	 is	 the	 accessible	porous	volume.	As	 the	 light	 travels	
through	the	waveguide	and	interacts	with	the	analyte,	the	transmitted	
intensity	is	governed	by	the	modified	form	of	the	Lambert–Beer’s	law	
which	 accounts	 for	 the	 confinement	 factor	 as	 given	 by	𝐼 =
𝐼$ exp[−𝛼𝛤%&%𝐿].	Here,	𝐼	is	the	transmitted	intensity	of	light,	𝐼$	is	the	
incident	 intensity	 of	 light,	 a	 is	 the	 absorption	 coefficient	 of	 the	
surrounding	environment,	and	L	is	the	total	interaction	length.	When	
the	 spectral	 characteristics	 of	 the	 transmitted	 light	 through	 the	
waveguide	are	compared	with	the	expected	theoretical	spectrum	for	the	
free	space	obtained	e.g.	from	the	HITRAN	database	[28],	the	information	
about	the	underlying	confinement	factor		𝛤&'&can	be	revealed.	
For	 the	 realization	 of	 the	 spectroscopy	 experiment	 and	 in	 order	 to	
provide	a	controlled	environment	 in	terms	of	gas	concentration	and	
pressure,	the	sensing	area	for	a	1	×	1	cm2	chip	was	enclosed	in	a	0.6	cm	
long	custom	gas	flow	cell	and	sealed	with	a	PDMS	ring	as	depicted	in	Fig.	
3a.	In	this	configuration,	the	active	length	of	the	waveguide	in	contact	
with	 the	 gas	 is	 by	 0.4	 cm	 shorter	 than	 the	 nominal	 length	 of	 the	
waveguide,	leaving	0.2	cm	on	each	side	of	the	cell	open	to	the	ambient	
for	 in-coupling	 and	 outcoupling	 purposes.	 Calibrated	 mixture	 of	
acetylene	 (10%	C2H2	 in	N2)	with	 its	n1	+ n3	 combination	absorption	
band	at	1510	–	1540	nm	was	chosen	as	the	analyte	and	supplied	to	the	
gas	cell	at	a	constant	flow	of	10	ml/min.		The	TDLAS	setup	was	then	

operated	between	6576	and	6581	cm–1	(1519.6	–	1520.6	nm)	to	scan	
across	a	strong	acetylene	absorption	peak	near	6578.6	cm–1	(1520	nm).	
The	 experimental	 transmission	 spectrum	 for	 a	 nominally	 2	cm	 long	
double	layered	spiral	waveguide	is	shown	in	Fig.	3c.	The	raw	spectrum	
was	first	corrected	for	the	background	and	then	fitted	with	the	reference	
spectrum	 from	 the	 HITRAN	 database	 to	 precisely	 quantify	 the	
amplitude	of	the	absorption	peak.	This	amplitude,	scaled	by	the	active	
waveguide	length	of	1.6	cm,	yields	the	concentration	of	the	analyte	seen	
by	the	waveguide,	which	resulted	in	a	value	of	2.6%.	Since	the	reference	
concentration	of	C2H2	is	10%,	this	means	that	26%	of	the	waveguide	
field	interacts	with	the	surrounding	gas	molecules.	This	is	in	excellent	
agreement	 with	 a	 theoretical	 value	 of	 𝛤%&%	=	24.7%	 obtained	 from	
simulations	for	the	same	waveguide	dimensions	and	the	pore	volume.	
In	an	identical	non-porous	waveguide	structure,	the	total	confinement	
factor	comes	only	from	the	contribution	of	the	evanescent	field	above	
the	waveguide	 surface,	which	was	 simulated	 to	 be	 3.5%.	 Thus,	 our	
result	indicates	a	9-fold	improvement	in	the	interaction	capability	of	the	
porous	waveguide	with	the	analyte	as	compared	to	a	non-porous	one.	
Similar	 TDLAS	 experiment	 performed	 for	 a	 single	 layer	 waveguide	
yielded	 the	 confinement	 factor	 of	 9%.,	 which	 agrees	 well	 with	 the	
simulated	𝛤%&%	=	10%	 and	 gives	 about	 3-fold	 improvement	 over	 an	
identical	non-porous	device.	
	

	
Fig.	 3.	 a)	 Schematics	 of	 combined	 spectroscopy	 and	 loss	
characterization	setup.		b)	Losses	for	a	single	layer	(2.2	dB/cm)	and	a	
double	layer	(13	dB/cm)	waveguide	measured	from	the	decay	of	out-
of-plane	scattering.	c)	Transmission	spectrum	for	acetylene	measured	
in	a	2	cm-long	double	layer	waveguide	with	a	HITRAN	fit	corresponding	
to	a	confinement	factor	of	26%.	

3. Conclusions 
In	this	work,	we	demonstrated	the	first	single-mode	sol-gel	mesoporous	
waveguide	 for	 gas	 sensing	 applications.	 The	 interconnected	 porous	
structure	 of	 the	waveguide	 facilitates	 rapid	 diffusion	 of	 analyte	 gas	
molecules	directly	into	the	waveguide	core,	thus	increasing	the	light-
matter	interaction	capability	of	the	waveguide	by	about	one	order	of	
magnitude	 as	 compared	 to	 analogous	 conventional	 thin	 film	
waveguides.	This	was	verified	through	TDLAS	detection	of	acetylene,	
where	the	experimental	air	confinement	factor	of	26%	was	found	to	be	
in	a	close	agreement	with	simulations	based	on	nominal	waveguide	
dimensions	 and	 the	 independently	measured	 pore	 volume	 of	 38%.	
Further,	our	transmission	measurements	confirmed	that	the	sub	10	nm	



 

 

pores	do	not	induce	substantial	scattering	at	1520	nm,	as	was	concluded	
from	 the	 low	 losses	 (2.2	 dB/cm)	 measured	 in	 the	 single	 layer	
waveguides.	Nevertheless,	notable	scattering	on	interfaces	in	multilayer	
devices	 as	well	 as	 absorption	 due	 to	 presence	 of	 –OH	 or	 adsorbed	
humidity	 inside	 the	porous	network	need	 to	be	 addressed	 to	make	
these	structures	fit	for	real-world	applications.	
We	believe	 that	our	demonstrated	mesoporous	waveguide	platform	
would	 complement	 and	 advance	 the	 outstanding	 performance	 of	
mesoporous	thin	films	typically	used	as	claddings	in	previous	reports.	
Taking	advantage	not	only	from	the	high	pore	volume	but	also	from	the	
large	surface	area	of	the	porous	network	(150-250	m2/g)	we	envision	
applications	 combining	 surface	 adsorption	 enrichment	 with	 Raman	
scattering	or	absorption	spectroscopy.	Proper	surface	functionalization	
will	suppress	unwanted	signal	from	residual	humidity,	and	incorporate	
specific	recognition	sites	to	increase	sensitivity	and	selectivity	towards	
targeted	analytes.	With	these	improvements,	we	expect	the	mesoporous	
waveguides	to	find	applications	in	industrial	gas	detection	and	defense,	
and	to	become	an	alternative	to	current	lab-on-a-chip	devices.	
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Abstract: Typical applications of integrated photonics in the mid-infrared (MIR) are different 
from near-infrared (telecom) range and, in many instances, they involve chemical sensing 
through MIR spectroscopy. Such applications necessitate tailored designs of optical 
waveguides. Both cross-sectional designs and processing methods of MIR waveguides have 
been a subject of extensive research, where material transparency and substrate leakage of 
guided modes have been the most common challenges. Both these challenges can be solved 
simultaneously with air-suspended waveguides. In this paper, tantalum pentoxide (Ta2O5, 
tantala) thin films deposited on silicon were tested for two different dry under-etching 
procedures, XeF2 and SF6 plasma, with both of them facilitating selective removal of silicon. 
We analyze the advantages and limitations of these two methods and optimize the processing 
for fabricating membranes with arbitrary length and cross-sectional aspect ratio over 300. The 
performance of these high-aspect-ratio membranes as a framework for single-mode waveguides 
is rigorously analyzed at 2566 nm wavelength. With tantala being transparent up to 10 µm 
wavelength, such waveguides are particularly well suited for gas sensing in MIR.  

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

1. Introduction 
Integrated mid-infrared (MIR) photonics holds promise for new applications outside of telecom 
such as chemical and biological sensing [1]. However, as a young area of study, it presents 
researchers with several challenges in the development of both active and passive components. 
Material transparency, being the major challenge, is limited by the onset of phonon absorption 
at longer wavelengths, requiring careful material selection. Optical materials have been recently 
reviewed showing multiple candidates for adoption in MIR such as chalcogenide glasses, 
semiconductors, or metal oxides [2–4]. However, besides the intrinsic absorption mechanisms, 
materials may often contain residuals which cause additional propagation loss. Particularly in 
amorphous materials, the most detrimental residuals are water [5–7] and hydroxyl groups in 
oxides [8], as well as N–H bonds in nitrides [9–11]. Fortunately, their content can be reduced 
by improving material packing density and by annealing. Material challenges in optical 
waveguides, mainly absorption, can also be solved by careful design. Optical waveguides can 
be engineered to minimize light confinement in a lossy material. It has been reported that the 
silicon-on-insulator (SOI) platform can be used beyond the silica transparency edge at ~3.6 µm 
with strong light confinement in a relatively thick silicon waveguide core [12]. Nevertheless, if 
the optical mode is nearly entirely confined in the solid core, the interaction with the 
surrounding environment is minimal and such waveguides are then ill-suited for applications 
in sensing.  

Another common obstacle at longer wavelengths is substrate leakage. Commercially 
available wafers, originally intended for telecom applications, exhibit bottom claddings too thin 



relative to the wavelength and light distribution in the MIR and fail to isolate the guided mode 
from the substrate. Suspending the waveguide in air can directly avoid this issue. Such an 
architecture allows for a maximum refractive index contrast, keeping the light further away 
from the substrate. In this context, much attention has been given to the SOI material platform, 
where silicon waveguides have been suspended via selective removal of SiO2 by HF 
etching [13–16]. Free-standing germanium waveguides have been made in a similar way from 
either germanium-on-insulator (GOI) [17] or Ge-on-SOI [18]. In an alternative approach, 
silicon has been removed directly from below the device layer, allowing the air cladding to be 
extended as much as needed in contrast to the limited oxide thickness. Diamond waveguides 
have been under-etched in SF6 plasma [19] while dry etch with XeF2 has been used to release 
SiO2 microdisks [20] and silicon waveguides on thin oxide membrane [21] for operation in the 
near-infrared (NIR) domain. Moreover, the MIR transparency range of silicon has been fully 
exploited by wafer bonding [22]: The air cladding has been first defined as trenches in a silicon 
wafer and a silicon device layer has been bonded over the wafer. Waveguides have been finally 
patterned onto the membranes, which resulted in an all-silicon structure. However, the full 
protocol is rather complex. 

In this paper, we report on processing tantalum pentoxide (Ta2O5, tantala) into 
air-suspended waveguides to tackle the challenges of core material absorption and substrate 
leakage. We chose a design of a free-standing membrane with a rib waveguide [13,17–
19,22,23] and optimized its dimensions for spectroscopic detection with TM-polarized light in 
the MIR. The optical field is strongly delocalized, which has the following consequences: The 
light–matter interaction in air is unprecedently strong and the field extends far from the 
waveguide core, requiring large air buffer between the waveguide and the substrate. In the 
present approach, the device layer rests directly on top of a silicon wafer which is then 
selectively, locally removed from below the waveguides and results in thick air cladding, which 
isolates the guided light from the substrate. For the purpose of the under-etching, we compare 
spontaneous etching with XeF2 gas and plasma etching with SF6 in terms of material selectivity, 
suitable masking materials, etch profile, and ease of processing. 

2. Design 
Air-suspended waveguides can effectively remove substrate leakage and, if sufficiently thin, 
they can increase the overlap of the guided light with the surrounding air cladding. Our 
waveguide (Fig. 1) is formed by a shallow rib in the tantala membrane. It was modeled with 
finite-difference eigenmode solver MODE (Lumerical) to determine appropriate dimensions 
for the TM-polarized light at 2566 nm. We identified four figures of merit that depend on the 
dimensions and thus allow finding the optimal design in terms of light–analyte interaction and 
propagation loss. First, it is the external confinement factor Γext [23–27], which quantifies the 
interaction strength outside the waveguide core. It depends mainly on the membrane thickness 
T and remains unaffected by the rib width W or etch depth E. Second, the lateral leakage, 
characteristic for TM modes in rib waveguides [28], shows minima dependent on the rib width 
W while the magnitude is driven by the etch depth E. Third, bending loss is a function of all 
dimensional parameters but mainly E. Fourth, and last, the waveguide needs to support a single 
mode at the selected polarization. While Γext is nearly the same for different TM modes in 
multimode devices, propagation loss due to the lateral leakage and bends varies. Intermodal 
interaction leads to increased noise, and in some cases completely hinders a correct 
interpretation of the transmission signal. 



 
Fig. 1. Schematics of the air-suspended tantala waveguide. The cross-sectional parameters include the as-deposited 

layer thickness T, rib width W, and etch depth E. The top view shows etching openings, which facilitate the 
under-etching. Wo × Lo are the openings dimensions and Da and Db are the lateral and longitudinal spacings. 
 
For tantala as the waveguide core material, Γext reaches maximum of 109 % around 400 nm 

device layer thickness T for the wavelength of 2566 nm (Fig. 2a). Fig. 2b indicates the positions 
of lateral loss minima for T = 400 nm and etch depth E = 50 nm. Fig. 2c shows the single-mode 
condition in the E–W parameter space where only a single mode is supported anywhere below 
the curve. Based on these calculations, we targeted the loss minimum around 4.7 µm rib width 
with 50 nm etch depth close to the single-mode threshold in order to maintain the bending loss 
below 0.1 dB per 90° for 1 mm radius of curvature. A higher etch depth decreases the bending 
loss further but also increases the maximum lateral leakage [29]. The model for T = 400 nm, 
E = 50 nm, and W = 4.7 µm also predicts a uniquely low end-fire in-coupling loss (Fig. 2d) 
with a minimum of 0.65 dB for a 4.2 µm beam diameter. 

The under-etching is done from the front side and therefore necessitates etching openings 
through the device layer. The openings must be positioned sufficiently far from the waveguide 
not to disturb the guided mode. We approximated the effect by placing perfectly matched layers 
(absorbing boundary conditions) on the sides of the simulation domain and varied the domain 
width. The effect should be negligible already around Da = 20 µm. The dimensions of the 
etching openings were determined experimentally as discussed later. 

 

 
Fig. 2. Waveguide model results for TM polarization and at 2566 nm wavelength for E = 50 nm, and nTa2O5 = 2.1. 

Layer thickness and rib width are T = 400 nm and W = 4.7 µm if not stated otherwise. a) Confinement factor Γ in air 
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(external, Γext) and in the core material (internal, Γint) as a function of layer thickness T. b) Propagation loss due to 
lateral leakage of the rib waveguide guided TM mode. c) Single-mode condition in the E–W parameter space. 

d) In-coupling loss between a free-space beam and the fundamental TM mode. Inset illustrates the overlap between 
the TM mode power (Pz) distribution and Gaussian beam focus of 8 µm diameter, where the ring indicates 1/e power 

level. 
 

3. Processing 
Tantala thin films can be prepared by various methods [30] such as physical vapor deposition 
(PVD) [6,7,31–34], chemical vapor deposition (CVD) [35], or from a solution [36–38], and it 
features high refractive index, typically around 2.1 in the NIR. The potential of tantala in 
integrated optics has been manifested by low-loss optical waveguides of 0.78 dB cm–1 at 
660 nm [37], and 0.65 dB cm–1 at 1600 nm [33], and its transparency ranges approximately 
from 0.5 to 10 µm. Above 10 µm wavelength, suboxides TaO and TaO2 together with Ta–O–
Ta stretching cause absorption [36]. However, the broad transparency window is often 
obscured by wide water and OH absorption bands, one being centered at 3 µm [6–8,36]. 

 
Fig. 3. Process flow for fabrication of suspended waveguides. Film deposition (1) is followed by consecutive 
patterning of waveguides (2) and etching openings (3). In the final step, the waveguide is under-etched (4). 

 
The process flow for fabricating the suspended waveguides is illustrated in Fig. 3. It begins 

with deposition of the tantala device layer (step 1) onto a standard <100> Si wafer. We prepared 
3 samples in this study as listed in Table 1 with the tantala films deposited by RF magnetron 
sputtering (A1, in-house), plasma-assisted e-beam evaporation (A2, purchased from Helia 
Photonics), and sol-gel (A3, in-house). 

Following the deposition, the patterning was performed in two steps to accommodate for 
the difference in the etch depths of the ribs and the etching openings: The ribs are relatively 
shallow, up to 50 nanometers, while the etching openings need to penetrate the whole device 
layer(s). Table 1 lists the target values of E and W. Sample A1 was patterned with a positive 
tone photoresist and UV photolithography (Süss MA-6, λ = 385 nm) in hard contact mode 
followed by Argon ion beam milling (IBM, Oxford Instruments Ionfab 300+). Further details 
on the fabrication of sample A1 have been reported in [23]. For the processing of samples A2 
and A3, we used mask-less lithography (Heidelberg Instruments MLA150, λ = 405 nm) 
followed by pattern transfer with inductively coupled plasma reactive ion etching (ICP–RIE, 
Plasmalab System 100 ICP–RIE 180). Plasma chemistries of CF4 [37], C4F8/O2 [32], 
CHF3/Ar [38] have been reported for tantala etching and we optimized CHF3/O2 chemistry with 
flow rates 48/2 sccm, 20 mTorr pressure, 100 W RF and 1000 W ICP powers. 

Table 1. Summary of processing methods and target dimensions for samples A1–A3. 

Sample Deposition 
method 

Target layer 
thickness T 

Shallow 
etching 

Target dimensions Under-etching 
method Rib width W Etch depth E 

A1 Magnetron 
sputtering 350 nm Ar IBM 4.5 µm 30 nm XeF2 gas 

A2 E-beam 
evaporation 400 nm CHF3/O2 

ICP-RIE 
4.9, 5.3, 
5.7 µm 50 nm SF6 plasma 

A3 Sol-gel 400 nm CHF3/O2 
ICP-RIE — — SF6 plasma 

Ta2O5

Si
4

3

21



 

3.1 Under-etching 

Two different methods of under-etching, namely XeF2 molecular gas etching and inductively 
coupled plasma with SF6, were tested and compared. Both gases primarily serve as sources of 
fluorine, which is highly reactive and forms volatile compounds with Si and many transition 
metals. Notably, XeF2 etches Si spontaneously while SF6 needs an external supply of energy to 
release fluorine radicals and ions. The etch rates with respect to the under-cut depth are 
functions of pressure [39–42] and aperture size [41–43] and they are nonlinear in time with 
respect to the under-cut depth [43]. 

XeF2 dry etching was applied for under-etching of sample A1. The compound has been 
studied since the late 1970s for Si etching [44] and the reaction equation reads [39,45] 

2XeF2 + Si
								
"# 2Xe+ SiF". 

Si is etched rapidly and selectively over some materials like SiO2, Si3N4, Al2O3, or 
photoresists [44,46,47], rendering them suitable as mask materials. To the best of our 
knowledge, XeF2–Ta2O5 interaction has not been studied before and therefore we tested the 
selectivity between the two materials. The instrument (Xactix) was operated in a pulsed mode 
with alternating etch steps, with XeF2/N2 mixture, and purge steps with N2. Both materials were 
exposed from the top and we varied the XeF2:N2 ratio and etch pulse duration in the experiment. 
Total pressure and delay between the pulses were kept constant. 

Samples A2 and A3 were under-etched in SF6 plasma in ICP–RIE. Unlike the XeF2 etcher, 
the ICP–RIE system operates continuously and SF6 flow rate, process pressure, and RF and 
ICP powers are all variable, and can be tuned for optimum etch rate. For isotropic etching, RF 
source is not used (0 W power). The reactions between liberated fluorine and silicon lead again 
to the formation of SiF4, but fluorine is released in the plasma by several dissociation steps 

𝑒 + SF#
								
"#SF#–%– + F
								
"#SF#–% + F–								
"#SF#–% + F + 𝑒

 

where x = 4–6 [48]. The selectivity towards other materials is similar to that of XeF2. 
Top passivation of tantala was mandatory in both processing methods because tantala does 

not withstand direct exposure to the etchants. Bottom passivation was also studied by 
depositing thin layers of more resistant dielectrics below tantala, and the requirements were 
found to differ for both methods. Besides passivation, optimization of the processes was done 
in terms of the total etching duration, etching openings dimensions (Wo × Lo), and pressures. 

4. Results 
Under-etching of tantala was conducted successfully with both XeF2 in sample A1 and SF6 
plasma in sample A2. Nevertheless, notable differences were observed in the processing 
methods and they are discussed in the following sections in detail. After the processing was 
optimized, we patterned the tantala films with rib waveguides in the final fabrication rounds. 

4.1 XeF2 

The Si:Ta2O5 selectivity was found to lie between 210 ± 40 with no clear dependence on the 
XeF2:N2 ratio or etch step duration. The large deviation is attributed to a low homogeneity of 
the etch rate over the etching chamber area. In addition, Fig. 4a demonstrates that tantala is 
removed rapidly also during under-etching. It is therefore unlikely that the recipe can be 
optimized for sufficient selectivity, and bottom passivation is required to make membranes with 
aspect ratio of 300 and more as required for the selected waveguide design. Fig. 4b shows a 
result with a 10 nm thick SiO2 passivation layer inserted between silicon and tantala, which 
was then protected over a lateral distance of a few micrometers. Although the etch rate ratio of 
silicon to SiO2 is reportedly high, ranging from less than 1000 [45] up to near 
infinity [44,46,49,50], it did not prove sufficient in our processing scenario. Possible causes are 



the quality of the oxide [51], and etching Si in proximity of SiO2 because the XeF2–Si reaction 
facilitates the release of fluorine radicals, which further attack SiO2 [52]. Moreover, exposure 
through small openings has been shown to deteriorate the selectivity [45]. On the other hand, 
passivation with 30 nm aluminum oxide (Al2O3, alumina) on top of a 30 nm buffer SiO2 layer 
for improved adhesion between alumina and silicon showed excellent performance with no 
observed degradation of the alumina film as captured in Fig. 4c. 

The progression of the under-etching strongly depends on the dimensions of the openings. 
Early experiments showed that openings of 3 × 3 µm2 (Fig. 4a,b) with Da being either 34 or 
24 µm and Db = 7 µm significantly limited the etch rate. The openings were therefore enlarged 
to 10 × 5 µm2 (Fig. 4c) and the spacings adjusted to Da = 24 µm and Db = 25 µm to enable 
complete under-etching. Final process conditions were set to 270 cycles of 5 s etch pulses with 
XeF2/N2 pressures of 3/2 Torr and 10 s purging with N2. The resulting profile of the 
under-etching appears perfectly isotropic as seen in the cross section in Fig. 6a, and the 
membrane appears homogenous in a top view as seen with an optical microscope in Fig. 7a. 

 

 
 

Fig. 4. Gradual inclusion of passivation layer in XeF2 under-etching of Ta2O5. The etching in these images was not 
completed and only a single row of etching openings is displayed. Cross section provides schematics corresponding 
to the top view images acquired with an optical microscope. a) The sample was etched with no bottom passivation 

while the top was protected by a photoresist (PR). b) 10 nm SiO2 passivation was used in the bottom. c) 30 nm 
Al2O3 passivation and 30 nm SiO2 adhesion layers were used to aid the processing. The top photoresist was removed. 

 

4.2 SF6 
The most critical parameter in the SF6 plasma isotropic etching through small openings is 

the process pressure, and 50 mTorr maintained a sufficient etch rate. Fig. 5 shows samples of 
an under-etching progression with varying longitudinal spacing Db and openings dimensions 
Wo ´ Lo after 30 min with 100 sccm SF6, 50 mTorr, 1500 W ICP power. The lateral spacing 
Da = 30 µm was fixed and followed from the numerical model. Based on this empirical test, we 
chose 15 × 7.5 µm2 openings and Db = 40 µm and extended the etching time to 60 min. The 
final recipe was 50 mTorr, 100 sccm SF6 flow, 1500 W and 0 W of ICP and RF power 
respectively. The substrate can heat up during the process and cause the photoresist used as a 
mask to burn. It is therefore imperative to perform the etching in shorter sequences to let the 
substrate cool down. In this study, 5 min periods of etching were interlaced with 3 min 
plasma-less N2 flow (50 sccm, 40 mTorr). 

This recipe was applied for processing of samples A2 and A3. Sample A2, which featured 
SiO2 adhesion layer and Al2O3 passivation layer, was successfully under-etched as shown in 
Figs. 6b and 7b. Sample A3, prepared with no backside passivation, also resisted the SF6 
plasma. However, high film stress resulted in cracking of the membrane and therefore the 
process was interrupted already after 10 min (Fig. 7c). 
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Fig. 5. Result of under-etching test in SF6 plasma after 30 min with lateral spacing 2 × Da = 60 µm between openings. 
a) Effect of different longitudinal spacings of the etching openings with dimensions 15 ´ 7.5 µm2 (Wo ´ Lo). 

b) Effect of different openings sizes with a constant longitudinal spacing Db = 40 µm. 
 
After completing the under-etching of sample A2, we observed residues on the membrane 

backside. These are likely leftovers of the etched materials, which were passivated against the 
etching by photoresist contamination in the plasma [41,53]. Stylus profiler (KLA Tencor, 2 µm 
diameter stylus) measurement revealed that they are about 400 nm high, and energy-dispersive 
X-ray spectroscopy (EDS) showed a high silicon content. It was possible to remove them with 
a low concentration (~1 %) tetramethyl ammonium hydroxide (TMAH) solution [19]. The 
TMAH also removed the passivation layers of SiO2 and Al2O3, leaving a single-layer free-
standing Ta2O5 membrane shown in Fig. 7b. 

4.3 Comparison of the etching methods 

Although both isotropic methods rely on producing volatile SiF4, there are significant 
differences. First, the two methods result in different profiles. XeF2 gave highly isotropic, 
hemispherical etch profiles as seen in Fig. 6a. Reactive species are allowed to distribute 
homogeneously within the forming cavity because the process is dominated by physisorption 
and dissociation at room temperature [46]. Meanwhile, SF6 plasma exhibited a lower degree of 
isotropicity. Such quasi-isotropic profile (Fig. 6b) has also been reported elsewhere [41]. It is 
likely a result of the etching being dominated by direct impact of fluorine radicals [43], where 
any site not in the line of sight of the radical is etched slower. This effect, named neutral 
shadowing [54], has a visible impact on etching through small openings. 

 

 

Fig. 6. Etch profiles: device layers under-etched in a) XeF2 and b) SF6 plasma. 
 
The passivation requirements in the two methods were also found to differ. Both methods 

were tested with and without bottom passivation and gave different under-etching selectivities, 

15 µm 50 µm20 µm 30 µm 40 µm 60 µm
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and the complete stack of layers used in the processing in all samples is listed in Table 2. This 
can be explained by the same mechanisms responsible for the dissimilar etch profiles. In XeF2, 
tantala cannot be under-etched directly and a bottom passivation with a more resistant material, 
ideally Al2O3, is necessary (Fig. 4). XeF2 molecules have enough time to diffuse to the tantala 
backside surface because silicon etching is limited by a physisorbed layer. In contrast, SF6 
plasma facilitates direct under-etching of tantala as evidenced by sample A3. Most of reactive 
species entering through an opening are immediately spent on the silicon etching and do not 
reach the device layer. Tantala is still slowly etched from the backside but this effect is not 
significant and does not impair for the required membrane aspect ratio. Al2O3 passivation can 
be again used if the tantala over-etching is not affordable. 

Table 2. Summary of the deposited layers and waveguide patterning on samples A1–A3. 

Sample Ta2O5 device 
layer thickness T 

Al2O3 passivation 
layer thickness 

SiO2 adhesion 
layer thickness 

Patterned 
waveguides 

A1 350 nm 30 nm 30 nm Yes 

A2 400 nm 20 nm 20 nm Yes 

A3 400 nm — — No 

 

 
Fig. 7. Optical microscope images of the fabricated membranes. a) Sample A1 under-etched in XeF2 with SiO2 and 

Al2O3 layer stack for passivation. b) Sample A2 under-etched in SF6 plasma after the TMAH treatment, which 
removed the SiO2/Al2O3 layer stack. The shallow etching, which defines the waveguides, only extends to the 

openings. c) Sample A3 also under-etched in SF6 plasma. The scale bar in (c) applies to all images. 
 
The top side of the device layer can be passivated with a photoresist in XeF2 processing. In 

SF6 plasma, the photoresist is etched, as discussed above, and it can burn due to accumulated 
heat. Either way can lead to exposing the device layer, which is highly detrimental. In addition, 
it has been hypothesized that the photoresist contaminates the plasma and the etched 
surfaces [41]. These issues could be circumvented by using a metal mask, which can be 
removed by liquid processing. 

4.4 Mechanical stability of thin-film membranes 

Thin films can develop compressive or tensile stress with respect to the substrate. If the stress 
magnitude is critical, bending or cracking of the membranes will occur. Deposition processes 
of samples A1 and A2 produced low-stress films, and their mechanical stability was further 
tested with a stylus profiler. The membranes were laterally scanned with the stylus with loads 
of 0.5, 1, and 2 mg without getting damaged. This shows that the mechanical stability is 
satisfactory for membranes with aspect ratio over 300. Contrarily, sample A3 could not be 
under-etched because cracks started developing in the layer soon after the processing initiated 
(Fig. 7c). This was likely caused by a high tensile stress in the layer, which is a consequence of 
the deposition from a solution. 

a) A1 b) A2 c) A3

50 µm



4.5 Waveguide patterning 

Profilometer measurements revealed that the rib shallow etch depth E was about 32 nm in 
sample A1, close to the targeted 30 nm. The Argon IBM results in partial redeposition of the 
material [55,56]. The deposits are visible on edges of the waveguides in the profilometer scan 
in Fig. 8. This can cause local inhomogeneities and thus contribute to propagation loss by 
scattering. The processing method was therefore changed to RIE in sample A2 where the etched 
material is chemically transformed into volatile compounds and discharged from the reactor. 
The shallow reactive etching with CHF3/O2 on sample A2 gave approximately 45–50 nm, again 
matching well to the intended 50 nm etch depth E. In this case, material redeposition was 
significantly suppressed (Fig. 8). 

 
Fig. 8. Stylus profiler scans of waveguides samples A1 (red curve) and A2 (black curve). A1 was patterned via Ar 

IBM and shows residues of redeposition on the waveguide edges. A2 was patterned via RIE and no redeposition was 
observed. The downward spike and different levels on left and right in the black curve are profiler measurement 

artefacts resulting from the plasticity of the membrane. See Data Files 1 and 2 for underlying data.  
 

5. Application: Suspended Nanophotonic Waveguides 
As discussed in detail in the Design section, the principal benefit of the fabricated suspended 
rib waveguides is their ability to accommodate a strongly vertically delocalized field. In this 
context, operating the waveguides in TM polarization is beneficial despite the limits of lateral 
leakage, facilitating remarkably high Γext [57] and thus strong light–matter interaction (Fig. 2a).  
Previously, we experimentally confirmed the high confinement factor of 107 ± 2 % in sample 
A1 [23]. Note that both A1 and A2 designs lead to a similar external confinement factor, while 
A1 exhibits less interaction with the core material (and, hence, potentially lower propagation 
loss due to absorption) at the cost of possibly lower mechanical stability. 

The waveguide pathlength L represents another mean of controlling the interaction with 
analyte as can be understood from a generalized Lambert–Beer law 

𝐼 = 𝐼&exp[– 𝛼𝛤𝐿] 
with α being the bulk absorption coefficient. The possible pathlength that can be achieved is 
principally limited by the propagation loss. This in turn comes from intrinsic material 
absorption, impurity and residual absorption, scattering, and lateral leakage. 

Propagation loss of waveguides on sample A1 were characterized from out-of-plane light 
scattering because the scattered signal was sufficient to quantify the decay. We retrieved loss 
of 6.8 dB cm–1 at 2566 nm. This figure was achieved after annealing the sample at 600 °C for 
3 h. Without annealing, the loss was approximately 12 dB cm–1. We therefore attribute the 
relatively high loss to residual water and OH absorption because 2566 nm wavelength coincides 
with a wing of the water absorption band at 3 µm [5]. Annealing is expected to remove water 
and improve condensation reactions of adjacent O–H groups [8]. 

Waveguides in sample A2 did not visibly scatter light and therefore the loss was measured 
via the cutback method with three different waveguide lengths. The lowest loss of 9.5 dB cm–1 
was achieved with 5.1 µm wide waveguides (see Table 3). The increase in loss for both 
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narrower and wider waveguides is most likely due to the lateral leakage. No annealing was 
performed with sample A2 and the relatively high loss can be a result of both absence of the 
annealing step and stronger light confinement in the core material. Nevertheless, the evaporated 
layers are expected to have a higher packing density than the sputtered layers, thus leaving less 
space for water. Lower losses are expected after annealing, which needs to be performed prior 
to membrane processing in order not to damage the membranes. 

The TM mode of the fabricated waveguides has several characteristics that remind of a free 
space beam. The field is strongly delocalized (see inset of Fig. 2d), leading to a low effective 
index of approximately 1.1 for a 400 nm device layer. Consequently, both the facet reflections 
and the coupling losses in an end-fire configuration are remarkably low. With our 
characterization setup and the coupling objective lens with NA = 0.56, we get the minimum 
coupling spot of 8–10 µm in diameter, which corresponds to a theoretical 1.8–2.8 dB 
in-coupling loss for a 4.7 µm wide waveguide (Fig. 2d). The influence of the rib width W 
between 4.9 and 5.7 µm on the coupling loss is negligible. The experimental coupling loss per 
facet values for the samples A1 and A2 are between 2.3 and 2.7 dB, which is in a good 
agreement with the theory. 

Table 3: Waveguide dimensions and loss measurement at 2566 nm. The dimensions were 
measured with a scanning electron microscope (Zeiss Zigma). See Data Files 3 and 4 for 

loss measurement underlying data. 

Sample 
Width [µm]  Loss  

Reference 
Nominal Measured  Propagation [dB cm–1] Coupling [dB]  

A1 4.5 4.8  6.8 2.3  Our group in [23] 

A2 4.9 4.6  12.1 2.3  This work 

A2 5.3 5.1  9.5 2.7  This work 

A2 5.7 5.5  14.1 –  This work 

 

6. Conclusion 
We demonstrated two dry-etch methods for the under-etching of tantala membranes for the 
purpose of fabricating air-suspended optical waveguides. There are significant differences in 
the etching results. With an Si to Ta2O5 selectivity of 210 ± 40, XeF2 does not allow direct 
processing of tantala and a bottom passivation layer with more resistant material (Al2O3) is 
necessary. In contrast, SF6 plasma facilitates direct under-etching of tantala with no need for 
passivation. However, the different selectivities during the under-etching result from etch rate 
limiting mechanisms rather than from difference in actual material selectivities: Reactive 
species are depleted faster in SF6 plasma than in XeF2, and probabilities to reach the tantala 
layer backside are therefore different. Photoresist was found to be a convenient top side 
passivation against XeF2 but not against SF6 plasma. This is due to photoresist etching in the 
plasma and residues on the membrane backside, which were linked to fluorocarbon 
contamination. A hard mask, such as chromium, would be more suitable. The relaxed 
requirements on the backside passivation in SF6 plasma makes the process appealing for use on 
other dielectrics such as TiO2, or Si3N4, while Al2O3 can be processed either way. The resulting 
etch profiles (Fig. 6) favor SF6 plasma processing, which leads to more pronounced separation 
between the device layer and the substrate. This is beneficial to preventing the delocalized 
guided light from leaking into the substrate. 

Stylus profiler loading and wet processing of the membranes further demonstrated that 
fabricated membranes with an aspect ratio of up to 400 are mechanically stable. However, thin 
films with high tensile stress such as films deposited from wet solutions cannot be directly 
processed into membranes because they start cracking in an early phase of the under-etching 



process. The films thus need to be prepared low-stress, while annealing can potentially alleviate 
compressive stress [34]. 

We further demonstrated that the processed membranes can be successfully utilized as a 
backbone for air-suspended rib waveguides. This waveguide design is very attractive for optical 
sensing applications, especially in the MIR molecular fingerprint region. Waveguiding was 
studied at 2566 nm, where, e.g., trace amounts of acetylene and HF gas can be detected. In the 
configuration with TM polarization, we demonstrated several advantages of this waveguide: i) 
Strong light–matter interaction of up to 109 % as compared to a free-space beam; ii) reduced 
requirements for material transparency due to weak light interaction with the waveguide core 
material, nominally 14 % for T = 400 nm and 9 % for T = 350 nm; and iii) low coupling loss 
in an end-fire configuration down to 2.3 dB per facet without any tapers. Nevertheless, 
minimum experimental propagation losses are still rather high, 6.8 dB cm–1, which likely 
comes from water and OH absorption in the tantala material. The material transparency needs 
to be improved to allow longer pathlengths and thus better interaction for sensitivity-critical 
applications such as trace gas spectroscopy. Future work will thus focus on reducing the 
material absorption and new cross-sectional designs suppressing the lateral leakage, while 
making use of the versatile SF6 plasma etching process. 

Apart from sensing, the membrane waveguides with extended evanescent field can be 
tailored for a variety of other applications such as chip-based microscopy where the evanescent 
field is used to excite biological samples on the waveguide surface at visible 
wavelengths [58,59]. Here, penetration depths of 100–200 nm provide an ideal optical cross-
section for high contrast images. The membrane processing is also applicable beyond 
nanophotonics. Thin membranes are found in various MEMS devices like thermal sensors [60], 
optical filters [61], or pressure sensors [62]. Similar processing has been used for wafer-scale 
preparation of transmission electron microscope specimens [63] and for constructing cages for 
DNA trapping [64].  
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A
Variation Theorem for Dielectric
Waveguides

Section 2.1.3 introduced how the light–matter interaction in optical waveguides is quantified.
The rigorous derivation of the expression for confinement factor is provided therein based on
(110; 34). It was also discussed that different approach appeared in (37), where the starting
point was a variation theorem for dielectric waveguides. The purpose of this appendix is to
show the origin of this theorem following (111).

The theorem follows directly from Maxwell equations for monochromatic fields [ref maxwell].
We outline the approach on equation (15). To obtain the variation theorem, we first take a
differential of [ref maxewell for E] and form a dot product with H∗

(∇ × XE) · H∗ = − 9X (l`)H · H∗ − 9l` (XH) · H∗. (A.1)

We can proceed with a small leap. H∗ in the last term gets substituted from [ref maxwell for
H], and the same steps need to be followed for [ref maxwell for H] to get a similar expression.
By subtracting the two resulting equations, that is A.1 and its analogue for H, and using the
vector product identity

∇ · (A × B) = B · (∇ × A) − A · (∇ × B), (A.2)

we get the variation theorem

∇ · (E∗ × XH + XE × H∗) = − 9 [X (ln) |E|2 + X (l`) |H|2] . (A.3)

This theorem relates variations of electric and magnetic fields to variations in l , n, and `, that
is to changes in material properties.
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Variations in the propagation constant V can be related to the variations in n, which in turn
reflects the material loss. Taking the solutions 2.18, the variations of E and H are

{XE, XH} = ({X Ẽ, XH̃} − 9IXV{Ẽ, H̃}) exp[− 9VI] . (A.4)

We insert these solutions into A.3 and obtain

∇⊥ · g − 9XV(I = − 9 [X (ln) |Ẽ|2 + X (l`) |H̃|2], (A.5)

where ∇⊥ is the transverse differential operator,

S = Ẽ × H̃∗ + Ẽ∗ × H̃ (A.6)

is the time-averaged Poynting vector, and

g = Ẽ∗ × XH̃ + X Ẽ × H̃∗ − 9XVIS. (A.7)

Finally, we integrate A.5 over the waveguide cross section. The integral over ∇⊥ · g vanishes;
A divergence theorem implies that the result is 0 for a guided mode (111). Therefore, we are
left with

XV

∬ ∞

−∞
(I3G3~ =

∬ ∞

−∞
[X (ln) |Ẽ|2 + X (l`) |H̃|2]3G3~ (A.8)

Adding a small imaginary part to the refractive index Δ=′′, which relates to a change in
permittivity as Δn = (− 92=′Δ=′′ + (Δ=′′)2), we obtain the corresponding variation in the
propagation constant

ΔV =
2l

∬ ∞
−∞ Δn |Ẽ|23G3~

Re{
∬ ∞
−∞(Ẽ × H̃) · eI3G3~}

. (A.9)

Equation A.9 is the variation theorem for dielectric waveguides and allows to obtain variations
in the propagation constant V from variations in the permittivity n.



B
Confinement Factor
Implementation for Lumerical

It was necessary to implement the confinement factor calculation manually in Lumerical.
The following script calculates the confinement factor for a selected mode. A filter matrix
needs be defined first, to select the area in which the calculate the confinement factor. This is
conveniently done based on a refractive index value.

##############################################################
# Thi s s c r i p t f i n d s the con f inement f a c t o r o f a mode .
#=============================================================

#=============================================================
# your input parameters
#=============================================================

# Enter r e f r a c t i v e index va lue o f the medium in which
# you want to c a l c u l a t e the con f inement f a c t o r ; e . g . 1 f o r a i r .
index_va l = 1;
# s e l e c t your mode
mode = "mode1 " ;

#=============================================================
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# c r e a t e a b inary mask to d e f i n e c . f . r e g i on
#=============================================================

# ge t the a c t ua l index data
index_x = rea l ( pinch ( getdata ( "FDE : : data : : mate r i a l " , " index_x " ) ) ) ;
eps_mat = index_x ∗ index_x ∗ eps0 ;
# r e t r i e v e the matr ix s i z e
x = pinch ( getdata ( "FDE : : data : : mate r i a l " , " x " ) ) ;
nx = length (x ) ;
y = pinch ( getdata ( "FDE : : data : : mate r i a l " , " y " ) ) ;
ny = length ( y ) ;
# de f i n e the mask matr ix
f i l t e r = matrix (nx , ny ) ;
# de f i n e the mask ; put va l u e s i n t o mask ma t r i c e s
r e l _ d i f = 0.01; # something l i k e an e r r o r f o r the r e f . index
index_val_mat = ones (nx , ny )∗ index_va l ;
f i l t e r (1 : nx , 1 : ny ) =

almostequal ( pinch ( index_x ) , index_val_mat , r e l _ d i f ) ;

# c l e a r unnec e s sa ry data
c l e a r ( index_x , nx , ny , r e l _ d i f , index_val_mat ) ;

#=============================================================
# c a l c u l a t e the con f inement f a c t o r
#=============================================================

# r e t r i e v e the f i e l d data o f a g i v en mode
Ex = pinch ( getdata ( "FDE : : data : : "+mode , " Ex " ) ) ;
Ey = pinch ( getdata ( "FDE : : data : : "+mode , " Ey " ) ) ;
Ez = pinch ( getdata ( "FDE : : data : : "+mode , " Ez " ) ) ;
Hx = pinch ( getdata ( "FDE : : data : : "+mode , "Hx" ) ) ;
Hy = pinch ( getdata ( "FDE : : data : : "+mode , "Hy" ) ) ;
# c a l c u l a t e Pz and |E| squared
Pz = (Ex∗ conj (Hy) − Ey∗ conj (Hx ) ) ;
# f a c t o r 0.5 i s important due to complex f i e l d s
Enorm2 = Ex∗ conj (Ex) + Ey∗ conj (Ey) + Ez∗ conj (Ez ) ;
Enorm = sq r t (Enorm2 ) ;
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# apply a mask to |E| squared
Pz_f = Pz∗ f i l t e r ;
Enorm2_f = Enorm2∗ f i l t e r ;
Enorm_f = Enorm∗ f i l t e r ;

# conf inement f a c t o r c a l c u l a t i o n and a c q u i s i t i o n
i n tP = in t e g r a t e ( r e a l ( Pz ) , [1 ,2] , x , y ) ;
i n t P _ f = in t e g r a t e ( r e a l ( Pz_f ) , [1 ,2] , x , y ) ;
in tE = in t e g r a t e ( r e a l (Enorm) , [1 ,2] , x , y ) ;
i n t E_ f = in t e g r a t e ( r e a l ( Enorm_f ) , [1 ,2] , x , y ) ;
intE2 = in t e g r a t e ( r e a l (Enorm2) , [1 ,2] , x , y ) ;
in tE2_ f = in t e g r a t e ( r e a l ( Enorm2_f ) , [1 ,2] , x , y ) ;
intepsE2 = in t e g r a t e ( r e a l ( eps_mat∗Enorm2) , [1 ,2] , x , y ) ;
in tepsE2_ f = in t e g r a t e ( r e a l ( eps_mat∗Enorm2_f ) , [1 ,2] , x , y ) ;

CF = c ∗ eps0 ∗ index_va l ∗ i n tE2_ f / in tP ;
P f rac = in t P_ f / in tP ;
E f rac = in tE_ f / in tE ;
E2frac = in tE2_ f / intE2 ;
epsE2frac = in tepsE2_ f / intepsE2 ;
ng = c ∗ in tepsE2 / in tP ;

# c l e a r unnec e s sa ry data
c l e a r ( index_val , x , y , Ex , Ey , Ez , Hx , Hy , Pz ,

Enorm2 , Enorm2_f , intP , i n t E_ f ) ;

?mode + "  confinement f a c t o r  i s  " + num2str (CF∗100) + "%" ;





C
Silicon Slot Waveguide Model
Slot waveguides have become popular for their strong field localisation in the low refractive
index slot as measured by the confinement factor. This localisation occurs when the light
polarisation is perpendicular to the slot as shown earlier in Fig. 2.5c. Slots can be horizontal,
which is convenient for devices with gain (37), and they need to be defined by deposition
methods (112). Vertical slots are patterned into an existing device layer, and they are suited
better for gas sensing because the slot is primarily filled with air. Indeed, slot waveguides have
been used for methane spectroscopy (82) and label-free sensing with a surface functionalisa-
tion (113; 80). A cavity based on an air-slot waveguide has been also employed for refractive
index sensing (81).

Silicon-on-sapphire platform (114), TiO2 (99), chalcogenide (115), and SOI (116; 49), have
all been used for slot waveguide fabrication, and some slot waveguides have been made
free-standing(117; 58). Moreover, a polymer filling in the slot has been used for making
temperature-insensitive ring resonators (116).

As a part if this work, slot waveguides were considered for CH4 detection around 3250 nm.
Fig. C.1 shows a waveguide schematics and a TE00 mode field distribution in the waveguide.
It was discussed in section 2.1.2 that the TM polarisation has no particularly useful properties
and hence the choice of the TE polarisation is straightforward. The waveguide can be used
with direct exposure to air or with polymer claddings on top. Polymers often allow the small
molecules of methane to diffuse in and increase the concentration due to lower mobility. They
can also serve as a matrix for specific cage-like molecules known as cryptophanes, which
further increase the concentration (118).
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a) b) c)Ex Hy

Figure C.1: Schematics of the studied slot waveguide (a), and distributions of the field components �G
(b) and �~ (c) at 3250 nm wavelength. The device layer was set to 500 nm thickness, slabs
were 500 nm wide and the slot was 100 nm.

The waveguide was modelled with FIMMWAVE and mainly the confinement factor and
propagation losses were studied. The refractive indices were set to 3.43 for silicon and 1.43 for
silica, while air and polymer refractive indices were 1 and 1.4 respectively. The device layer
thickness was fixed as 500 nm and silica cladding as 3µm,1 and slab/slot widths were variables.
Propagation loss components modelled in this study were the substrate leakage and a material
absorption in silica. The former was simulated by including a 50 nm thin layer of silicon below
the BOx, to account for the Si–SiO2 interface, and followed by a PML medium. The silica
absorption was modelled by assigning a 0.15 cm−1 absorption coefficient (119) (0.65 dB cm−1)
to the bottom cladding.

Results from the model are displayed in Fig. C.2. One of the requirements on waveguides
for absorption spectroscopy is to support only a single mode (see the attached Papers for a
discussion, particularly III). The SM condition is not shown explicitly, but the plots of the
effective index of the TE00 mode only show data for an SM waveguide. Wider slabs than
those shown were supporting a TE10 mode. The air-exposed waveguide exhibits an additional
cut-off for narrow slabs because the effective index drops below the SiO2 light line. Cladding
the top with a polymer evidently shifts the SM condition towards narrower waveguides.

The confinement factor in air or the polymer cladding Γ can reach relatively exceptional values.
Air-cladded waveguides show confinement factors over 80% for 500 nm and no more than
120 nm wide slots. Other configurations also yield high confinement factors, but this is where
propagation losses need to be considered, in particular the substrate leakage. Configurations
with the highest confinement factors are especially prone to a strong substrate leakage. This
can be mitigated by using a thicker silica cladding, which can, however, become costly due to
long oxidation times in SOI wafer production. Including the polymer on top can also decrease
the attenuation to affordable levels, say below 1 dB cm−1 as captured in Fig. C.2b.

Losses due to the silica absorption were discriminated by modelling the waveguide both with

1. These dimensions are relatively common and they are offered by the CORNERSTONE consortium in their
MPWs.
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Figure C.2: Results of the Si slot waveguide model in the SOI platform with a) air and polymer b)
top claddings. The graphs show the mode effective index, confinement factor Γ, and
propagation losses due to substrate leakage and silica absorption (0.65 dB cm−1).



118 appendix c sil icon slot waveguide model

and without loss assigned to silica and subtracting results for the two models. Compared
to the substrate leakage, the silica absorption is of little concern but it can be negatively
affected by a lower silica quality and a higher content of hydroxyl groups as discussed in Paper
III. Remarkably, Penades et al. (49) have measured a total propagation of 1.4(2) dB cm−1 at
3.8µm wavelength with an air-exposed slot waveguide in the same SOI platform considered
here.

Finally, the analysis captured in Fig. C.2 allows to select suitable dimensions. Nevertheless,
there are practical constraints in the fabrication, which is further a subject of chapter 4. Firstly,
the patterning requires lithography with high enough resolution, and for example standard
UV lithography does not facilitate the slot dimensions. Waveguides with 78 nm slots have been
fabricated with e-beam lithography (49) and deep UV lithography can yield slots down to
100 nm (113). Secondly, the etching process needs to be selective enough in order not to etch
in silica, and this requirement grows with aspect ratio of the device layer thickness to the slot
width.

This analysis was used for selecting dimensions for fabrication by the CORNERSTENO foundry,
and it was further followed by my colleague Henock Demessie Yallew (PhD candidate).



D
Python Script – Clothoidal Curves
for Adibatic Waveguide
Connections
This appendix provides a part of the script used to generate the adiabatic connections described
in section 3.2.2. Scripting was done in Python 3 and it uses object-based programming, which
allowed the code to remain relatively compact while the data manipulation is user-friendly.
Late versions of the masks were supported by a library of more than 700 hundreds lines.
Therefore, only less trivial parts are provided here. A general class is defined first and then
adopted in specific implementations of the MVC up to a third and fourth order in the curvature
^.

import numpy as np
from s c i py . i n t e g r a t e import quad
from s c i py . misc import de r i v a t i v e
from s c i py . opt imize import f s o l v e
from s c i py . opt imize import r idde r
from s c i py . i n t e r po l a t e import in terp1d
from numpy . l i n a l g import norm

## g l o ba l v a r i a b l e s
# o v e r a l l r o t a t i o n ang l e
ro t = 0
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connections

# o v e r a l l d e r i v a t i v e increment
# can be ov e r r i dd en e i t h e r g l o b a l l y or f o r a s p e c i f i c c a s e s
de l t a = 0.000001

# ro t a t i o n f u n c t i o n s ; good to have i t g l o ba l
def x_ro t ( x_prime , y_prime ) :

return x_prime ∗ np . cos ( ro t ) + y_prime ∗ np . s i n ( ro t )

def y_ro t ( x_prime , y_prime ) :
return − x_prime ∗ np . s i n ( ro t ) + y_prime ∗ np . cos ( ro t )

# c l a s s : base f u n c t i o n s f o r the g e n e r a l i z e d c l o t h o i d
c lass Genera l i zed_c lo tho id_base :

def __ i n i t _ _ ( s e l f , x0 , y0 , x1 , y1 , k1 , dk1 , th1 ,
th0=0, dx=de l t a ) :

# a t t r i b u t e the v a r i a b l e s to the c l a s s
( s e l f . x0 , s e l f . y0 , s e l f . x1 , s e l f . y1 ) = (x0 , y0 , x1 , y1 )
( s e l f . k1 , s e l f . dk1 , s e l f . th1 ) = (k1 , dk1 , th1 )

# c r e a t e new a t t r i b u t e s o f the c l a s s
s e l f . th0 = th0
s e l f . a1 = 0
s e l f . a2 = 0
s e l f . a3 = 0
s e l f . a4 = 0
s e l f . s1 = 0

s e l f . dx = dx

# update and o v e r r i d e a3
def f_a3 ( s e l f ) :

s e l f . a3 = ( 12 ∗ ( s e l f . th1 − s e l f . th0 ) / s e l f . s1∗∗4
− 8 ∗ s e l f . k1 / s e l f . s1∗∗3
+ 2 ∗ s e l f . dk1 / s e l f . s1∗∗2
− (12/5.0) ∗ s e l f . a4 ∗ s e l f . s1
)

# update and o v e r r i d e th0
def f_ th0 ( s e l f ) :
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s e l f . th0 = ( s e l f . th1
− (2/3.0) ∗ s e l f . k1 ∗ s e l f . s1
+ (1/6.0) ∗ s e l f . dk1 ∗ s e l f . s1∗∗2
− (1/12.0) ∗ s e l f . a3 ∗ s e l f . s1∗∗4
− (1/5.0) ∗ s e l f . a4 ∗ s e l f . s1∗∗5
)

# update and o v e r r i d e a2 and a1
def update_parameters ( s e l f ) :

s e l f . a2 = (− s e l f . k1 / s e l f . s1∗∗2
+ s e l f . dk1 / s e l f . s1
− 2 ∗ s e l f . a3 ∗ s e l f . s1
− 3 ∗ s e l f . a4 ∗ s e l f . s1∗∗2
)

s e l f . a1 = ( s e l f . dk1
− 2 ∗ s e l f . a2 ∗ s e l f . s1
− 3 ∗ s e l f . a3 ∗ s e l f . s1∗∗2
− 4 ∗ s e l f . a4 ∗ s e l f . s1∗∗3
)

# de f i n e the i n t e g rand s f o r x and y , they are damn long
def x_integrand ( s e l f , s ) :

in tegrand = np . cos ( s e l f . th0
+ (1/2.0) ∗ s e l f . a1 ∗ s ∗∗2
+ (1/3.0) ∗ s e l f . a2 ∗ s ∗∗3
+ (1/4.0) ∗ s e l f . a3 ∗ s ∗∗4
+ (1/5.0) ∗ s e l f . a4 ∗ s ∗∗5
)

return in tegrand

def y_integrand ( s e l f , s ) :
in tegrand = np . s i n ( s e l f . th0

+ (1/2.0) ∗ s e l f . a1 ∗ s ∗∗2
+ (1/3.0) ∗ s e l f . a2 ∗ s ∗∗3
+ (1/4.0) ∗ s e l f . a3 ∗ s ∗∗4
+ (1/5.0) ∗ s e l f . a4 ∗ s ∗∗5
)

return in tegrand
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# c a l c u l a t e x and y f o r g i v en parameters and bound . c o nd i t i o n s
# fun c t i o n ’ quad ’ does not take arrays , i t e r a t e manually
def f_x ( s e l f , s ) :

f_x , e r r_x = quad( s e l f . x_integrand , 0 , s )
return s e l f . x0 + f_x

def x_prime ( s e l f , s ) :
i f np . ndim( s ) == 0:

x = s e l f . f_x ( s )
else :

x = []
for t in s :

x . append( s e l f . f_x ( t ))
return np . asa r ray (x )

def f_y ( s e l f , s ) :
f_y , e r r_y = quad( s e l f . y_integrand , 0 , s )
return s e l f . y0 + f_y

def y_prime ( s e l f , s ) :
i f np . ndim( s ) == 0:

y = s e l f . f_y ( s )
else :

y = []
for t in s :

y . append( s e l f . f_y ( t ))
return np . asa r ray ( y )

# x , y c o o r d i na t e s ( r o t a t e d )
def x ( s e l f , s ) :

return x_ro t ( s e l f . x_prime ( s ) , s e l f . y_prime ( s ))

def y ( s e l f , s ) :
return y_ro t ( s e l f . x_prime ( s ) , s e l f . y_prime ( s ))

# the tangent ang l e
def tg_angle ( s e l f , s ) :

arg = s e l f . y_ integrand ( s ) / s e l f . x_ integrand ( s )
return np . arc tan ( arg )
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# curva ture , c l o t h o i d
def kappa ( s e l f , s ) :

k = ( s e l f . a1 ∗ s
+ s e l f . a2 ∗ s ∗∗2
+ s e l f . a3 ∗ s ∗∗3
+ s e l f . a4 ∗ s ∗∗4
)

return k

# curva tu r e d e r i v a t i v e , c l o t h o i d
def d_kappa ( s e l f , s ) :

dk = ( s e l f . a1
+ 2 ∗ s e l f . a2 ∗ s
+ 3 ∗ s e l f . a3 ∗ s ∗∗2
+ 4 ∗ s e l f . a4 ∗ s ∗∗3
)

return dk

# c l a s s : c l o t h o i d with a polynom o f 3rd order
# mainly f o r i npu t s / ou tpu t s
c lass Clothoid_order3 ( Genera l i zed_c lo tho id_base ) :

# __ i n i t _ _ () i n h e r i t e d wi thout changes

# equa t i on s f o r (x , y ) with the boundary c o nd i t i o n s (x1 , y1 )
def eq_xy ( s e l f , args ) :

s e l f . a3 = args [0]
s e l f . s1 = args [1]
s e l f . f_ th0 ()
s e l f . update_parameters ()
eq_x = s e l f . x ( s e l f . s1 ) − s e l f . x1
eq_y = s e l f . y ( s e l f . s1 ) − s e l f . y1
return ( eq_x , eq_y )

# t r y to s o l v e the equa t i on s
def so lve_eq_xy ( s e l f , a3_est , s1_es t ) :

f s o l v e ( s e l f . eq_xy ,
[ a3_est , s1_es t ]
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)

# c l a s s : c l o t h o i d with a polynom o f 4 th order
# mainly f o r i npu t s / ou tpu t s
c lass Clothoid_order4 ( Genera l i zed_c lo tho id_base ) :

# __ i n i t _ _ () i n h e r i t e d wi thout changes

# equa t i on s f o r (x , y ) with the boundary c ond i t i o n (x1 , y1 )
def eq_xy ( s e l f , args ) :

s e l f . a4 = args [0]
s e l f . s1 = args [1]
s e l f . f_a3 ()
s e l f . update_parameters ()
eq_x = s e l f . x ( s e l f . s1 ) − s e l f . x1
eq_y = s e l f . y ( s e l f . s1 ) − s e l f . y1
return ( eq_x , eq_y )

# t r y to s o l v e the equa t i on s
def so lve_eq_xy ( s e l f , a4_est , s1_es t ) :

f s o l v e ( s e l f . eq_xy ,
[ a4_est , s1_es t ]
)



E
Python Script – Offset Paths and
Etching Openings

This appendix provides a scripting functions from the library introduced in the previous
Appendix. Discussed in section 3.2.3, these functions allows to define offset paths and etching
openings, but they are not limited to this application.

import numpy as np
from s c i py . i n t e g r a t e import quad
from s c i py . misc import de r i v a t i v e
from s c i py . opt imize import f s o l v e
from s c i py . opt imize import r idde r
from s c i py . i n t e r po l a t e import in terp1d
from numpy . l i n a l g import norm

## g l o ba l v a r i a b l e s
# o v e r a l l r o t a t i o n ang l e
ro t = 0
# o v e r a l l d e r i v a t i v e increment
# can be ov e r r i dd en e i t h e r g l o b a l l y or f o r a s p e c i f i c c a s e s
de l t a = 0.000001

# ro t a t i o n f u n c t i o n s ; good to have i t g l o ba l
def x_ro t ( x_prime , y_prime ) :
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return x_prime ∗ np . cos ( ro t ) + y_prime ∗ np . s i n ( ro t )

def y_ro t ( x_prime , y_prime ) :
return − x_prime ∗ np . s i n ( ro t ) + y_prime ∗ np . cos ( ro t )

# fun c t i o n : c l on e a r b i t r a r y curve
# " sep " i s a d i s t a n c e from the o r i g i n a l curve to the c l on e
# in the normal d i r e c t i o n
def c lone (x , y , s , sep , dx=de l t a ) :

# c r e a t e s p l i n e s
f_x = interp1d ( s , x , kind= ’ cubic ’ , f i l l _ v a l u e= ’ ex t r apo l a t e ’ )
f_y = interp1d ( s , y , kind= ’ cubic ’ , f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

sep = sep /1000.0 # conv e r t um in t o mm

# path tangent ang l e
dx = de r i v a t i v e ( f_x , s , dx=dx)
dy = de r i v a t i v e ( f_y , s , dx=dx)
th = np . arc tan (dy / dx)
for i in range (0 , np . s i z e ( th ) ) :

i f dx[ i ] < 0 .0 :
th [ i ] += np . p i

e l i f dx[ i ] == 0.0 and dy[ i ] < 0 .0 :
th [ i ] = np . arc tan(−np . i n f )

e l i f dx[ i ] == 0.0 and dy[ i ] > 0 .0 :
th [ i ] = np . arc tan (np . i n f )

# path normal ang l e
th += np . p i / 2.0

# ge t s i d e l i n e
x_o f f = f_x ( s ) + sep ∗ np . cos ( th )
y_o f f = f_y ( s ) + sep ∗ np . s i n ( th )

# r e s c a l e path v e c t o r
s _ o f f _ t o t a l = length ( x_of f , y _o f f )
s _ t o t a l = length (x , y )
s _ o f f = s ∗ s _ o f f _ t o t a l / s _ t o t a l
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return x_of f , y_of f , s _ o f f

# fun c t i o n : measure a r b i t r a r y curve l eng th
# prov i d e r ea sonab l e d i s c r e t i s a t i o n
def l ength (x , y ) :

s = 0.0

for i in range (1 , np . s i z e (x ) ) :
arg_x = (x[ i ] − x[ i−1]) ∗∗ 2
arg_y = (y [ i ] − y [ i−1]) ∗∗ 2
s += np . s q r t ( arg_x + arg_y )

return s

def l eng th_p lus (x , y ) :
s _ t o t a l = 0.0
s =[0.0]

for i in range (1 , np . s i z e (x ) ) :
arg_x = (x[ i ] − x[ i−1]) ∗∗ 2
arg_y = (y [ i ] − y [ i−1]) ∗∗ 2
s _ t o t a l += np . s q r t ( arg_x + arg_y )
s . append( s _ t o t a l )

return s _ t o t a l , np . asar ray ( s )

# c l a s s : h o l e s
c lass holes :

def __ i n i t _ _ ( s e l f , x , y , s , h2h , h2w, dx=de l t a ) :
s e l f . s = s

s e l f . x = interp1d ( s e l f . s , x , kind= ’ cubic ’ , f i l l _ v a l u e= ’ ex t r apo l a t e ’ )
s e l f . y = interp1d ( s e l f . s , y , kind= ’ cubic ’ , f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

# en t e r t h e s e two va l u e s in um; i t w i l l g e t c onv e r t e d to mm here
s e l f . h2h = h2h / 1000.0
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s e l f . h2w = h2w / 1000.0

s e l f . dx = dx

# path tangent ang l e
def tg_angle ( s e l f , s ) :

dx = de r i v a t i v e ( s e l f . x , s , dx = s e l f . dx )
dy = de r i v a t i v e ( s e l f . y , s , dx = s e l f . dx )
th = np . arc tan (dy / dx)

for i in range (0 , np . s i z e ( th ) ) :
i f dx[ i ] < 0 .0 :

th [ i ] += np . p i
e l i f dx[ i ] == 0.0 and dy[ i ] < 0 .0 :

th [ i ] = np . arc tan(−np . i n f )
e l i f dx[ i ] == 0.0 and dy[ i ] > 0 .0 :

th [ i ] = np . arc tan (np . i n f )

return th

# de f i n e s i d e l i n e s ; p o i n t s
def o r i g i n _ l e f t ( s e l f , s , sep ) :

# normal ang l e
s e l f . l t h = s e l f . tg_angle ( s ) + np . p i / 2.0

s e l f . l x = s e l f . x ( s ) + sep ∗ np . cos ( s e l f . l t h )
s e l f . l y = s e l f . y ( s ) + sep ∗ np . s i n ( s e l f . l t h )

def o r i g i n _ r i g h t ( s e l f , s , sep ) :
# normal ang l e
s e l f . r th = s e l f . tg_angle ( s ) − np . p i / 2.0

s e l f . rx = s e l f . x ( s ) + sep ∗ np . cos ( s e l f . r th )
s e l f . ry = s e l f . y ( s ) + sep ∗ np . s i n ( s e l f . r th )

# de f i n e s i d e l i n e s ; i n t e r p o l a t e the p r e v i o u s l y ob ta ined po i n t s
def f _ l e f t ( s e l f , s ) :

s e l f . f _ l x = interp1d ( s , s e l f . lx ,
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kind= ’ cubic ’ ,
f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

s e l f . f _ l y = interp1d ( s , s e l f . ly ,
kind= ’ cubic ’ ,
f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

s e l f . f _ l t h = interp1d ( s , s e l f . l th ,
kind= ’ cubic ’ ,
f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

def f _ r i g h t ( s e l f , s ) :
s e l f . f _ r x = interp1d ( s , s e l f . rx ,

kind= ’ cubic ’ ,
f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

s e l f . f _ r y = interp1d ( s , s e l f . ry ,
kind= ’ cubic ’ ,
f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

s e l f . f _ r t h = interp1d ( s , s e l f . r th ,
kind= ’ cubic ’ ,
f i l l _ v a l u e= ’ ex t r apo l a t e ’ )

# th e s e f u n c t i o n s are meant to be used in c on jun c t i on
# with the i n t e r p o l a t e d cu r v e s j u s t above t h i s ; thus they DEPEND
def depend_le f t ( s e l f , s ) :

s e l f . l x = s e l f . f _ l x ( s )
s e l f . l y = s e l f . f _ l y ( s )
s e l f . l t h = s e l f . f _ l t h ( s )

def depend_right ( s e l f , s ) :
s e l f . rx = s e l f . f _ r x ( s )
s e l f . ry = s e l f . f _ r y ( s )
s e l f . r th = s e l f . f _ r t h ( s )

# c r e a t e a v e c t o r o f ho l e p o s i t i o n s in terms o f path s
def hole_pos ( s e l f , s _ t o t a l ) :

s _vec to r = []
s_count = 0.0

while s_count < s _ t o t a l :
s _vec to r . append( s_count )
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s_count += s e l f . h2h

return np . asa r ray ( s_vec to r )

# d r i l l the ho l e s ; d e f i n e t h e i r p o s i t i o n s in terms o f (x , y )
def d r i l l ( s e l f , Mode= ’ Cent ra l ’ , n_points=3000):

i f Mode == ’ Cent ra l ’ :
# read the t o t a l curve l eng th
s _ t o t a l = np . abs ( s e l f . s [−1] − s e l f . s [0])
#pr i n t ( s _ t o t a l )

# f i r s t , f i n d p o s i t i o n s along waveguide
# second , de t e rmine the ho l e p o s i t i o n s on l e f t and r i g h t
po s i t i on = s e l f . hole_pos ( s _ t o t a l ) − np . abs ( s e l f . s [0])
s e l f . o r i g i n _ l e f t ( pos i t i on , s e l f . h2w)
s e l f . o r i g i n _ r i g h t ( pos i t i on , s e l f . h2w)

e l i f Mode == ’ Side ’ :
#N = np . l i n s p a c e (0 .0 , 1 .0 , np . s i z e ( s e l f . s ) )

# c r e a t e a new s v e c t o r ; should be qu i t e f i n e l y spaced
s = np . l i n spa ce ( s e l f . s [0] , s e l f . s [−1] , n_points )

# f i r s t , p o i n t s on s i d e to be i n t e r p o l a t e d
# second , measure l eng th and a cqu i r e
# p o s i t i o n s along l i n e s o f h o l e s
# th i rd , i n t e r p o l a t e
# fo r th , g e t p o s i t i o n s o f h o l e s on t h e i r l i n e s
# f i f t h , g e t h o l e s ’ c o o r d i na t e s
s e l f . o r i g i n _ l e f t ( s , s e l f . h2w)
l s _ t o t a l , l s = length_p lus ( s e l f . lx , s e l f . l y )
s e l f . f _ l e f t ( l s )
lp = s e l f . hole_pos ( l s _ t o t a l )
s e l f . depend_le f t ( lp )

# rep ea t f o r the r i g h t s i d e o f waveguide
s e l f . o r i g i n _ r i g h t ( s , s e l f . h2w)
r s _ t o t a l , r s = length_p lus ( s e l f . rx , s e l f . ry )
s e l f . f _ r i g h t ( r s )
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rp = s e l f . hole_pos ( r s _ t o t a l )
s e l f . depend_right ( rp )
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