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Introduction

This thesis presents an approach to phonological computation and representation which
combines the tenets of substance-free phonology, a framework which implies that phono-
logical representation and computation are entirely agnostic of the physical realization of
phonological units, with an explicit computational approach based on Optimality Theory.
In order to explore the specifics of this framework, I undertake an extended comparison of
the phonologies of two varieties of Brythonic Celtic.

The thesis explores a rather strong version of feature-based contrastivism, an approach
that rests on three important assumptions. First, it takes very seriously the idea that fea-
tures rather than segments or inventories are the first-class citizens of phonological compu-
tation. Second, it includes the Contrastivist Hypothesis, which states that the phonological
grammar of a given language operates precisely on the set of features that are allowed to
implement lexical contrast. Third, the present approach embraces explicit modularity and fo-
cuses very firmly on the division of labour between the different components of grammar in
accounting for the sound pattern of a given language. In order to elaborate this approach,
I explore a minimalist framework, where phonological computation, as far as possible, does
not involve elements of the grammar which are not warranted independently.

In order to demonstrate the merits of the substance-free approach, I engage with the task
of accounting for cross-linguistic variation. While such variation has been a cornerstone of
much recent work in theoretical phonology, here I take issue with several assumptions that
are widespread in recent literature on the subject. In particular, I disagree strongly with the
assumption that variation is solely produced by the phonological computation, with no con-
tribution from representation. Instead, I advocate a model where input inventories built ac-
cording to well-defined representational principles are filtered through the computational
system to produce the attested inventories and patterns. Embracing this framework leads
us to a rethink of the traditional rdle of factorial typology and the notion of ‘restrictiveness’
that has been so prominent within work on Optimality Theory.
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INTRODUCTION

The present thesis contributes to an explicit theory of cross-linguistic variation in sub-
stance-free phonology by exploring the sound patterns of two closely related languages,
namely the Welsh dialect of Pembrokeshire and the Breton dialect of Bothoa, both belong-
ing to the Brythonic subgroup of the Celtic group of languages. In the chapters that follow
I provide a comprehensive analysis of the phonology of these two languages which brings
out the true similarities and differences in their systems.

As is to be expected, the phonological grammars of the languages demonstrate import-
ant differences. However, I also show that closer attention to phonological representation
brings out some aspects of cross-linguistic variation that cannot be due to the computation
alone, and which must be explained by other factors. This includes both the assignment of
phonological features and consequent shape of phonological classes and, more importantly,
the mapping between phonology and phonetics. Specifically, I show that segments which
are ‘pronounced the same’ in the two languages can have very different phonological rep-
resentation, which is not a very new insight. More importantly, I show that segments which
differ phonetically in ways that have been claimed to correspond to different phonological
representation in fact have very similar phonological structure and behaviour: among other
proposals, I advocate a revision of the set of assumptions known as ‘laryngeal realism’ which
breaks the link between the phonetic realization of laryngeal contrasts and their phonolo-
gical structure.

These results have the very important implication that phonetics does not determine
phonological representation, which, in turn, means that any study of cross-linguistic vari-
ation cannot prima facie rely on the assumption that we can reliably extract phonological
patterns from transcribed data. Instead, cross-linguistic comparison must rely on in-depth
phonological analyses of the relevant languages. In this thesis I emphasize the following
analytic techniques to achieve this goal:

« Explicit modularity. Phonology is a separate module of grammar, with non-trivial interfaces
to other distinct modules such as morphosyntax and phonetics. Phonology operates with
its own set of primitives and computational operations, which are not available to the
other modules and have to be translated in a non-trivial manner at the interfaces;

« A practical consequence of this principle for the analyst is what I call the presumption of
guilt. In a theory where language-particular manipulation of sound patterns (broadly un-
derstood) can happen at several points in the derivation, the fact that some phenomenon
can be understood as, say, an alternation, does not automatically mean that it falls into
the purview of phonological theory. On the contrary, it has to satisfy several well-defined
criteria to be classified as a phonological process or a matter of the phonetics-phonology
interface, or assigned some other function;

* Categoricity. 1 subscribe to the view that the phonological component deals in categorical
operations on discrete elements. However, I reject the assumption that categoricity defines
what phonology is: categorical behaviour can be produced as an epiphenomenon of non-
phonological operations.
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On the computational side, this thesis uses Optimality Theory, as it has a number of well-
documented advantages. However, the representational proposals made in the thesis can
hopefully be useful independently of one’s computational model. Moreover, the rejection
of substance-based (and other straightforwardly ‘functional’) factors in favour of a simpler
computational system making generous use of constraint schemata means that the predic-
tions made here may not be immediately comparable to the more specific predictions of a
more orthodox OT analysis. More generally, I suggest that the predictions of the theory of
phonological computation, i. e. the restrictions that it puts on the set of possible languages,
are of an architectural nature: the theory of phonology can predict the type of operations
on phonological symbols that should be (im)possible, but it is entirely agnostic with respect
to the substantive effects of these operations.

One particular consequence of this approach is the rejection of substantive factors in
the formulation of OT constraints. For instance, in this thesis I make liberal use of a con-
straint schema that requires certain phonological structures to be accompanied by other
structures in the surface representation. Such constraints are far from unknown in the lit-
erature; however, their status is quite ambiguous. They are often rejected under the guise of
‘positive markedness constraints’; if they are admitted to the constraint set Con, this is usu-
ally done mostly to express certain (functionally grounded) asymmetries between ‘strong’
and ‘weak’ positions. Since such considerations are irrelevant in substance-free phonology,
[ freely admit such augmentation constraints, and argue that their undesirable properties
in terms of factorial typology (as traditionally understood) do not outweigh their analytic
advantages.

A second major computational point concerns the interactions between phonology and
morphology and associated problems such as opacity. In this thesis I use a stratal model of
Optimality Theory, which inherits many of the assumptions of rule-based Lexical Phonology,
in particular the distinction between three levels of phonological computation (stem-level,
word-level, and postlexical). I argue that this approach has a number of important advant-
ages over competing approaches (such as lexically indexed constraints, cophonologies, or
serial OT formalisms) both with regard to the data at hand and in architectural terms, espe-
cially where modularity is concerned. While the present thesis certainly cannot resolve this
important issue, it is to be hoped that it will add to the growing body of evidence brought to
bear on this debate.

The thesis is organized as follows. In chapter 11 lay out the conceptual underpinnings
of substance-free phonology, which, in the present framework, rests on the assumption of
a modular architecture of grammar and consequent autonomy of phonology. Chapter 2 dis-
cusses the representational framework used in this thesis. Specifically, I present a version
of the Parallel Structures Model of feature geometry and show how it can be reconciled with
approaches based on a contrastive hierarchy of distinctive features. In chapter 3 Ilay out im-
portant computational concerns, in particular aspects related to computational complexity.
Lalso present technical discussion of some constraints that will be important for the analyses
and the basics of the stratal approach. Finally, in chapter 4 I discuss three notions that have
commonly been taken to be very important to defining ‘what phonology is”: categoricity,
the réle of contrast, and the nature of phonological markedness.
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INTRODUCTION

Part II contains the body of the dissertation, i. e. the two empirical studies which build
on the theoretical foundation. Chapter 5 presents a brief overview of the Brythonic Celtic
languages and some relevant literature. The phonology of Pembrokeshire Welsh is the sub-
ject of chapter 6, while chapter 7 contains a description and analysis of the Breton dialect
of Bothoa. Some discussion of the repercussions of these analyses and of alternative ap-
proaches to some of the data is found in chapter 8. Chapter 9 concludes and provides some
avenues for further enquiry.
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CHAPTER

Conceptual foundations of
substance-free phonology

In this chapter I discuss the basic assumptions underlying the framework presented in this
thesis. In section 1.11give a brief overview of the modular approach to grammar that motiv-
ates the conceptual foundation of the theory. Section 1.2 focuses on the issue of autonomy,
containing a review of the key arguments for the autonomy of phonological representa-
tion from substantive realization and for the autonomy of phonological computation from
functionally motivated phonetic facts. In section 1.3 I sketch a ‘rich’ model of the inter-
face between phonetics and phonology, rejecting a more deterministic framework relying
on transduction. The typological implications of substance-free phonology are the subject
of section 1.4, where I argue that overgeneration is not as fatal a flaw as often assumed, in
particular because functionally determined typological tendencies lie outside the purview
of the theory of grammar. Section 1.5 is a brief summary.

1.1 The modular enterprise

At the heart of the present approach is a view of phonology as an autonomous grammatical
module. In other words, the framework is predicated on the assumption that phonology ex-
ists as a separate component of grammar, crucially possessing domain-specific representa-
tional and computation systems that are, in principle, independent of the representational
and computational systems operating in areas such as (say) morphosyntax and phonetics.
Under this conception of phonology, it is substance-free almost by definition: according to
the classic modular approach (Fodor 1983), the definition of a module includes characterist-
ics such as information encapsulation and domain specificity. If phonology is a module, then the
alphabet of phonological symbols and the types of operations on these symbols are ontolo-
gically independent of considerations such as ease of perception and production.

The substance-free approach takes this idea of autonomy and modularity seriously, rest-
ing on the assumption that phonology does operate independently of external considera-
tions and could, in principle, allow for the existence of certain systems that are highly im-
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1.1. The modular enterprise

plausible when the externalities are taken into account. This assumption comes into conflict
with a major result of phonological research from the last century, which is that a very large
part of sound patterns attested in human language can be explained as a consequence of
pressures exerted by these extraphonological factors. In the substance-free approach, this
remarkable fit between functional pressures and attested patterns has to be explained in
ontogenetic terms, i. e. as the result of the fact that the patterns of attestation in synchronic
systems are to a large extent shaped by the history of these systems. This is because language
change is strongly affected by the biases acting upon the ‘language acquisition device’, which
may include both linguistic factors, i. e. Hauser, Chomsky, and Fitch’s (2002) ‘faculty of lan-
guage in the narrow sense’, and extralinguistic biases, such as those due to human anatomy
or the general characteristics of the human auditory system (e. g. Ohala 1981).

This approach stands in contradistinction to other trends in phonological research, which
have tried to integrate the phonological system with the external biases, either by shifting
much of the explanatory burden traditionally associated with the phonological module to
more explicitly functional components such as language change (Blevins 2005, 2006) or by
including external biases into the phonology (e. g. Hayes, Steriade, and Kirchner 2004). An-
other respect in which the substance-free approach goes against many recent trends is the
freedom with which typologically implausible grammars are said to be allowed by the phon-
ological grammar, albeit excluded due to factors such as diachronic filtering: contrast the
approach, widespread in work on Optimality Theory, which presupposes that unattested (or
‘implausible’) patterns should be excluded by some feature of the grammar (normally the
constraint set Con is argued to be set up in a way that ensures all undesirable sets of map-
pings are harmonically bounded).

In this thesis I defend an approach that takes the modularity of phonology quite seri-
ously, similarly to recent work by authors such as Reiss (2007); Scheer (2010); Bermtdez-
Otero (2012). Specifically, I suggest that phonology is defined as a module that effects categor-
ical computation over phonological features, which are units of lexical contrast. In this respect,
I follow the main tenet of the Contrastivist Hypothesis as it was expressed in structuralist
phonology (e. g. Trubetzkoy 1939; Martinet 1955; Hjelmslev 1975) and recently revived in the
‘Toronto School’ approach to contrastive specification (e. g. Dresher, Piggott, and Rice 1994;
Dresher 2003, 2009; D. C. Hall 2007). However, I recognize features rather than phonemes as
true primitives. Before we turn to a discussion of the issue of contrast, the modular approach
per se deserves more consideration.

Fodor (1983) proposes the following set of characteristics of modules of the human mind
(although note that not all of these define modularity, cf. Coltheart 1999):

Domain-specificity

Mandatory operation

Limited central accessibility

Fast processing

Informational encapsulation

‘Shallow’ outputs

Fixed neural architecture

Characteristic and specific breakdown patterns

PN



1. CONCEPTUAL FOUNDATIONS OF SUBSTANCE-FREE PHONOLOGY

9. Characteristic ontogenetic pace and sequencing

For various reasons, I will not have much to say about mandatory operation, fast pro-
cessing, neural architecture, breakdown patterns, or ontogenetic aspects of phonology, al-
though all of these would appear plausibly applicable to this domain. The other properties
do deserve some comment (for an overview of issues around the concept of modularity, cf.
Robbins 2010).

1.1.1 Domain-specificity

The modular property of most relevance to the present work is domain-specificity, i. e. the
requirement that the computation in the module be concerned with objects that are not
encountered in other modules — in our case, phonological features and sub- and supraseg-
mental organizing nodes. This requirement immediately disqualifies two types of approaches
current in the literature, especially in the OT framework. A domain-specific phonology can-
not operate on non-phonological objects, such as formant values (e. g. Flemming 2002) or
morphological indices (e. g. Pater 2000, 2009) — although it can operate on phonological ob-
jects that are the result of interface translation (see section 1.3.2 below).

Since phonological objects cannot be phonetic, there is no logical requirement for fea-
tures to be defined in phonetic terms, although such definitions do help explain the cross-
linguistically frequent near-isomorphism between features as they emerge from phonolo-
gical analysis (‘natural classes’, although cf. Mielke 2007 for a critical discussion of this no-
tion) and certain phonetic properties. It can of course be stipulated that, say, the feature
[+high] be defined to correspond to a high concentration of energy in the region of about
200-400 Hz, or to a high position of the tongue body, but logically such statements are not
necessary.

Insufficient domain-specificity is at the heart of Foley’s (1977) attack on early generative
phonology as ‘transformational phonetics’. Foley (1977) defends the idea of an autonomous
phonology, and views the entanglement between the description and analysis of alterna-
tions and the description of the phonetic realization of distinctive units as a category mis-
take. Instead, he proposes that phonology operates on units defined in entirely non-phon-
etic terms, specifically using a scale of ‘strength’, with these units being converted to more
familiar phonetic entities at a later, non-phonological stage of the computation. Although
one need not agree with Foley’s (1977) proposal to put the concept of ‘strength’ at the centre
of phonology,' the main insight is sound: if phonology is to exist as a module, it has to have
an independently defined alphabet of symbols on which the computation operates.

A similar concern underlies the approach to phonological architecture espoused by Reiss
(2007); Hale, Kissock, and Reiss (2007); Hale and Reiss (2008). They argue that any descrip-
tion of the phonological module of the language faculty should include a description of the
phonological alphabet, which they suggest to be sensitive to the presence of certain percept-
ible cues (such as formant values or transitions, periodicity, durational properties etc.) but
insensitive to others (e. g. the use of real-world objects such as bananas to perform commu-
nicative acts). Although these authors use this premise to reach conclusions that are very

!For a historical review of the concept, see Honeybone (2008).



1.1. The modular enterprise

different from the approach proposed in this thesis, they are surely correct that any phon-
ological analysis must include a description of a universe of discourse which is specific to
phonology and in principle independent of extraphonological considerations (cf. also Blaho
2008; Samuels 2011).

To conclude, a truly modular approach to phonology must recognize that phonology only
operates on phonological entities, and that these entities are in principle defined without
reference to phonetics, morphology, and other grammatical domains. A similar considera-
tion applies with respect to the computation, as I discuss in the next section.

1.1.2 Encapsulation and inaccessibility

The properties of encapsulation and inaccessibility refer to the flow of information between
modules. Encapsulation is a property of systems that cannot access information stored in
other modules: they can only refer to information contained in the input to the module and
to module-internal information. Thus, for instance, a phonological module that is encapsu-
lated with respect to, say, syntax, should not be able to access syntax-internal facts about
linguistic objects, i. e. (at the very least) facts that are obscured in the output of syntax (e. g.
whether a feature value has been obtained by a syntactic object during the computation or
came associated with the item in the lexicon). Similarly, phonology-internal information is
not necessarily accessible to other modules, as evidenced by the frequently-cited principle of
‘phonology-free syntax’ (Zwicky 1969; Zwicky and Pullum 1986; Miller, Pullum, and Zwicky
1997), which essentially states that syntax is encapsulated with respect to phonology.

It must be noted that encapsulation has been claimed to not be an indispensable prop-
erty of modules, in that a module can be encapsulated with respect to some modules but
not to others (cf. Prinz 2006). Thus, it appears reasonably clear that the speech perception
module is encapsulated with respect to, say, conscious beliefs (i. e. it is not possible to make
a conscious decision to perceive a [t] as a [w]). On the other hand, speech perception can be
influenced by input from modules other than hearing, as in the case of sign languages or of
the McGurk effect (McGurk and MacDonald 1976), although this could simply be a sign that
the perception mechanism is multimodal in nature and not restricted to the aural mode of
transmission (Robbins 2010).

The upshot of this discussion is that a modular phonology should be expected to operate
without reference to information available in other modules, which, importantly, includes
phonetics. This means that phonological processes cannot be motivated solely by reference
to substantive considerations that do not belong in the phonology proper. A modular ap-
proach to phonology is thus incompatible with approaches that seek the proximate causes
of phonological behaviour in extraphonological domains, such as ease of perception: for in-
stance, it should not be possible to say that ‘non-peripheral vowels tend to be disallowed
in non-prominent positions [a statement about a phonological phenomenon] because they
are more difficult to perceive than peripheral vowels [a statement about the perceptual sys-
tem]’ — although it is not at all implausible that such factors will play a réle in the synchronic
system by shaping them over time: they can be ultimate causes, but not proximate ones. This
implication is treated in more detail in the next section.



1. CONCEPTUAL FOUNDATIONS OF SUBSTANCE-FREE PHONOLOGY

1.2 No phonetics in (modular) phonology

The most important theoretical foundation of the present thesis is the assumption of the
autonomy of phonology. In the modular approach, phonology must possess its own alphabet
(i. e. phonological representation) and its own computation (here formalized in terms of Op-
timality Theory), which are in principle independent of considerations related to substance.
There are two aspects of the substance-free principle:

« Substance-free representations: the elements of the phonological alphabet are organized
without any reference to their physical realization;

« Substance-free computation: phonological computation makes no reference to factors
that are not expressible in phonological terms.

In this section I provide an overview of these two aspects.

1.2.1 The autonomy of representations

At a very basic level, the autonomy of representation means that the phonological alpha-
bet is entirely abstract, with no reference whatsoever to phonetics. The physical realization
of phonological units is not the concern of the phonology, but rather a matter of the inter-
face (see below section 1.3 for more discussion). The purpose of phonology is to match input
strings provided by the lexical items to output strings which can be interpreted by the inter-
face (in production mode) and perform the opposite operation (match output strings after
interpretation by the interface to input strings); cf. Keating (1988b); Morén (2007). There
is no logical requirement for these strings to be formulated in a language that makes any
reference to non-phonological entities, and, in fact, given the constitutive rdle of domain-
specificity for the definition of modules, we do not expect any such reference. Indeed some
authors (e. g. Burton-Roberts 2000) have pointed out that phonology appears to deal with
substance, even though a priori it should not, if it is part of specifically linguistic competence,
and consequently argued for the exclusion of phonology from the ‘core’ linguistic compon-
ent (cf. also Samuels 2011). Here, I agree with the latter but not the former premise: phono-
logy is linguistic, but it does not deal with substance.

Thus, in a modular architecture of grammar, it is incumbent on the proponent of a more
phonetically oriented approach to representations to show that phonology operates on sym-
bols defined in phonetic terms. Traditionally (i. e. since at least Jakobson, Fant, and Halle
1951), the argument made to this effect is essentially typological (inductive) rather than
principled (deductive); I consider it in more detail below in section 1.4. In this section I
briefly present some considerations that might lead us to reject the universality of the phon-
ology-phonetics mapping as a working principle.

1.2.1.1 Cross-linguistic phonetic variation

The broad diversity in the phonetic realization of what appear to be ‘the same’ phonological
representations (which, in practice, usually means that the two segments are transcribed
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using the same IPA symbol) is by now an established fact (Ladefoged 1984). The variation
ranges from cases such as ‘[r]’, which covers an extreme diversity of sounds cross-linguistic-
ally, to less systematic differences, such as the relatively large degree of fronting allowed by
for [u] in Scottish Gaelic (Ladefoged et al. 1998) or the differences in the degree of variation
permitted in the realization of [i] in languages with small vowel inventories, from relatively
large as predicted by dispersion theorists (e. g. Liljencrants and Lindblom 1972; Flemming
2002) to quite small, as found in Amis by Maddieson and Wright (1995).

The question at stake here is whether this variation is a phonological fact. It appears
reasonable that this variation is not a purely mechanic matter that stands outside cognit-
ive control: it should be reflected in our model of the human mind and the human capacity
for language. However, whether these facts should be phonological is another question alto-
gether.

A common assumption is that phonology covers all non-trivial (i. e. non-mechanical) as-
pects of human behaviour in the domain of speech sounds (and gestures): for one discussion
in these terms, see Hammarberg (1976), but also Pierrehumbert, Beckman, and Ladd (2000);
Pierrehumbert (2002). However, I would suggest that defining phonology (or indeed any
component of the human linguistic competence) in terms of the behaviour it is ‘responsible’
for is a category error, at least if we accept the generative enterprise. Phonology is com-
putation over phonological symbols; whether other components of grammar also happen
to produce cognitively controlled phenomena that look similar to phonological ones is not
a concern in the phonology. In this sense, even if these language-specific phonetic realiz-
ations are not purely mechanical (Keating 1990a; Pierrehumbert 1990; Kingston and Diehl
1994; Hale, Kissock, and Reiss 2007), it is perfectly plausible to locate them outside the phon-
ology.

Hale, Kissock, and Reiss (2007); Hale and Reiss (2008) express a similar insight by intro-
ducing a distinction between ‘variation’ (cross-linguistic differences expressed in terms of
phonological symbols) and ‘microvariation’ (differences introduced ‘either by the transduc-
tion process, individual physical properties, or external physical events’ (p. 650)), although
as discussed below in section 1.3.1 their approach to transduction leaves phonology with a
much wider remit than proposed in the present thesis.

Expanding the phonology to account for all cognitively controlled aspects of human be-
haviour related to sounds has a number of undesirable consequences. Most importantly,
it loses sight of the essential difference in kind between symbolic manipulation of lexically
contrastive elements (which by necessity differ from language to language) and language-
specific phonetic interpretation of these symbols. This thesis can be taken as an extensive
argument for the validity of the view which recognizes the existence of a sharp divide, since
it shows that this modular approach achieves better descriptive and empirical adequacy (for
specific discussion that takes into account concrete proposals with respect to Welsh and Bre-
ton, see below section 8.1). For other discussions of the advantages of a modular approach,
cf. also van Oostendorp (2007a); Bermddez-Otero (2007a, 2012).
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1.2.1.2 Emergent features

Substance-free phonology is also able to incorporate recent results related to the emer-
gence of phonological features. The standard position in generative phonology (Chomsky
and Halle 1968, but also Jakobson, Fant, and Halle 1951) is that there is a small universal set
of features and that all segments are specified, at least on the surface, for all of these features.
Weaker versions of this thesis, which allow some underspecification whether in underlying
or surface form (e. g. Kiparsky 1985, 1995; Steriade 1987, 1995; Archangeli 1988; Archangeli
and Pulleyblank 1994; Hale, Kissock, and Reiss 2007; Hale and Reiss 2008), still tend to assume
a small, universal set of features that languages can pick and choose from. The arguments
in favour of this position have tended to be either typological (the same types of contrast
seem to recur in many languages) or based on learning (having a hard-wired universal set
of features makes phonological acquisition much easier).

However, both of these types of arguments have come under attack.? On the acquisition
side, numerous studies have shown that the formation of phonological categories does not
require the presence of a priori features, but can be result of iterated learning procedures
(Boersma 1998; Boersma, Escudero, and Hayes 2003; Boersma and Hamann 2008; Escudero
and Boersma 2003; de Boer 2000, 2001; Oudeyer 2005). On the empirical side, Mielke (2007)
presents ample evidence that the segment classes predicted by some sets of universal fea-
tures commonly encountered in the literature are not a very good fit for the segment classes
that are active in the phonology of human languages.

1.2.1.2.1 An aside on Mielke (2007) It must be noted that although I agree with the
general thrust of Mielke’s (2007) critique of innate, substance-based phonological features,
there are several problems with his method. Specifically, he relies on a methodology that in-
volves a broad comparison of rather superficial facts, and does not require in-depth analysis
of individual languages.

The basic method used by Mielke (2007) is to identify phonologically active classes, i. e.
sets of segments that participate in certain alternations as targets or triggers, and see how
they line up with the classes predicted to exist by various featural theories. It turns out
(p. 118) that of the 6,077 classes in his database, 1,498 (24.65%) cannot be characterized by
any of the three feature theories he uses for comparison, and the best one (that of Chomsky
and Halle 1968) is only able to cover 4,313 classes (70.97%). Mielke (2007) identifies several
types of uncharacterizable segment sets:

« Some classes appear to be genuinely ‘crazy’, e.g. Evenki /v s g/ as the targets of nasal
assimilation. These constitute important evidence for emergent features: as Mielke (2007,
§6.1) discusses, innate feature theory puts a strict limit on how arbitrary a phonological
class can be, essentially predicting the non-existence of ‘crazy classes’;

« Another type is phonetically natural classes that happen to be impossible to capture due to
the specifics of the particular feature theories Mielke (2007) uses for comparison; the ex-

2See Mielke (2007); Samuels (2011) for discussion of the issue of whether the arguments presented in the
literature are in fact good arguments for universal, innate features.
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istence of these clearly cannot be used as an argument against innate and/or substantially
defined features, but only as an argument against these feature theories;

* ‘Generalization in two directions’, or ‘L-shaped’ classes, which appear to involve a dia-
chronic process where a phonologically active class comprises two subclasses which are
similar to a certain ‘core’ class in different respects, without necessarily being highly sim-
ilar to each other. For instance, in Navajo the set of segments that are labialized before [0]
includes [tkk’ x y],i. e. all voiceless stops irrespective of place (generalization of the [voice-
less stop] aspect of [k]) and dorsals irrespective of manner (generalization of the [dorsal]
aspect of [k]).> The crucial point is that this pattern cannot be described by a simple con-
junction of features that does not cover other segments: it is quite difficult to express the
Navajo generalization by a relatively traditional featural class, because such a class clearly
has to allow both coronals (to account for [t]) and, say, voiceless fricatives (to account for
[x]) but then some provision has to be made for voiceless coronal fricatives such as [s] and

[4], which are excluded.

The last point exemplifies at least two problems with Mielke’s (2007) approach. First, he
excludes the segments [k¥ x* y*] from the class, but it is not obvious that they do not undergo
labialization in a vacuous manner. This illustrates the difficulty of identifying whether a set
of segments ‘participates’ in an alternation without considering the analysis in detail. From
a computational perspective, a segment that undergoes some change in its representation is
clearly part of the class defined by that change, even if that change is phonetically vacuous.
It is not entirely obvious how such cases could be identified using Mielke’s (2007) methods.

Secondly, as Mielke (2007) concedes, the problem of the L-shaped classes can be solved in
(some versions of) Optimality Theory (Flemming 2005), since it allows multiple constraints
to block the appearance of certain segments or the application of certain processes to pro-
duce the desired effect: in this case, constraints against the labialization of coronal fricatives
could be created by constraint conjunction.* Similarly, ‘class subtraction’ (i. e. a situation
when a only a non-characterizable subset of a predicted featural class is phonologically act-
ive, but adding some other featural class to this subset results in a characterizable class) is
trivial to achieve in OT by ranking the markedness constraints against the co-occurrence of
relevant features high enough.

Mielke’s (2007) answer to these concerns is essentially typological: ‘If factorial typology
is taken seriously, then classes which are defined with fewer interacting constraints are ex-
pected to be more common, and this in turn depends on the feature set which is used to

*Note that [g] is exempt but [y] is not. This is not necessarily a problem if we analyse stops and fricatives
as using different sets of laryngeal features, as argued by K. Rice (1994).

“Note, however, that the architecture of OT requires that the class in this case should be formed by the
non-undergoing segments, because the constraint must have something to refer to in order to be active; in
other words, the undergoing segments are not those that contain an active feature, but rather those that fail
to resist the process. This is not a problem in framework with binary features, because the existence of a
constraint against any value of a feature presupposes the existence of that feature, but in a privative approach
this requires that, say, in Navaho, it is the coronal fricatives that bear some features for markedness constraints
to react to. Again, this is a difficulty for Mielke’s (2007) approach which relies on broad comparison, because
it makes the precise identification of natural classes more difficult.
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formulate the constraints.” (p. 166). Mielke (2007) suggests that this prediction may not
be borne out by his data, which, for him, casts doubt on the adequacy of the OT approach.
However, this prediction holds only if the number of interacting constraints is the sole factor
influencing the number of attested surface grammars, which, in turn, implies that the rank-
ing of these interacting constraints is entirely random. In section 1.4 I will argue that such
arguments are of extremely limited relevance to the nature of human phonological compet-
ence.

1.2.1.2.2 The need for emergent features and the nature of the evidence The objec-
tions given in the previous paragraph are not meant to invalidate Mielke’s (2007) convin-
cing argument against innate, substance-based features. My concern is not so much with
the conclusion as with the methodology. As Mielke (2007) recognizes, the ‘phonologically
active classes’ gleaned from a list of alternations are important as a source of evidence for
the nature of phonological computation, but they are not the evidence. In any theory that
relies on emergent features, the evidence should come from a detailed consideration of the
pattern found in any given language, including an explicit statement of the division of la-
bour (i. e. which processes are phonological and which are not), an explicit set of the features
required for that language, and a detailed analysis of the phonological evidence with a view
to discovering the featural specifications of each particular segment. Only such analysis can
show whether a given ‘phonological class’ is in fact defined in terms of a certain feature or
feature set in the language or whether it is an epiphenomenon resulting from the interaction
of several unrelated patterns.

The aim of this thesis is to contribute to just such a study. The method chosen here
owes a lot to microcomparison, i. e. the comparative analysis of a certain phenomenon in
a group of closely related varieties. The advantage of microcomparison is that closely re-
lated systems are often quite similar due to their common origin, decreasing the possibility
of random factors disturbing the differences between the subsystems of interest. For our
purposes, however, microcomparison has the disadvantage of concentrating a narrow set of
phenomena, whereas an adequate analysis of phonological patterns, as understood in this
thesis, requires a holistic approach to the system.

For this reason, in this thesis [ present an overall analysis of the phonological systems
of two closely related languages, namely Pembrokeshire Welsh and Bothoa Breton, in or-
der to explicate the sources of cross-linguistic variation. Unlike the microcomparison ap-
proach, I do not concentrate on a single phenomenon (say, ‘vowel reduction’); however,
the close relationship between the two languages makes the overall make-up of the system
quite comparable, putting the similarities and differences between the two into greater re-
lief. I will defend the position that cross-linguistic variation is due not only to the computa-
tion (implemented as differences among languages in terms of constraint ranking) but also
to representations, which are language-specific, and thus by necessity (at least conceptu-
ally) substance-free, in line with Morén (2006, 2007); Uffmann (2007); Blaho (2008); Youssef
(2010b) and in contrast to the standard OT position that only constraint ranking is import-
ant for cross-linguistic variation (see especially Uffmann 2007 for discussion). In particular,
I will show that the differences in the phonological systems of the two languages are best de-
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scribed in terms of features that are not deterministically assigned on the basis of phonetic
realizations, but rather reflect the patterns found in the phonology of the languages.

To conclude, I suggest that a framework with language-specific, emergent, substance-
free features is superior to one utilizing innate features defined in terms of substance, on
the grounds of empirical adequacy. This is because the former, but not the latter, predict
the existence of (relatively) ‘crazy’ phonologically active classes that cannot be described
in terms of the phonetically based featural systems proposed in the literature. However,
conclusive evidence for such ‘crazy classes’ cannot come from a broad analysis of trends in
featural inventories, such as that undertaken by Mielke (2007); it requires detailed consider-
ation of specific languages, and it is the aim of this thesis to contribute to this type of study.

1.2.1.3 Sign languages

Further evidence for the autonomy of representations comes from languages that do not use
the aural modality (first and foremost sign languages). As discussed by van der Hulst (1993);
Morén (2003b), if the phonology of spoken and sign languages share the same computational
module (call it ‘Universal Grammar’) (Sandler 1993), then the mapping between phonological
representations and phonetic realizations provided by UG cannot be modality-bound (and
thus cannot be the ‘universal phonetics’ of Chomsky and Halle 1968). It follows that the
mapping between phonology and phonetics is, in principle, language-specific and must be
learned, buttressing the emergent-feature hypothesis.

1.2.2 The autonomy of phonological motivation

The upshot of the discussion in the previous section is that based on first principles and
some suggestive data, the modular framework leads us to the hypothesis that the mapping
between phonological symbols and their physical realization cannot be universal and innate,
but must be language-specific and learned. Similarly, the proximate motivation for phon-
ological phenomena such as alternations cannot be phonetic, but must be domain-specific
in terms of the phonology. While I generally use ‘substance-free’ as a label for this type of
framework, a more precise description would probably be autonomous: there are aspects of
phonological representation that are not determined by the phonetic realization of phono-
logical contrasts. In this section I provide a brief overview of the types of arguments made
in defence of this position.

1.2.2.1 Against universal phonetics: language-specific representation

The claim that phonological representations are more or less trivially ‘read off’ the phonetic
substance is a familiar one. Starting from the acoustic feature theory of Jakobson, Fant, and
Halle (1951) and the ‘universal phonetics’ of Chomsky and Halle (1968), phonological compu-
tation was assumed to produce as its ultimate output representations of physical events. An
often-made corollary was that the mapping from phonology to physical events was simple
and universal (cf. the ‘transduction’ quoted by Hale, Kissock, and Reiss 2007; Hale and Reiss

11
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2008). Speaking very roughly, we can identify three principal ways in which this conception
was formalized, which are as follows:

» The SPE tradition, building more or less directly on the set of features proposed by Chom-
sky and Halle (1968), or occasionally explicitly conceived as an alternative to that par-
ticular formalism, without significant differences with respect to modular organization.
This type of framework includes both SPE-style bundles of features (often with definitions
biased towards articulation) and autosegmental and geometrical approaches (e. g. Sagey
1986; McCarthy 1988; Clements 1991a; Clements and Hume 1995; Halle 1995);

« The ‘realist’ tradition, which strives to bring the output of phonology as close to physical
events as possible, making it regulate very concrete details of physical implementation, of-
ten without regard to issues such as lexical contrast and morphophonological alternations
that have traditionally been at the centre of theoretical attention. This tradition has, not
surprisingly, been often associated with work in automatic speech processing. Examples
include Articulatory Phonology (e. g. Browman and Goldstein 1990; Silverman 2003) and
many declarative approaches (e. g. Scobbie, Coleman, and Bird 1996; Scobbie 1997; Cole-
man 1998; Lodge 2003, 2007, 2009), as well as recent approaches based on rich-memory
models (Pierrehumbert 2001, 2002, cf. also Pierrehumbert, Beckman, and Ladd 2000; Scob-
bie 2007; Scobbie and Stuart-Smith 2008);

¢ The element-based tradition (e. g. Anderson and Ewen 1987). Especially in the relatively re-
cent guise of Element Theory (J. Harris 1994, 2005, 2006; Harris and Lindsey 1995; Backley
2011), this framework emphasizes that, while phonological elements are in principle ab-
stract (i. e. properly phonological) entities, they also have direct acoustic (and, import-
antly, perceptual) correlates, making it relatively easy to recover element-based phonolo-
gical representations from the phonetics.

Relatively few phonologists pay more than lip service to the abstract, non-substance-
bound nature of phonological features. Although structuralist phonology recognized, fol-
lowing Saussure, that the prime factor defining phonological representation was not phon-
etic (since representations were based on contrast; cf. Trubetzkoy 1939; Hjelmslev 1943, 1975
and see the overview by Dresher 2009), most work in the generative tradition has not em-
braced truly abstract representation, with a few exceptions such as Foley (1977), discussed
above, and the recent growth of various ‘substance-free’ approaches (Hale and Reiss 2000b,
2008; Hale, Kissock, and Reiss 2007; Morén 2006, 2007; Blaho 2008; Youssef 2010b; Samuels
2011).

In addition, despite the description of Element Theory as substance-bound above, there
is much work in that tradition that gives more weight to the phonological (or even morpho-
phonological) patterning of segments rather than their phonetic realization; for recent ex-
amples of sophisticated representational argumentation on the basis of phonological altern-
ations, cf. Gussmann (2007); Cyran (2010). Even the textbook treatment by Backley (2011),
which largely relies on J. Harris’ (1994, et passim) perceptual theory of elements, contains
numerous ambiguous passages such as the following: ‘Adding |?| makes no difference to
the phonetic shape of laterals [...]. It does makes a difference phonologically, however, as it

12
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links I to the class of stops.” (p. 182) Although the ambivalent behaviour of laterals in terms of
(phonological) continuancy is not surprising (Mielke 2005), this example shows that Element
Theory, with its insistence on the recoverability of phonological representation from phon-
etics, arguably cannot avoid what is essentially substance-free argumentation that builds on
exclusively phonological facts.

The main premise of this thesis, along with other recent work in the vein of substance-
free phonology (Morén 2006, 2007; Blaho 2008; Youssef 2010b; Uffmann 2010; losad 2012a,
2012b), is that phonological behaviour is the key to phonological representations. The insight
is by no means new, and there have been several types of evidence adduced in its favour,
which I briefly list here.

1.2.2.2 Contrast

The constitutive réle of contrast in phonological specification has been recognized in struc-
turalist approaches inspired by de Saussure (1916), as in Trubetzkoy (1939); Martinet (1955);
Jakobson and Halle (1956); Hjelmslev (1943, 1975). Thus, for Trubetzkoy (1939), phonemes are
defined by their distinctive function; however, ‘distinctive function can [...] only be ascribed
to a sound property inasmuch as it is opposed to another sound property’.> Most import-
antly for structuralists, phonological representation was language-specific almost by defini-
tion, since the phonological content of any element could only be established on the basis of
its relationships to other elements of the same system, and not to a priori considerations such
as its pronunciation. Similar considerations underlie the resurgence of underspecification
theory in the 1980s (Archangeli 1988; Steriade 1987, 1995), especially Modified Contrastive
Specification (Dresher, Piggott, and Rice 1994; Dresher 2003, 2009; D. C. Hall 2007), where the
primary function of phonological features is to implement contrast in the lexicon. A strong
form of the Contrastivist Hypothesis is formulated by D. C. Hall (2007, p. 20): ‘The phonological
component of a language L operates only on those features which are necessary to distin-
guish the phonemes of L from one another.’

As discussed in chapter 4, the present thesis proposes one possible approach to the Con-
trastivist Hypothesis, in a version that is fairly strong in representational terms, but allows
more leeway to the computation. The motivation behind strong contrastivist approaches
is essentially parsimony, understood as the avoidance of elements the existence of which
cannot be independently demonstrated. In this sense, lexical contrast is an unavoidable
null hypothesis, since it is established by the very existence of the lexicon. The question is
whether phonology should or can add material that is not necessary for lexical contrast on
the way from input to output. In a substance-free theory, there is no condition for the out-
put to be trivially interpretable phonetically. In the absence of other compelling evidence
for the addition of material other than that needed for contrast, the null hypothesis there-
fore has to be that the contrastivist hypothesis is correct, at least as far as (subsegmental)
features go. Throughout this thesis, I argue that there is no compelling reason for this null
hypothesis, or at least a minimally refined version of it, to be rejected.

5, Distinktive Funktion kann [...] einer Lauteigenschaft nur insofern zukommen, als sie einer anderen Lau-
teigenschaft gegeniibergestellt wird...“ (Trubetzkoy 1939, p. 30)

13
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1.2.2.3 Markedness

Ever since Trubetzkoy (1939) it has been recognized that the relationships between (some)
phonological elements are asymmetrical, in that some phonemes are distinguished from
others by the presence versus absence of some elements. Starting out as a purely formal
notion defined by the presence of the ‘mark’ (Merkmal), markedness quickly accrued many
additional connotations as a property used to describe various aspects of human language
competence (for recent overviews, see Haspelmath 2006; K. Rice 2007; Hume 2011).

I will discuss the relevant notions of markedness in more detail below (section 4.3). The
importance of markedness for the autonomy of phonology lies in the question of whether
markedness-related phonological behaviour is directly tied to phonetic substance. Positive
answers to this question in formal phonology have tended to dedicate a special markedness
‘submodule’ that ensures that phonological elements pronounced as certain sounds in cer-
tain contexts behave in a particular way, as in Chomsky and Halle (1968, ch. 9) or Calabrese
(2005) and in work on underspecification theory with redundancy rules (e. g. Archangeli and
Pulleyblank 1994). (A more careful distinction is made by de Lacy 2002, 2004, 2006a, who
ascribed markedness-related behaviour as such to structural factors but still includes the
close relationship to substance as an additional postulate of the theory.) Given that such
markedness statements have tended to be of a type that allows functional and/or diachronic
explanations, it has also been proposed that they merely recapitulate these explanations and
are thus unnecessary (e. g. Ohala 1981; Hayes, Steriade, and Kirchner 2004; Blevins 2005), or
that markedness is in some sense emergent from such factors and thus not very interesting
for phonological theory.

However, it has also been demonstrated that the markedness-related behaviour of what
appear to be ‘identical’ sounds is both language-specific and not necessarily functional. The
first line of attack has been particularly prominent in work by K. Rice (1992, 1994, 1996, 2003,
2007, 2011), who shows that standard markedness diagnostics may designate most types of
segments as ‘marked’ or ‘unmarked’, with no apparent functional motivation; the conclusion
is that the mapping between markedness classes and substance is driven by phonology-in-
ternal (i. e. functionally arbitrary) considerations, which is exactly what we expect under
a substance-free approach. A second approach, exemplified e. g. by Hume (2004, et passim),
derives markedness-related behaviour from frequency. Whether or not that is true, it still
implies that the mapping is learned, and thus potentially not universal but rather language-
specific, which allows us to excise markedness statements a la Chomsky and Halle (1968,
ch. 9) from the universal part of phonological grammar. This is exactly what a substance-
free approach requires.

1.2.2.4 Rule scattering

The autonomy of phonology is also demonstrated by the existence of a situation where
several grammatical modules possess mechanisms that give rise to very similar sound pat-
terns, with the distinction between phonetics and phonology usually treated as a distinction
between continuous and discrete (categorical) patterns (although see section 4.1 below for
more on this issue). An ontological distinction between superficially similar processes in dif-
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ferent languages has been repeatedly demonstrated in domains such as vowel harmony vs.
vowel-to-vowel coarticulation (e. g. Przezdziecki 2005), vowel reduction (Barnes 2006; King-
ston 2007), consonant palatalization (Zsiga 1995, 2000), and tone spreading vs. peak delay
(Myers 2000).

An important special case of this situation is found when the same language actually pos-
sesses a version of some sound pattern in several components of grammar, dubbed ‘rule scat-
tering’ by Bermudez-Otero (2010), following 0. W. Robinson (1976).° Examples include vowel
reduction in Russian (Barnes 2006, 2007; Iosad 2012b) and Bothoa Breton (section 7.4.1.1),
palatalization in English (Zsiga 1995), and gemination in Hungarian (Pycha 2009, 2010); cf.
also Bermudez-Otero (2010) for further examples from English. The existence of rule scat-
tering is an important argument for a phonology that is separate from the phonetics, estab-
lishing that the two can indeed produce very different outcomes.

1.2.2.5 Crazy rules

A related argument for the autonomy of phonology from functional factors is often adduced
on the basis of the existence of so-called ‘crazy rules’ (Bach and Harms 1972), i.e. phono-
logical alternations that have no obvious synchronic rationale but represent the accrual of
successive historical changes. Anderson (1981) makes this argument in the context of the
naturalness controversy, arguing that an abstract phonological computation is necessary to
represent the knowledge of the relevant facts. Similar arguments are also adduced in the
study of the life cycle of sound patterns, with a distinction between ‘natural’, phonetically
motivated and phonetically driven processes and phonological processes that are the res-
ult of their phonologization (e. g. Hyman 1976; Kiparsky 1995; McMahon 2000; Janda 2003;
Barnes 2006).

This argument has come under fire from functionalist approaches. One prominent ex-
ample is Evolutionary Phonology (Blevins 2005, 2006), which does away with synchronic ab-
stract computation by declaring it a mere duplicate of the historical explanation: in other
words, if a historical account is available for the existence or otherwise of a certain sound
pattern, no synchronic devices are necessary for this purpose. Crucially, however, this view
presupposes that there are no abstract biases in speakers’ knowledge of language, meaning
that they can basically learn any pattern present in the ambient data, as long as it has been
produced by a certain sequence of changes; the factors ensuring the non-attestation of cer-
tain patterns are purely functional (Blevins’ CCC model of sound change). The position that
humans can learn basically anything using domain-general mechanisms as long as there is
sufficient ambient data is also buttressed by the burgeoning study of statistical learning (see
e. g. the papers in Bod, Hay, and Jannedy 2003). However, as emphasized by authors such as
Yang (e. g. 2002, 2004), statistical learning still relies on a well-defined problem domain: as
Yang (2004, p. 452) puts it, ‘[a]lthough infants seem to keep track of statistical information,
any conclusion drawn from such findings must presuppose that children know what kind of
statistical information to keep track of’.” The fact that there may be a historical explana-

Cohn (1998) calls these situations ‘phonetic doublets’.
"For a discussion of the computational difficulties with formulating hypotheses for statistical learning (al-
beit in the context of PAC learning rather than the Bayesian approaches common in linguistic work), see Aaron-
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tion for a sound pattern does not represent a full explanation of how the speakers represent
the knowledge of that sound pattern, and it is a separate question whether there are any
independent restrictions on that aspect of phonology.

It would seem that historical plausibility is not the only factor influencing what is a pos-
sible phonological system. There are two main arguments adduced against the position that
there is nothing specific to phonology in the learning process. One, advocated by Kiparsky
(2008b); Hyman (2008); de Lacy and Kingston (forthcoming), is the non-occurrence of some
patterns that we could otherwise expect to exist (or even recur) given their straightforward
historical rationale. I would suggest that this argument is not particularly strong: first, be-
cause it is an argumentum e silentio, second, because in a substance-free theory many of the
putative examples are unavailable. For instance, de Lacy (2006a, 2006b); de Lacy and King-
ston (forthcoming) offer [k]-epenthesis as a potential ‘impossible’ process and attribute it
to a ranking that never makes the feature [dorsal] (or, in more precise terms, [xxxPlace])
possible in epenthesis; this type of argument is not available in substance-free phonology,
because Universal Grammar cannot make reference to a specific feature, and in fact in many
languages dorsals would appear to be segments of relatively low markedness in terms of
place, either exhibiting susceptibility to place-changing processes (for examples, see K. Rice
1996, 2003; Morén 2006 and paragraph 7.4.2.1.1 below) or being the outcome of place neut-
ralization (e. g. K. Rice 2007; Ramsammy 2011, forthcoming).

A second, probably stronger argument is found in cases where speakers fail to phonolo-
gize phenomena for which the ambient input contains robust statistical evidence, or where
their learning appears biased in directions that do not have an obvious functional source.
Some examples of the former are found in work by Moreton (2006) (although see Yu 2011)
and Becker (2009); Becker, Ketrez, and Nevins (2011). Similarly Becker, Nevins, and Levine
(2012) show that initial-syllable faithfulness trumps statistical biases in the input.

On the other hand, there is also some evidence that although the learner’s acquisition
device does have some biases making certain types of patterns unacquirable, these biases
do not necessarily