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Abstract

Remote sensing is a key instrument for monitoring sea ice surface properties
over large areas. Synthetic Aperture Radar (SAR) as well as Real Aperture
Radar (RAR) are two types of radars that are extensively used in this context
and measure the backscatter of the surface that they illuminate. Backscatter-
ing of waves from rough surfaces is complicated and depends, among other
things, on the roughness of the illuminated surface and the surfaces material
properties.

This thesis focuses on modeling the backscattering cross section from sea ice
layers with rough surfaces on top of sea water, by designing a model that builds
on the physical basis of electromagnetic wave theory and combines it with the
Finite Element Method (FEM) approach. The model is designed as general
as possible and can be adapted to various sea ice scenarios by modifying the
chosen surface and material properties. Temperature, Density and Salinity
(TDS) fieldwork measurements from Van Keulenfjord on Svalbard have been
used to estimate realistic continuous permittivity profiles of sea ice using the
Polder-van-Santen/de Loor mixture model and have been incorporated into
the model.

The model has been validated by comparing its results for a perfectly flat sur-
face to the Fresnel equations and a perfect agreement was achieved. It was
also successfully validated using the Bragg scattering phenomena for periodic
surfaces. Furthermore, a comparison between the results of the model and the
Small Pertubation Model (SPM) was done for a slightly rough surface at differ-
ent frequencies and permittivities, and clear similarities were observed.

Based on the confidence from the validations, the backscatter cross section of a
sea ice/sea water scenario with continuous permittivity profiles has then been
modeled.
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Introduction
1.1 The need for modeling of sea ice

Active microwave remote sensing has historically been the most common ob-
servation method when investigating properties of sea ice in the Arctic region.
This is because it is superior to other remote sensing methods utilizing shorter
wavelengths, which can not penetrate the frequent cloud cover in those regions
[Eppler et al., 1992]. Another advantage of active microwave remote sensing is
that it allows the observation of sea ice during winter months by providing an
illumination source. As a major part of this thesis, a numerical Finite Element
Method (FEM) model is developed that can model the backscattering cross
section from realistic, rough first year sea ice on top of sea water. It models
the sea ice using continuous permittivity profiles that were estimated from
fieldwork measurements. To the authors knowledge this has not been done
before.

Even though sea ice has been observed for more than 100 years from ships
and coastal stations, and by the use of aircrafts after World War II, it was not
until the 1980s that satellite remote sensing took over as the most important
remote sensing method due to its extensive coverage in remote areas [Sandven
et al., 2006]. Initially sensors such as Nimbus, Tiros and the Earth Resources
and Technology Satellite (renamed to Landsat) were used, which made use of
sensors in the visible and infrared part of the electromagnetic spectrum. Due
to the previously named problems with clouds, and the illumination condition,
passive microwave systems were soon utilized. Passive microwave systems tend
to have a coarse resolution ranging typically from 6 to 3o0km, and are therefore
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mainly employed for global monitoring [Sandven et al., 2006]. Local observa-
tions were first possible in 1978 when Seasat was launched, which achieved
much better accuracy by making use of active remote sensing, providing high
resolution Synthetic Aperture Radar (SAR) images. Active remote sensing is
a technique used in many other consecutive satellites such as the ERS-1 and
ERS-2 from the European Remote Sensing program, as well as the Canadian
satellites RADARSAT-1 and RADARSAT-2 [Sandven et al., 2006]. Recently, on
the third of April 2014, a new SAR sensor was launched, called Sentinel-1A,
which is the first of a two-satellite constellation that has sea ice monitoring as
one of its mission objectives [ESA, 2014].

The study of sea ice extent and properties has become more important in the
last decades, due to the fact that sea ice restricts the increased ship traffic in the
Arctic and Antarctic regions [Johannessen et al., 2006]. The northern sea route,
which shall provide more effective transport of goods from Asia to Europe, is an
example for this development since the shipped volume is constantly increasing
and since it is crucial to have extensive timely and reliable sea ice information
for vessel operations to succeed [Ho, 2010]. Sea ice introduces similar problems
to the exploration and exploitation of resources such as Oil and Gas in the Arctic
regions as it can cause severe damage to structures such as drilling rigs and oil
platforms. Another area, where sea ice properties are being used is the study of
climate change, as changes in sea ice cover can be used as indicators of coming
climate trends [Serreze and Francis, 2006] [Comiso, 2006].

Sea ice SAR images are typically analyzed by experts, who have extensive
understanding of the scattering processes. However, even experts can have
difficulties to interpret sea ice areas with absolute certainty. In general, the
main method used for verifying SAR observations is the collection of ground
truth, which is an expensive and time consuming process. In addition, it is
often difficult to gather representative ground truth over the SAR imaging area
in the instant that it was taken.

1.2 Objective and contribution

The aim of this work is to use the developments in the field of numerical
modeling to build a model that can be used to test assumptions and theories by
artificially simulating the backscattering cross section of a sea ice surface.

Even though scattering from rough surfaces has been a field of scientific inter-
est for many years it has not been completely solved analytically. Early work
was done by [Rayleigh, 1899] and lead to a criterion that is still widely used to
estimate the degree of surface roughness, called the Rayleigh roughness crite-
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rion. Further work was done by [Feinberg, 1944], in which the propagation of
radio waves over a rough surface was studied, and by [Rice, 1951], who used
the perturbation theory for electromagnetic scattering of two-dimensional, ran-
domly rough surfaces. In the following years more work was done both on
high-frequency and low-frequency surface approximations and has been sum-
marized in [Beckmann and Spizzichino, 1963], which still is considered one of
the most influential books in the field. Due to the lack of an analytical solution
and the restrictions of the approximate analytical solutions to the scattering
problem, numerical methods have been used to more accurately calculate scat-
tering. The main approaches that have been used for the numerical modeling
of scattering from surfaces are the method of moments and the FEM as pro-
posed by [Courant et al., 1943]. The method of moments technique was first
proposed in [Richmond, 1965] and [Harrington, 1967], and is based on the idea
of discretizing an integral equation into a matrix equation that can be solved.
Over the past years, due to an increase in available computational resources
as well as parallel processing and, more recently, utilization of the graphics
processing unit [Michéa and Komatitsch, 2010], the use of these methods has
increased considerably:.

In remote sensing radar applications the most widely used methods for the
scattering problem are the Kirchhoff Approximation and the Small Pertubation
Model (spm), where the Kirchhoff Approximation is valid for surfaces with
large roughness compared to the wavelength and the SPM is used for small
roughness surfaces. Both these models only provide approximate solutions,
however, and can not be used to obtain analytical solutions. [Fung et al., 1992]
suggested a new model called the Integral Equation Surface Backscattering
Model (IEM), a model that is more generally applicable to a range of surfaces
and that is designed to be valid in the gap between the SPM and the Kirchhoff
Approximation. The IEM did, however, rely on a simplifying assumption for the
Green’s function, which caused problems when modeling bistatic scattering.
More recently improved versions like the IEM-B model, introduced by [Fung
et al., 2002], have provided further advances in the field of surface scattering
models, by correcting these issues.

In addition to the theoretical models some semi-empirical models have been de-
veloped that have the theoretical models as their foundation and that include ob-
servations from fieldwork measurements to achieve better performance, since
the theoretical models often do not agree well with experimental data. One
example for such a model, based on the SPM, is presented in [Oh et al., 1992],
which includes fully polarimetric observations at L-, C-, and X-band frequen-
cies from a truck-mounted network-analyzer-based scatterometer from the
University of Michigan (LCX POLARSCAT) to model scattering from bare soil
surfaces. Another semi-empirical model is described in [Dubois et al., 1995].
Using only data from dual polarized systems, it has achieved good results for
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bare and sparsely vegetated areas using data from LCX POLARSCAT as well as
from RASAM, a truck-mounted radiometer-scatterometer from the University
of Bern.

Modeling of sea ice in arctic regions has been performed by, among others, [Jo-
hansson and Askne, 1987] who presented a simple approach to model backscat-
tering from ice ridges, which later was extended by [Manninen, 1992], and
by [Drinkwater, 1989] who suggested a simple scattering model based on the
Kirchhoff scattering theory. Another contribution to the field of sea ice mod-
eling is [Winebrenner et al., 1992], who focused on the modeling of sea ice
signatures. More work done in sea ice modeling includes [Carlstrém, 1995]
who attempted to model the complete Synthetic Aperture Radar (SAR) imaging
process in addition to the electromagnetic backscattering of a surface by form-
ing empirical relations between in situ measurements and observed backscatter
coefficients. Recently, a new analytical formulation of the scattering problem
for inhomogeneous media was proposed by [Komarov et al., 2014], which was
used to evaluate backscatter from a air/snow/ice scenario and which builds on
a new multi-layered formulations of the SPM that was proposed in [Imperatore
et al., 2009].

The ultimate objective of this thesis is to provide a model that can be used to
help deepen the understanding of the interactions between the electromagnetic
waves and the sea ice, but which is also reasonably dynamic so that it can be
adapted to different materials and surfaces of varying roughness.

Our immediate contribution to the research field is the generation of a general
numerical FEM model for first year sea ice that can analyze the backscattering
cross section

From rough surface multi-layered mediums

* For varying wavelengths (frequencies)

For mediums of varying permittivities

* Incorporating measurement data for temperature, density and salinity
to find continuous permittivity profiles

The model has been validated by using the Fresnel equations and the phenom-
ena of Bragg scattering. Additionally the model was compared to the SPM and
showed the correct characteristics, even though the backscattering cross section
could not be normalized due to the 1-dimensional surface geometry.
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1.3 Structure of the thesis
The thesis is structured in 6 chapters including the introduction.

Chapter 2 provides an introduction to sea ice as a material and is divided
into three different parts. The first part discusses the formation of sea ice by
reviewing the growth process and by linking the growth process to properties
such as the sea ice salinity and porosity. The second part focuses on deformation
of sea ice and sea ice roughness caused by these deformations. In the final
part of the chapter electromagnetic properties of sea ice are discussed and
some of the key research in the field of modeling permittivity of sea ice is
reviewed.

Chapter 3 reviews some of the most important principles of SAR imaging, such
as the imaging geometry and resolution, and then continues to describes how
(sea ice) surface properties effect the imaging results.

Chapter 4 introduces the key theory on which the model has been built by
reviewing the relevant principles of the Finite Element Method (FEM). It also
discusses the design choices that had to be made to ensure the design of a realis-
tic and useful model, whilst staying in the range of the available computational
resources.

Chapter 5 presents the results of a set of example cases that are generated
using the model and discusses them. The first four cases are used to validate
the model, whereas the final case presents a realistic sea ice scenario.

Chapter 6 summarizes the work and proposes future work to extend the model
and its applicability.






Seaice

A thorough understanding of sea ice is very important when trying to design a
realistic model for the microwave sea ice interaction. From a remote sensing
perspective, the large-scale behaviors of sea ice are usually the most interesting
ones, but to understand those and to be able to represent them in a model, it
is necessary to also understand the sea ice processes on a smaller scale, such
as the evolution of the sea ice structure during its growth process. [Petrich
and Eicken, 2010] uses a fitting analogy to describe this approach, by stating
that to see the forest, which in our case is the backscattering properties, it is
important to also see the trees, which are key processes of the sea ice such as
the growth process and the inclusion structure of brine. Section 2.1 introduces
these small scale processes by providing an overview over the structure of sea
ice and its formation. Section 2.2 then describes some of the processes causing
deformation of sea ice, before section 2.3 expands on how these formation and
deformation processes effect the electromagnetic properties of sea ice.

2.1 Formation of sea ice

This section introduces the general processes involved in the growth of sea
ice starting with the crystal structure (section 2.1.1) and the growth process
(section 2.1.2). The second part of the section focuses on how the salinity and
the porosity of sea ice are affected by the growth. It then shows a simple model
that is commonly used to estimate sea ice growth, to illustrate how sea ice is
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often accompanied by other layers such as snow.

2.1.1 Crystal structure

When sea water freezes to create ice, the water molecules arrange themselves
in a tetrahedral geometry with a 6-fold rotational symmetry in a plane called
the basal plane. The plane normal to the basal plane is called the principle
crystallographic axis (c-axis), and denotes the axis of maximum rotational
symmetry. One important difference between those planes is that the c-axis
interface is rough at a molecular level, whereas the basal plane is considered
smooth, which causes the ice crystals, also called frazil, to generally grow faster
in the basal plane [Petrich and Eicken, 2010].

This specific ice crystal structure allows only a very small group of ions and
molecules to be integrated, in which the main ions contained in sea water
are not included. This means that they will not be integrated into the crystal
structure during the freezing process, but instead create either small brine
inclusions, which are liquid inclusions of salt resolved in water, or drain away
into the underlying sea water [Petrich and Eicken, 2010].

2.1.2 Sea ice growth

As more and more of these frazils form, a loose mixture of unconsolidated
crystals is formed, which is commonly referred to as grease ice. In a contin-
uing freezing process, during calm freezing conditions, the separate crystals
begin to freeze together, which results in a solid cover called nilas that can
increase to up to 10cm in thickness. In many cases, however, the formation of
sea ice is affected by external forces such as wind and waves. This can lead
to different phenomena, where the external forces cause for example the ac-
cumulation of semi-consolidated frazil in form of little circular masses called
pancake ice. Eventually, as the freezing process continues, the open areas be-
tween the pancakes will consolidate and also form a solid layer [Tucker III
et al., 1992].

Once an sea ice layer has been established, the ocean is insulated by it from the
atmosphere and all growth will happen under the insulating ice layer. As the
growth phase continues, the layers increase in thickness as seawater freezes to
the bottom of the ice due to the fact that heat is transferred upwards through
the ice layer by conduction [Tucker III et al., 1992]. The growth rate is therefore
determined by the temperature gradient in the layer, the difference between
the cold air on the surface and the warm ocean below, and its conductivity. The
individual ice crystals also lose one degree of growth freedom, since growing
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can only continue without interfering with neighboring crystals as long as the
boundary is exactly perpendicular to the growth direction. Due to this there
will be a geometric selection, where crystals that are oriented correctly, or very
close to the correct inclination, will eliminate the others by cutting them off
from the seawater [Tucker III et al., 1992]. The layer caused by this growth
process is called the transitional layer, which is commonly completed after 5 to
10 cm of growth, but can in certain cases (with thick layers of frazil) be still in
process at one meter below the top sea ice surface. Once the transition layer
has formed the growth continues in a columnar fashion forming a columnar
zone [Weeks and Ackley, 1986].

As the freezing process continues and the sea ice layer starts to build up in
depth, a saline layer is formed at the ice-water interface. This saline water
layer has a higher salinity than the sea water due to the salts that are drained
out of the sea ice and can vary from a few millimeters in thickness to a few
centimeters. This causes a diffusion of salt from the saline layer to the sea water.
According to the thermal equilibrium condition, it is known that the interface
needs to be at a freezing point. It is, however, also known that the freezing
point decreases as salinity increases, causing the interface to be colder than
the ocean and resulting in a thermal flux towards the interface [Petrich and
Eicken, 2010].

2.1.3 Salinity

The shape of salinity profiles of sea ice in different times of the year can be
seen in Figure 2.1. The figure is taken from [Malmgren et al., 1927], a ground
breaking study in sea ice properties, which was done as part of the Maud
expedition that froze in for nearly two years. It clearly shows the characteristic
C-shape profile for the young and first year sea ice, as well as the decrease in
surface salinity in the late spring or early summer months due to melt water
flushing. During the first summer this process continues and the sea ice looses
a great deal of its salinity as it changes over into the class of multi-year ice
at the end of the summer. Multi-year sea ice will, during the winter months,
experience an increase in relative salinity, but due to its heat conductivity, which
is far less than for first year sea ice, the growth process will not continue as
rapidly and the salinity of the new formed ice under the multi-year sea ice layer
will not be as high as it would be for first year ice. The air and brine content
of the sea ice is very important when discussing sea ice in a remote sensing
context, since it has large effects on the permittivity and reflectivity.
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Figure 2.1: Typical development of salinity profiles for first-year sea ice before turning
into multi-year sea ice. [Malmgren et al., 1927].

2.1.4 Porosity

To be able to generate a realistic sea ice model it is important to have knowledge
about the porosity of sea ice, which has a big impact on sea ice emissivity. As
mentioned in section 2.1.1 brine inclusions will be contained in the sea ice layer,
but additionally to the brine inclusions, air inclusions will also form as the ice
grows older due to the brine draining away. In fresh first year sea ice, however,
the volume of the brine inclusions can be assumed to be much larger than the
volume of the air inclusions [Petrich and Eicken, 2010].

Porosity of sea ice is usually found by taking in situ measurements for the
salinity, density and temperature of the ice. This is done by taking a fresh ice
core and measuring the temperature in holes that are drilled into the core at
constant intervals. The core is then divided into sections, which are measured
and weighed (to calculate density) and then melted in a lab. The salinity can
then be found by taking electrolytical conductivity measurements of the melted
sea ice sections [Petrich and Eicken, 2010].

Using these measurements in

Vi _ PsiSi (1)
Vv Fi(T) '

it is possible to calculate the relative brine volume %, where pg; is the density,
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S; the salinity and V the total volume of the sea ice. V}, is the volume of the
brine, and F;(T) is an empirical polynomial function of the type

Fi(T) = a0 + onT + aoT? + 3T, (2.2)

which approximates

Fi(T) = ppSp(1 +0) , (2.3)

where pj, is the brine density, S;, the salinity of the brine, { the ratio of mass of
salt in the solid salts and mass of salt in the brine, and T the temperature. The
coefficients oy and «7,a2 and a3 have been determined by [Cox and Weeks,
1983] and can be found in Appendix A together with a more detailed explana-
tion of equation (2.1).

2.1.5 Simple seaice model

Figure 2.2 shows a simple model that is commonly used to measure sea ice
growth with good accuracy [Petrich and Eicken, 2010]. It shows that it is not
enough to just look at atmosphere/sea water and sea water/sea ice interaction
since the ice is covered by a snow layer during a large part of the year. For
ice growth this layer is important as it provides the sea ice with an isolation
blanket during the winter and an high albedo during the summer. During the
summer, additional changes to the layer structure are caused by melt ponds
and pools of open water on the ice surface.

2.2 Deformation of sea ice

This section considers deformation of sea ice and the related roughness features
found in sea ice.

2.2.1 Ridges and leads

External forces such as wind and ocean currents keep ice in motion, causing
significant deformation of the sea ice with time. Ridges are one of the features
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Figure 2.2: Illustration of a simple model for sea ice growth, where A denotes the
thermal conductivity, T the temperature and F the heat flux [Petrich and
Eicken, 2010].

that originate from these forces, as sea ice is broken up under shear stress
and compression and the resulting blocks are piled on top of each other along
a line and consolidate. The majority of ridges form from sea ice that is less
than a meter in thickness, but ridges made of thicker ice is not uncommon
[Tucker III et al., 1992]. Initially first year ridges consist of very angular blocks,
but as a ridge gets older and transforms to a multi-year ridge, weathering sets
in and the edges of the blocks get rounder and the ridges height decreases.
Extended ridging can lead to rubble fields, where the blocks cover large areas
in an unordered fashion.

Open water leads are another phenomena that can be caused by these external
forces, as the ice breaks up and diverges leaving large linear fractures in the ice.
Figure 2.3 illustrates the generation of leads, which are caused by divergence,
and ridges, which are caused by compression.

2.2.2 Surface roughness
Only a few measurements of small scale surface roughness have been conducted.

For example [Drinkwater, 1989], based on first-year ice measurements from
the Labrador sea ice margin experiment, suggested that the roughness may
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Figure 2.3: Generation of ridges and open water leads by winds and ocean currents

[Haas, 2010].

Table 2.1: Height standard deviation and the correlation length of sea ice surfaces found in the

literature
Smooth Rough
Article sp[cm] Il[cm] sp[em] l[cm] Location
[Drinkwater, 1989] 1.74 12.8 4.43 18.6 Labrador Sea
[Paterson et al., 1991] 0.78 - 5.26 - Labrador Sea
[Kim et al., 1985] 0.15 8.9 0.37 8.5 Beaufort Sea
[Onstott, 1992] 0.05 0.5 0.49 3.7 Eastern/Western Arctic

@ sy, is the standard deviation and [ the correlation length

be approximated by either an exponential, or a Gaussian correlation function
for undeformed ice floes and deformed sea ice, respectively. Table 2.1 contains
an overview over the Root Mean Square (RMS) height (assuming the mean
surface height as a reference height) and the correlation length from various
experiments and areas. It can be noted that the roughness of smooth first
year sea ice varies considerable at different locations due to the variability in

strength of the various forces acting on it.
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2.3 Electromagnetic properties of sea ice

Expanding on the discussion in the previous section, this section discusses the
electromagnetic properties of sea ice related to remote sensing. The intensity
of the electric field of a electromagnetic wave propagating along the z-direction
at point z can be expressed as

E(z) = Ege”**P)= | (2.4)

where « is called the absorption constant and describes the amount of energy
that is converted to other forms of energy such as heat, and f is the phase
constant [Hallikainen and Winebrenner, 1992]. Both these terms are related to
the complex permittivity, which is denoted as

e =¢ —je"’, (2.5)

and which governs a mediums electrical properties such as how a wave prop-
agates and how it is attenuated. The real part, €’, describes the contrast with
regards to the permittivity of free space, whereas the imaginary part, €/, de-
notes the electromagnetic loss of the material. The aforementioned relationship
is

a = ko|J Vel (2.6)
B =koR Ve, (2.7)

where kg is the wavenumber in free space and J and ‘R denote the imaginary
and the real part, respectively. It is important to highlight that both the real
and imaginary part of ¢ are frequency dependent in materials that consist of
molecules exhibiting a permanent dipole moment, such as for example sea ice
and sea water [Petrich and Eicken, 2010].

These properties can be used to calculate another property that is important
for remote sensing, namely the penetration depth. This quantity indicates the
depth at which the intensity of the incoming wave has attenuated to % of
its original intensity. Assuming that a medium is homogeneous and that no
scattering occurs, the penetration depth, §,, can be found as [Hallikainen and
Winebrenner, 1992]

1 Ve’

5p:_

i T fore” <<€’ . (2.8)

2.3.1 Modeling of the complex permittivity of sea ice

There have been several studies considering the modeling of the complex per-
mittivity of sea ice. One of the early attempts was [Vant et al., 1978], who
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Figure 2.4: Idealizations of different inclusion shapes found in sea ice [Shokr, 1998].

developed a set with empirical equations from a large set of both artificial
and natural measurements that linked the sea ice permittivity to the brine
volume. In [Hoekstra and Cappillino, 1971] a dielectric mixture model is used
to model the permittivity as a mixture of a host material (pure ice) with inclu-
sions (brine). This model is based on the Polder and Van Santen model [Polder
and Van Santeen, 1946], which has been modified by [De Loor, 1968] and was
evaluated by [Hallikainen, 1977] and [Shokr, 1998]. The Polder-van-Santen/de
Loor mixture model is

vi(€; — €p)

€m =€y + —M— M —— |
R

(2.9)

where €, is the permittivity of the medium of interest, €, the permittivity
of the host material, v; the volume fraction that the inclusions occupy, €; the
permittivity of the inclusions, A, the depolarization factors of the inclusion
along its axes, and €* the permittivity of the region that surrounds the inclusion.
As a general rule of thumb €* can be chosen equal to €, when the inclusions
make up less than 10%, since it can be assumed that the interaction between
the inclusions can be neglected [Shokr, 1998].

[Shokr, 1998] discusses some of the typical inclusion shapes that sea ice can
have (Figure 2.4), and discusses the corresponding depolarization factors and
what solutions for the specific cases look like. Of special interest in this thesis
are the oriented needle inclusions, which can be found in well developed first
year sea ice due to the columnar growth that was discussed in section 2.1.2. The
reader is referred to the article for more information.
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Adapting the model to sea ice, as was done in [Shokr, 1998], means that €y, is the
permittivity of pure/lake ice, whereas ¢; is the permittivity of the actual brine
solution and v; is the relative brine volume described in section 2.1.4.

There exist several empirical equations to estimate the complex permittivity
of pure/lake ice at a given temperature T and at a given frequency f. Two
equations that have shown to fit well with experimental data are [Matzler and
Wegmuller, 1987]

€’ =3.1884 + 0.00091T (2.10)

to estimate the real part of the complex permittivity, and [Nyfors, 1982], [Rees,
2005]

€” = 57.34(f 7 +2.48 - 10714 £1/2)0-0362T (2.11)

to estimate the imaginary part of the complex permittivity.!

The dielectric properties of brine in sea ice at microwave frequencies is dis-
cussed in [Stogryn and Desargant, 1985], which includes a Debye type relax-
ation equation that can be used to find the permittivity, that is, the €; in equation
2.9. The model proposed in [Stogryn and Desargant, 1985] is

+ €s — €0 4 Oc
1-j2nfr ]27Teof’

€brine = €co (2.12)

where €, and € correspond to the high frequency and limiting static values of
the real part of the complex permittivity €p, e, 0c is the ionic conductivity of the
salts and 7 is the relaxation time. According to [Stogryn and Desargant, 1985]
these parameters are independent of frequency and instead only dependent on
temperature. The paper also includes empirical equations for these parameters,
where 7 in nanoseconds is found using

277 = 0.10990 + 0.13603 - 1072T + 0.20894 - 10°3T? + 0.28167 - 107°T*

(2.13)
and o, is found using
_Teo.5193+0.8755-10-1T for T > —22.9°C
Oc = 1.0334+0.1100T _ o * (214)
—Te* : , for T < —22.9°C
The rest of the Debye parameters are found using the following equations
€s = (939.66 — 19.068T)/(10.737 — T) (2.15)
€0 = (82.79 + 8.1972)/(15.68 + T?) . (2.16)

1. The temperature T in equation 2.11 is in Kelvin
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By combining these parameters in the model for sea ice permittivity (equation
(2.9)), it is thus possible to estimate sea ice permittivity at a frequency f, given
a brine volume, which is the inclusion volume v;, and a temperature T.






Synthetic Aperture Radar
Imaging

In this chapter the underlying principles of SAR are introduced. They include,
among others, the imaging geometry, the spatial resolution, the frequency and
polarization. Section 3.2 will expand the idea of SAR by discussing how (sea
ice) surface properties affect the observations.

3.1 SAR principles

SAR is an active sensor system that generates and records energy pulses in
the microwave spectrum. It is therefore not affected by atmospheric effects
such as clouds, and does not require an external illumination source [Chuvieco
et al., 2009]. SARs can be divided into two main classes: mono-static radars,
where the transmitter and receiver share a common antenna; and bi-static
radars, where the transmitter and receiver are separated from each other by
a considerable distance. Prior to SARs, Real Aperture Radars (RARs) were
used for airborne studies. However, since the spatial resolution depends on the
distance between sensor and surface, which is explained in section 3.1.3, it
was found to not be practical for satellites. SAR circumvents this drawback by
artificially synthesizing a virtual long antenna by making use of the Doppler
effect.

19
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3.1.1 Radar equation

The radar equation is an equation that expresses the fundamental idea with
radar systems, which is that the generated energy pulses interact with the
ground and are scattered back to the sensor where they are recorded.

To establish a link between the emitted power and the backscattered power
the total power that is incident on the scatterer needs to be considered [Elachi
and Van Zyl, 2006]. It is

P,A4G,
9 4xR

where P, is the power incident on the ground (scatterer), A, is the effective

area of the scatterer, P; is the power transmitted by the sensor, G; is the gain of
the antenna, and 47+R is the factor representing the decrease in power density

over the slant range R.

) (3.1

The expression for incident power at the sensor, assuming that the sending and
receiving sensors are the same, is given by

P AG
P. = g9 5 .2
r 4R (3.2)
where P, is the power received by sensor, A, the effective area of the antenna
(G‘f;}z ), Py the re-radiated power by the ground, G, the gain of the ground

in direction of the sensor, 47+R

density and A the wavelength.

the factor representing the decrease in power

Using these two equations it is possible to solve for the relationship between
P, and P,, which results in what is referred to as the radar equation

_ Giok?
"7 (4m)3R*
where P, is the power received by sensor, P; the power transmitted by the

sensor, G; the gain of the antenna, and ¢ the radar cross section, which is
discussed in section 3.2.2.

(3.3)

3.1.2 Imaging geometry

The pulses in a SAR system are sent out perpendicularly to the direction that
the carrier platform is traveling as displayed in Figure 3.1a. These pulses are
used to image narrow strips on the surface, where the direction perpendicular
to the flight path is called the range. The range is determined by taking into
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consideration the time it takes for reflections to reach the sensor. This can
be done since the travel time is proportional to the distance that the pulse
has traveled and therefore in theory provides the distance in range direction.
However, this is only correct in theory since mountains or high objects might
cause geometric distortions [Chuvieco et al., 2009]. Figure 3.1b shows the
geometry on the surface and indicates that the general incidence angle is not
necessarily the angle at which the pulses approach the surface. Over time, as
the satellite passes by, the image strips that are produced, are stitched together
to form an image. This produces an image that is much larger in flight path
direction (azimuth) than each individual image strip.

3.1.3 Spatial resolution

Spatial resolution denotes the smallest object that can be detected once the
image has been produced [Chuvieco et al., 2009]. When discussing radar reso-
lution it is important to consider azimuth and range directions separately due
to the fundamental differences in the way that the images are collected.

In a Real Aperture Radar (RAR) image two objects can only be distinguished in
range direction if their scattered and returning pulse arrive at different times
back at the sensor. Hence, to allow for objects to be distinguishable the range
resolution must be approximately equal to 5 where 7 is the the pulse length.
This means, that pulses should be shortened as much as possible to receive very
good resolution, however, this would lead to the need to increase the amplitude
to keep the energy signal that is received strong enough to distinguish it from

the noise.

It is difficult to design systems that effectively transmit short high amplitude
pulses and the chirp principle is therefore used to solve the problem by sending
out a frequency modulated signal. Signal processing is then used to refine the
resolution [Elachi and Van Zyl, 2006].

Considering the azimuth direction and its resolution, it is known that objects
can only be separated when they are not in the radar beam at the same time,
thus when the distance between them is larger than the beam-width of the
radar. This means, that for RAR the resolution in azimuth direction is given as
[Elachi and Van Zyl, 2006]

hA

Ax = ——,
X D,cosf

(3.4)

where h is the height above the ground, A the wavelength, 6 the incidence
angle, and D, the antenna length.
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(a) Hlustration of the radar geometry [Henderson et al., 1998].
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(b) Tllustration of the geometry at the scattering surface, showing the difference be-
tween radar incident and local incident angles [Henderson et al., 1998].
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Figure 3.2: Overview over the atmospheric windows in the EM-spectrum that are used
for remote sensing operations [Henderson et al., 1998].

The problem of RAR is that the resolution in azimuth direction is proportional
to the distance from the target, which in satellite imaging is very large. One
way to solve the problem is to increase the antenna length, which is what
Synthetic Aperture Radars (SARs) do. They synthesize the antenna during post-
processing to artificially simulate that the antenna is longer than it actually is
using the Doppler history of the received signals. This allows for the following
range resolution [Elachi and Van Zyl, 2006]

c

AR = —,
2B,,

(3.5)

where B,, is the bandwidth and ¢ the speed of light. The azimuth resolution
is

Ax = — | (3.6)

where D, is the synthesized antenna length.

3.1.4 Frequency

The EM spectrum region of operation for radars is the microwave region with
wavelengths from 1 mm to 100 cm (0.3 GHz - 300 GHz frequency). The mi-
crowave region is further divided into small bands as seen in Figure 3.2, where
the Ka-, K-, and Ku-band cover the small wavelengths in the range between
0.75 and 2.4 cm. These bands are not applied from satellites due to the high
atmospheric influence for those wavelength. The larger bands in the spectrum
such as the X, C, S, L, and P bands range from 2.4 cm to 100 cm [Chuvieco
et al., 2009].



24 CHAPTER 3 / SYNTHETIC APERTURE RADAR IMAGING

Frequency or wavelength is a very important parameter in imaging, since it
defines how the waves interact with the atmosphere. It, as previously discussed,
also has an impact on the penetration depth and on the size that objects have
to have to be distinguishable. For the major part of the microwave spectrum,
the atmospheric effects are almost negligible.

As mentioned earlier, the quantity of interest in a radar system is the intensity of
the return signal. This signal, however, is affected considerably by the roughness
of the surface and generally a higher roughness results in greater backscatter.
Roughness is a quantity that is dependent on the wavelength and the incidence
angle, since roughness is usually considered as variation in surface height [Chu-
vieco et al., 2009]. A criterion often used to determine roughness is the Rayleigh
criterion, which states that a surface is rough when

A
sp > 5003(9), (3.7)

where s, denotes the standard deviation of the surface height, 6 the incidence
angle and A the wavelength. This means, that a surface looks smoother when il-
luminated with larger wavelengths or greater incidence angle than the identical
surface would look with smaller wavelength or smaller incidence angle.

3.1.5 Polarization
SAR and RAR both make use of plane linear polarization [Chuvieco et al., 2009].
Initially, most radar systems transmitted waves at either horizontal or vertical
polarization and received either horizontal or vertical polarization. However, in
more recent years, advances have been made that allow antennas to transmit
waves at different polarizations by switching in-between each pulse. Since an-
tennas are able to receive both the vertical as well as the horizontal polarization
waves simultaneously it is possible to record the following channels:

e Transmit and receive horizontal (HH)

e Transmit and receive vertical (VV)

e Transmit horizontal and receive vertical (HV)

e Transmit vertical and receive horizontal (VH)

where the first two are usually referred to as like-polarized, or co-polarized,
and the last two as cross-polarized.
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Modern radar systems can be divided into three main polarization groups.
The first one being single polarized, which theoretically includes any single
one of the bands mentioned previously. For practical reasons, however, the co-
polarized bands are usually the only ones being used. There is also a group of
dual polarized satellites that use the following bands (VV and VH, HH and HV,
or HH and VV) and which comprises the second group. The last group consists
of the systems that have all four polarizations and therefore provide the user
with all of the four above mentioned bands. This last group is usually referred
to as fully polarimetric or quad-polarization [Oliver and Quegan, 2004].

3.2 SAR measurements of sea ice

The previous section focused on the general geometry as well as the SAR sensor
properties. This section instead focuses on the surface properties that affect
the radar image.

3.2.1 Scattering mechanisms

Scattering, unlike specular reflections, is a physical process where radiation is
dispersed in unpredictable directions [Jensen, 2009]. The three main types of
scattering are surface scattering (single bounce), double bounce and volume
scattering. They depend on the dielectric properties of the medium as well as
the surface roughness, which is a quantity that depends on the wavelength, but
most importantly on the local geometry. Sensor and geometric properties such
as the frequency and the incident angle also play a role. Figure 3.3 illustrates
the principles of single and double bounce as well as volume scattering using
an example of snow on first year sea ice. Fach of the previously mentioned
scattering types is explained below.

Surface scattering - Single bounce

Single bounce scattering (in Figure 3.3 denoted as A) is a term used to de-
scribe reflections that have been dispersed only once by the surface boundary
between two media. This occurs mainly on reasonably flat surfaces. There
are three main types of surface scattering scenarios, which are illustrated in
Figure 3.4. For very smooth surfaces, such as displayed in part a) of the Figure,
the incident radiation is reflected perfectly, thus having a delta function as a
radiation pattern for the reflected wave. Slightly rough surfaces as shown in
part b) of the Figure cause the resulting radiation pattern to consist of two
components. One is the reflected component, which is in the same direction
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Figure 3.3: Scattering mechanisms for first year sea ice. Illustrating single bounce (A),
double bounce (B) and volume scattering (C) [Hossain et al., 2012].
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(a), a slightly rough surface (b) and a very rough surface (¢) [Hossain

et al., 2012].
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as one would expect for the specular case, its magnitude, however, is not as
large. The second component is the scattered component, which consists of the
diffuse radiation that is scattered in all directions. The scattered components
magnitude for slightly rough surfaces is lower than the reflected component
[Hossain et al., 2012]. Very rough surfaces as illustrated in part c) of Figure 3.4,
also referred to as Lambertian surfaces, are considered to be perfectly diffuse.
This means that the reflected radiant intensity of the surface is independent
of the viewing angle [Chuvieco et al., 2009].

Double bounce

Double bounce scattering refers to dihedral corner reflectors [Yamaguchi et al.,
2005], where pulses are scattered twice, as displayed in Figure 3.3. Examples
for corner reflectors can be deformed ice, as seen in Figure 3.3, or water/ice
edges.

Volume scattering

Volume scattering is a different form of scattering that refers to the scattering
inside the medium when pulses are transmitted from one medium to another,
or inside a medium due to non-homogeneous material. Typical examples for
volume scattering in sea ice include scattering due to inhomogeneities such as
brine pockets, as can be seen in Figure 3.3, and also scattering by ice ridges.
Snow layers on top of the sea ice are another scenario that can lead to volume
scattering [Hossain et al., 2012]. Tree canopy is a common, non-ice example
that can cause volume scattering [Freeman and Durden, 1998].

3.2.2 Radar cross section

As mentioned in section 3.1.1 the radar cross section is an important component
of the radar equation, as it describes the ratio of the energy density that is
scattered by the surface into the direction of interest to the incident energy
density on the surface. Monostatic satellites record the energy that is scattered
back to the satellite and image intensities in images produced by the SAR
satellite are proportional to the ratio of the incoming energy density and the
density of the scattered energy. The term backscatter coefficient that is often
used in SAR imaging refers to

(3.8)
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where ¢ is the radar cross section and A is the area on the ground. Due to
the large variations in backscatter magnitude it is commonly expressed using
decibels.

3.2.3 Dielectric properties

The electrical properties of the target have an important impact on the backscat-
ter coefficient and thereby the intensity of the image in radar remote sensing.
The complex dielectric constant has the most direct effect on the aforemen-
tioned backscatter coefficient by describing the ability of a medium to store
and transmit electrons [Chuvieco et al., 2009]. It is commonly interchangeably
used with the complex permittivity (section 2.3). Due to the large dielectric
constant of water (= 80), the moisture of a material can have a large effect on
backscatter.



Numerical modeling

This chapter focuses on the numerical model that has been implemented as part
of the thesis. Section 4.1 provides a short overview of finite element modeling
as well as the concepts that the model is based on. Section 4.2 describes the
model that has been implemented and discusses certain simplifications that
had to be made.

4.1 Finite element modeling background

Finite Element Method (FEM) is a numerical discretization technique for find-
ing approximate solutions to Partial Differential Equations (PDEs) by dividing
the continuous modeling domain up into disjoint sub-domains of simple geom-
etry. It is widely used in physical modeling problems. Inside these sub-domains,
referred to as finite elements or just elements, interpolation functions with a
finite number of degrees of freedoms are used to represent the unknown func-
tions. This reduces the number of degrees of freedom from infinitely many for
the continuous solution to a finite number, thus making it possible to approx-
imate the whole system from a finite set of coefficients. The solution to the
entire problem is then approximated by assembling together all the element
equations to a global finite element equation [Quek and Liu, 2003].

29
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Figure 4.1: Meshing categories: Structured, unstructured and hybrid (left to right)
[Bern and Plassmann, 1997].

4.1.1 Mesh generation

The mesh is the pattern that divides up the model domain into a set of small
disjoint finite elements of simple geometry. The size of these elements is very
important, since a mesh that is chosen to be too dense will require more com-
putational resources than is necessary, whereas a mesh that is to sparse might
cause the solution not to converge or will yield large approximation errors. The
FEM allows the size of these elements to vary across the modeling domain and
it is therefore possible to reduce the element size around interfaces or complex
structures to achieve high accuracy and resolution.

The error of the approximate solution depends, however, not only on the size of
the finite elements, but also on the position of the elements, which is why the
mesh generation process is important [Lo, 2002]. The three main categories
of mesh generation methods are structured, unstructured meshing, and hybrid
(also called block-structured) meshing. They are illustrated in Figure 4.1. All
these methods have both advantages and disadvantages. The structured mesh,
for example, benefits from the simplicity, while the unstructured mesh is more
suitable for complex domains by offering better mesh adaptivity. Hybrid mesh-
ing combines the advantages of both methods by combining small structured
meshes in a large unstructured mesh. It has, however, the disadvantage of being
difficult to generate fully automatically [Bern and Plassmann, 1997].

In this thesis, the meshing has been performed using unstructured triangular
meshes to allow the meshing of complex structures such as the rough surface
(see example domain geometry in Figure 5.16).

4.1.2 Wave equation
The propagation of electromagnetic waves through a medium is a simple prob-

lem in electromagnetics and can be solved with the help of Maxwell’s equations,
which are specified in [Lillestgl et al., 2001] as
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V-D=p (4.1)
0B

VXE=—— .

X En (4.2)
oD

VxH = —_— .

X J+ En (4.3)

V-B=0, (4-4)

where E denotes to the electric field, B the magnetic field, D is the displacement
field, H is the magnetizing field, J the free electric current density, and p is the
free charge density.

In addition to these, the following relations

D = €¢E = keoE (4.5)
B = pH = pypoH (4.6)
are valid for materials that are both linear and isotropic [Lorrain and Corson,
1970], where € is the permittivity of the medium, €y the permittivity of free
space, p the permeability of the medium, p, the relative permeability, o the
permeability of free space, and k the dielectric constant. The governing equa-

tion that needs to be solved can be derived by combining Maxwell’s equation
and the material equations, equations (4.5) and (4.6), with Ohm’s law

J=o.E (4.7)
and the fact that the waves in our model are planar waves of form
E(r.t) = E(r)e’" (4.8)

where o, is the electrical conductivity and w is the angular frequency of the
wave. The governing equation is

_ jo
VX (VX E) — K3(er - 22) = 0, (4.9)
WEQ
where ky is the wave number in vacuum, which is defined as

w
ko = w+/eopo = . (4.10)

where c is the speed of light in vacuum [Jin et al., 2002].
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4.1.3 Boundary conditions

Equation 4.9 in the previous section has many functions that satisfy it and it
is necessary to consider the boundary conditions of the domain to find the
single real solution of the problem. These boundary conditions, which are the
relationships that the electric and magnetic field components have to comply
to at interfaces between different materials, can be derived from Maxwell’s
equation.

At the interface between two media

nx(Ey—E;)=0 (4.11)
nx(Hy - Hy)=0 (4.12)
n-(Dy-D3)=0 (4.13)
n-(Bi—By)=0 (4.14)

need to be satisfied as long as no surface currents or surface charges exists.
Here n is the unit vector normal to the interface and B, E, D, and H are the
magnetic, displacement, electric and the magnetizing field respectively with
the index indicating medium 1 and medium 2 [Jin et al., 2002]. This means
that the tangential component of both the electric field as well as the magnetic
field is continuous across interfaces.

If, however, surface currents or surface charges exist, the boundary conditions
will be

n- (D1 —D3) = ps (4.15)
nx(Hy-Hy)=Js, (4.16)

where p; is the surface charge and Js is the surface current.

For imperfect conductors, the impedance boundary condition can be written
as

1 ik
—nX(VXE)—J—Onx(an):O (4.17)
Hr1 n

1
—n X (VX H) - jkpnyn X (n X H) = 0, (4.18)
€r1

’; rj is the normalized intrinsic impedance, and kj is the wavenum-
.

ber in free space for the case where medium 2 is the imperfect conductor [Jin
et al., 2002].

where n =

Another type of boundary that is often used to act as an exterior boundary of
the model is the perfectly conducting surface. The boundary condition of a
perfect conductor is
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nxE=0 (4.19)
nxH=0 (4.20)

since they can not sustain internal fields.

Periodic boundary conditions

It is often helpful to model a domain (or surface) with infinite extent, for
example, to be able to compare a result with a theoretical solution. One way
to do this would be to make the model very large to reduce the effect of the
boundaries, which would, however, use large amounts of computer resources
and is therefore not a reasonable way to do it. The other way this can be done
is to make use of Periodic Boundary Conditions (PBC), which can overcome
the problem, as long as the surface is periodic, by replicating the surface to
form an infinite surface.

One example of a PBC, which is commonly used to model plane waves that in-
teract with periodic structures, is the Flouquet boundary condition. It accounts
for the phase shift between points in the different unit cells of the infinite struc-
ture [Collin, 2001], by making use of the wave vector and the distance between
the source (src) and destination (dst) point, such that

—ikp (rqgss—rsrc)

Egs = Egpce (4.21)
Hgs = Hsrce_ikF.(rdSt_rsrc), (4.22)

where kg is the wave vector for Floquet periodicity and r4¢; — ¥, is the distance
between the two points.

4.1.4 Boundary value problems

A boundary-value problem is the problem of solving the differential equation
in a certain domain, whilst satisfying the boundary conditions. Solving these
problems analytically is rarely possible, and in practice most problems do not
have an analytical solution. Solving these problems is the fundamental basis
of FEM [Jin et al., 2002] and is mathematically expressed as a differential
equation in domain Q of type

¢ = fr, (4.23)
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where & is the differential operator, fr the forcing function and ¢ the unknown
quantity, combined with a boundary condition enclosing the domain Q.

One of the main methods classically used to solve the Partial Differential Equa-
tion (PDE) problem is the Ritz variational method (also called the Rayleigh-Ritz
method), which is shortly described in the next section.

The Ritz Method

The Ritz method belongs to the group of variational methods and formulates
the systems of equations to solve the boundary-value problem as a function of
functions, a functional, whose minimum is the differential equation restricted
by the given boundary conditions [Jin et al., 2002].

The advantage of this method compared to the Galerkin’s method, another
method commonly used in numerical modeling, is that it often allows for a more
elegant formulation of the problem and for easier interpretation in regards to
the physics involved.

Most boundary values problems in electromagnetics can be formulated using
the general variational principle [Jin et al., 2002], which allows the formulation
of lossy media (the complex permittivity) or other complex quantities as well
as inhomogeneous boundary conditions. To support inhomogeneous boundary
conditions a new unknown function ¢’ = ¢ — u is introduced, in an effort
to make the problem self-adjoint, by letting ¢’ satisfy homogeneous boundary
conditions. The old problem in equation 4.23 can therefore be redefined to allow
inhomogeneous boundary conditions, which results in the expression

2¢" = f; . (4.24)

The functional F for such scenarios is given as

F@) = 5299 - 2+ 5B F0 =G, @as)

where the inner product is defined as
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$op) = f _pydQ (4.26)

Q

With this definition, the electromagnetic boundary value problem for the wave
equation can be found. Combining the wave equation with

1
—nX(VXE)+y.nXx(nxXE)=U, (4.27)
Hr1l

which is a more generalized version of the boundary condition that was speci-
fied in equation 4.17 and which can be used to represent impedance boundary
conditions as well as the Sommerfeld radiation condition. This allows the elec-
tromagnetic boundary value to be expressed as

F(E) = % Hj [ﬂi(v X E) - (V x E) — k2€,E - E] dv
\7d r
[ [%(an)~(n><E)+E~U] ds (4.28)
So

+jkoZo [[[ E-Jav,
1%

where Z is the intrinsic impedance of free space given as | ’;—s, Ye is a known

parameter that for impedance boundary conditions will be —k and U is a
known vector that can be used to represent the boundary condition [Jin et al.,
2002].

4.1.5 Perfectly Matched Layers

A Perfectly Matched Layer (PML) is a technique that allows the simulation of in-
finite unbounded domains in electromagnetics, and was proposed in [Berenger,
1994]. Open boundaries often represent a problem, since it is in many prob-
lems impossible to accurately define the direction of the outgoing radiation as a
plane wave or the direction of propagation [COMSOL, 2012]. PMLs are nonphys-
ical anisotropic materials that are meant to absorb uniform plane waves at any
incidence angle, any frequency and any polarization without reflection.
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This is achieved by adding degrees of freedom to Maxwell’s equations by in-
cluding a complex-valued coordinate transformation and by allowing the wave
impedance not to change [Jin et al., 2002]. In practice, this is not exactly true in
a numerical analysis due to discretization, which still leads to some reflections
[Peterson et al., 1998]. Using a PML does, however, reduce these to a minimum,
so that they should not effect simulation results considerably.

Various interpretations, generalizations, and improvements of the original PML
exist. One of these [Chew and Weedon, 1994] is based on a coordinate stretch-
ing approach, where the Cartesian coordinates are stretched by the factors
Sx,Sy and s, along their respective axis. The reader is referred to the paper for
more information as well as the rigorous proof.

4.1.6 Far field

The electromagnetic field around a scatterer object or an antenna can be di-
vided up into a near field and a far field as illustrated in Figure 4.2. The border
between the two fields is dictated by the Fraunhofer (or Far field) distance,
which is

_ 2D?2
A

dr : (4.29)
where D, is the aperture dimension of the antenna or the period of the scatterer,
and A is the wavelength [Stutzman and Thiele, 2012].

Whereas the near field does generally have a field pattern that can differ con-
siderable from one point to another and that is generally quite complicated,
the field pattern for the far field is usually simpler and more predictable as
it approaches a plane wave pattern. The near field can be divided up further
into the reactive near field and the radiating near field as seen in Figure 4.2,
where the reactive fields dominate the radiation fields and the radiation fields
dominate the reactive fields, respectively.

An equation that is commonly used to calculate the far field from the near field
is the Stratton-Chu equation [Stratton, 2007], which in two dimensions is given
as

” .
E, = \/Zi—ro X f[n X E—nro X (n X H)]ejkr'rodS , (4.30)
s

where E and H are the electric and magnetic fields on a surface S that encloses
the scattering surface, ry is the unit vector from the origin to the field point p, n
is the unit normal from the surface S, A the wavelength, k the wavenumber, r is
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Figure 4.2: Electromagnetic field around an antenna/scatterer, showing the far and
near field [Stutzman and Thiele, 2012].

the radius vector of S, and n the impedance, which is defined as \/g [COMSOL,
2012].

Assuming that the surface is located at the origin and point p in the far field is
at infinity at an angular position (8,¢), it is possible to interpret the unit vector

ro as the direction defined by (0,¢), which means that E;, will be the far field
in that direction.

The far field radiation pattern can be expressed as |Ep |2 [COMSOL, 2012].

4.1.7 Radar cross section

An important parameter for open region scattering problems as well as in
the case of SAR imaging is the radar cross section (as described in section
3.2.2).

It can be found as

) |Esc(r’ esc’¢sc)|2
|Eine(0,4)12

o(0°¢,4°¢,0,¢0) = lim 4xr (4.31)
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where E"¢ and E*¢ are the incident field from direction (0,¢), and the scattered
field in the direction (6°¢,¢°¢), respectively [Jin et al., 2002]. The scattered field
can be found using equation (4.30).

As previously stated in section 3.2.2, the radar cross section is referred to as
the backscattering cross section when the incident direction is the same as the
observation direction. In the context of equation (4.31), this means (6,¢) =
(6°¢,9°°). The radar cross section is usually normalized by the surface area
that is illuminated to yield the backscatter coefficient.

4.1.8 COMSOL

COMSOL Multiphysics 4.4 was used as modeling software. It originates from
MATLABs PDE toolbox, which could solve classical equations in 2D. Over time,
the functionality was extended to support 3D scenarios and was called Femlab.
In 2005 Femlab was renamed to COMSOL Multiphysics and is no longer reliant
on MATLAB. It is, however, still fully compatible with MATLAB, which allows
users to incorporate their models into MATLAB scripts.

Stallo

As part of this project, the supercomputer Stallo at the University of Tromsg —
Norges arktiske universitet had to be used to cope with the amount of computa-
tional resources needed to model the domain. Initially the model was developed
and run on the server of the remote sensing group at the University (2x2.93GHz
Quad-Core Intel Xeon, 32GB Memory). This worked fine when working with
small models or large wavelengths, but it was soon apparent that more mem-
ory was required to solve larger models in C-Band, making the move to Stallo
necessary. The move to Stallo offered an increased amount of resources but did
in return also introduced the variable of a queuing system where, depending
on the load of Stallo, jobs occasionally had to wait up to 3 days in a queue.
Table 4.1 shows the specifications of Stallo.

A typical version of the pixel sized model (4m extent), which can be seen in
section 5.3, run on Stallo has the requirements shown in Table 4.2. It can be
seen, that even models representing one pixel in size require large amounts of
computation, making it impractical/impossible to model a whole radar image
in one go. It was not considered to decrease the modeling domain even fur-
ther since that would complicate the comparison to remote sensing scenarios
considerably.
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Table 4.1: Stallo resource description from the Stallo user guide [Notur, 2013]

Aggregated Per Node
Peak performance 201 Teraflop/s 332 Gigaflop/s ¢
448 Gigaflop/s b
Total memory 19.7 TB 32 GB (32 nodes with 128 GB)
Internal storage 155.2 TB 500 GB (32 nodes with 600GB raid)
Centralized storage 2000 TB

4 For the 304 HP BL460 gen8 blade servers
b For the 216 HP SL230 gens8 servers

Table 4.2: Requirements for a typical COMSOL job for
the geometry in section 5.3

Boundary elements 26 186
Total elements 5 670 586
Number of degrees of freedom 39 704 223
Number of nodes 10
Solution time 4h,17min,22sec

4.2 Model design and simplifications

This section focuses on the model that was designed using the COMSOL Mul-
tiphysics RF Module. It explains the key design choices that were made dur-
ing the process and mentions certain simplifications that had to be made to
the model. Some fieldwork is included into the design of the model, which
is described in section 4.2.1. Section 4.2.2 discusses the Fresnel equations for
multilayer structures, which have been used to validate the model.

4.2.1 Fieldwork: Complex Permittivity

To make the model as realistic as possible, valid input parameters were required,
which is why some fieldwork data has been included. As part of a research cruise
in the Svalbard area, the temperature, density, and salinity of first year sea ice
was measured at the entrance of Van Keulenfjord towards the end of April 2011
using the method described in section 2.1.4. The temperature was measured
using a thermistor thermometer with an accuracy of +0.2°C and a resolution of
0.1°C. The measurements were taken in small drilled holes in the core prior to
cutting the core up into smaller sections. The small sections were then placed
on a small tray to minimize the effect of the surroundings and were measured
using a trammel before weighing them with a weight scale with a accuracy
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of +3¢g and a resolution of 1g. The samples were then placed in bags and set
to melt.The salinity was measured once the samples were completely melted
using a salinity meter with an accuracy of +0.01ppt and a resolution of 0.01ppt.
The salinity meter was calibrated using the calibration solution that followed
with the instrument. Even though the method is relatively easy to perform,
additional sources of errors for both salinity and density can, for example, be
introduced by sample drainage caused by exposure to air temperatures.

An example of one of the recorded salinity profiles, temperature profiles, and
density profiles is shown in Figures 4.3, 4.4 and 4.5 respectively. Figure 4.3
shows the distinct C-shape curve discussed in section 2.1.3 and similarities to
the June profile in Figure 2.1 can clearly be seen. At the end of April, the air
temperature was already high enough to cause melt water flushing in the top
layer, which explains the low surface salinity. It also explains the temperature
profile in Figure 4.4, where the top part of the ice has been warmed by the
air temperature and the bottom by the sea water, causing the temperature,
which during the winter increased with depth, to be lower in the middle of the
block.

By using the data to calculate the relative brine volume using the equations
described in section 2.1.4 and combining the result with the model discussed
in section 2.3.1, it was possible to calculate an approximate distribution of the
permittivity with depth. In the calculation, the depolarization factors A, of
the inclusion were chosen to represent oriented needles to fit the inclusion
geometry that can be expected in well-developed first year sea ice [Shokr,
1998]. The frequency was chosen as 5.405GHz to fit the models discussed in
chapter 5, which use the permittivity profile. Figure 4.6a and 4.6b show the
permittivity profiles that were generated and refer to the real and imaginary
part, respectively.

It is important to note that the data used includes only in situ TDS measure-
ments and that these can vary significantly over the area of a whole image.
Since, however, only one image pixels was modeled it is an reasonable as-
sumption that the measurements over the area of the pixel should not differ
considerably.

4.2.2 Fresnel equation

An important part of designing a model is to validate it by comparing it to an
analytical solution (if available), or to other models or experimental results.
There exists an analytical solution for the case that is being considered in
section 5.1, which models a two layered medium with a perfectly flat surface.
The analytical solution to this problem can be found by making use of the
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Figure 4.3: Salinity-depth profile of one of the cores taken in Van Keulenfjord.
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Figure 4.4: Temperature-depth profile of one of the cores taken in Van Keulenfjord.
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Depth vs. Density
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Figure 4.5: Density-depth profile of one of the cores taken in Van Keulenfjord.
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Figure 4.6: Permittivity-depth profile of one of the cores taken in Van Keulenfjord.
The model described in section 2.3.1 was used to generate the profile.
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Medium1 (n,)

Medium2 (n,)

Figure 4.7: Illustrates the incidence, transmitted and reflected part of the E-field for
the boundary between two media with refractive index n; and ny. The
incidence angle for the surface is denoted #; and the angle of transmission
is denoted with 6,.

Fresnel equations, which are given as

nicos; — nycosf;
rs = (4.32)
nicos6; + nycost;
; 2n7cosb; ( )
= 4.33
* " nycosb; + nycosb,
nocost; — nycost; (4.34)
rp = 4.34
P ™ nicosO, + nocos;
2n1cosH;

t, = .
P ™ nicosO, + nocost; (4.35)

for the boundary between two mediums with refractive indices n; and n, (see
Figure 4.7) [Bohren and Huffman, 1998]. In the above equation #; and 0, refer
to the angle of incidence and the angle of transmission, while rs, ts, 1, and t,, are
the reflection coefficient and the transmission coefficient for s-polarized wave
and the reflection coefficient and the transmission coefficient for p-polarized
wave, respectively.

When considering a three layer geometry as displayed in Figure 4.8 the total
reflection can be found as

Fiox + e2j(n2k)dcos(92)r23x

) (4.36)

I'sx = 1+ e2j(n2k)dcos(92)r12xr23x
where ryo, and ry3, are the reflection coefficient at the boundary between
medium 1 and 2 and the boundary between medium 2 and 3 respectively, with
x denoting either s- or p-polarization. d is the thickness of the second medium, k
the wavenumber, n, the complex refractive index of medium 2, and 0, the angle
at which the wave propagates in the second medium.The reader is referred to
Appendix C for a detailed derivation of equation (4.36).
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Figure 4.8: Displays the incidence, transmitted and reflected part of the E-field for the
three layer structure. The incidence angle for the top surface is denoted
01, whereas the angle of incidence for the second surface is denoted with
0. The refractive indices are n;,n; and ns (top to bottom).

Once the total reflection coefficient r, has been found, the reflectance is

R=rel?. (4.37)

4.2.3 Random rough Gaussian surface generation

This section describes how a one-dimensional random rough surface is gener-
ated with a Gaussian correlation function and is based on the first two volumes
of the Scattering of Electromagnetic Waves series [Tsang et al., 2000], [Tsang
et al., 2001].

A random surface can be represented by a function defining the height of the
surface. This can be defined as z = f(x) where f(x) has zero mean and is
a random function of x. Assuming a stationary random process, it is known
that

(FGx1)f(x2)) = K*Clx1 — x2) (4.38)

where C is the correlation function and h the RMS height. For this thesis the
correlation function of interest is the Gaussian

2

Cx)=e (4.39)



4.2 / MODEL DESIGN AND SIMPLIFICATIONS 45

where [ is the correlation length.

Equation (4.38) can be expressed using the spectral density as

RC(x) = f dece W k) | 4.40)

[ee]

where the spectral density for the Gaussian correlation function (equation
(4.39)) is
h?l K2

W(ky) = 5 \/Ee_ . (4.41)

To generate a surface of length L the surface function f(x) can be considered
to have a period of length L, such that f(x) = f(x + L). Such a function can
be expressed as a fourier series

1 +00 i2nx
flx) = i Z bpe L (4.42)

n=—oo

with the Gaussian random variable b,,, thus

1 & " i27rnx;  —i2wmxy
Fofa) =13 D) D (babye T e T (4.43)

n=—00 Mm=—00

Comparing equation 4.40 and 4.38 with equation 4.43 and discretizing k, at
K,, where

Ky = Z”Tn = niky (4.44)
yields the following relations
(bnby,) = SnmBn (4.45)
and
20§ K (K, = = i Be/Kntim2) (4.46)
L L

n=—oo n=—o0o



46 CHAPTER 4 / NUMERICAL MODELING

Equation (4.46) can be simplified to
B, = 27rLW(K,) (4.47)
and combined with equation (4.45) can be written as

(|bal*) = 27LW(K,,) . (4.48)

Since it is known that f(x) is real the relation F(K,) = F*(-K,) is valid
and since b,, and F(K,,) are proportional to each other it can be implied that
b, = b*,,. Using this and setting m = —n in equation (4.45) it can be shown
that

(R(bn))XB(by)y =0 (4.49)

which means that the real and imaginary part of b, are both independent
Gaussian random variables.

Making use of the Discretized Fourier Transform (DFT) equation (4.42) can be
expressed as

N
1 2 s2mnm
fm=1 Z bne'™ N (4.50)

Ax = L (4.51)
X =—, .51
N 4.5
Xm = mAx , (4.52)
and

N+1 0,1 N ( )

m=—-—— s s Uy Lyeeey 7 .
5 5 4.53

have been used to let there be N points in both the spacial and spectral do-
main.

Using the inverse DFT equation (4.50) can be used to express b, as
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N
L > _j2rnm
bn = N § fme N (4.54)

This allows the generation of the surface profile by first calculating all N b,
from a set of N random Gaussian distributed numbers and then using it to find

Jm-

4.2.4 Material properties

In the model design phase, the decision was made to not represent the complex
internal structure of the sea ice individually, but instead for simplicity to assume
that the brine and air inclusions in the sea ice are on scales smaller than the
wavelength. Taking experimental sizes into account, which were taken from
[Perovich and Gow, 1996], this seems to be a reasonable assumption, as the
mean area of a first year brine pocket was found to be 0.029mm?. For such small
inclusions it is possible to replace the complex ice layer with a homogeneous
material whose effective material properties will have the same effect as the
complex structure. In the final part of the modeling, when including the field-
work data, the effective permittivity (from measurements) was interpolated
and used to have the material change its permittivity with depth. For multi year
sea ice, however, the air inclusions are considerably larger than for first year
ice and the assumption of homogeneity can not be utilized due to the fact that
the large air inclusions will effect the volumetric scattering component.

4.2.5 Design decisions

During the development phase many problems were encountered, some re-
lated to the internal workings of COMSOL Multiphysics, and others related to
computational issues such as described in section 4.1.8, which resulted in the
necessity to reduce the modeling domain to the size that represents a pixel
instead of a whole image. Another computational issue that had to be consid-
ered was the dimension of the model domain, which initially was chosen to be
in 3 dimensions, but was reduced to 2 dimensions to avoid the meshing and
solving of the extra dimension. This decision does, however, come at a cost,
since it introduces some geometrical problems when trying to normalize the
radar cross section by the area when the surface is being represented only by
one dimension.

Another design decision that had to be made was on the mesh density. Here
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the trade-off discussed in section 4.1.1 between limiting the discretization er-
rors and limiting the complexity of the model was encountered. To limit the
complexity it was chosen to follow the rule of thumb of using 6 elements per
wavelength as discussed in [Marburg, 2002]. This was taken as the maximum
element size, but towards the boundaries, especially the rough surface, the
meshing density was dynamically increased using COMSOL functionality to
reduce the discretization errors.

The author has also decided to avoid modeling the incident waves as chirps, and
even the aperture synthesis, which are used in SAR to achieve high resolutions
using post-processing, but has instead chosen to make use of planar waves,
which corresponds more to a RAR sensor approach.



Results and Discussion

In this chapter, the different scenarios are described in more detail and the
modeling results are presented and discussed. The first scenario that is consid-
ered and presented in section 5.1, is of a perfectly flat surface that, by using
periodic boundary conditions, is simulated to be infinitely long. The second one
is for a periodic surface that is limited in length (section 5.2). The model is com-
pared to results from the SPM model in section 5.3, before a very rough surface
is considered in section 5.4. The case described in section 5.5 presents a two
layered rough surface model that makes use of the fieldwork measurements
by including the permittivity profile found in section 4.2.1.

5.1 Case I: Two layered medium with plane
surface and periodic boundary conditions
simulating infinite extent

In this section a model is considered that consists of a 20 cm sea ice layer on
top of a sea water layer. PBCs are used to let the domain represent a surface
of infinite width.

49



50 CHAPTER 5 / RESULTS AND DISCUSSION

Port 1 (input)

Air

Depth[cm]
N
o

Sea ice

»
o
T

W
o
T

Y
o
T

Y
o
T

Sea water

w
o
T

0 10 20 30
Width[cm]

Figure 5.1: Case I: Planar surface model geometry.

5.1.1 Description

This model has been designed similar to the one proposed in [Yang and Alter-
matt, 2008], in which the reflectance of silicon solar cells has been modeled.
The model geometry is presented in Figure 5.1, where the top side is defined
as the input port, which is excited separately with a Transverse Electric (TE)
wave and a Transverse Magnetic (TM) wave of the form discussed in section
4.1.2. The bottom side is the output port and has no excitation. The left and
right side have been fitted with Floquet boundary conditions to ensure that
waves that reach the edge are transposed to the other edge with the correct
phase shift.

The three different media from top to bottom are air, sea ice and sea water,
where the sea water permittivity has been approximated using a script supplied
by Dr. Cathleen Jones at the Jet Propulsion Laboratory. The sea ice permittivity
was assumed constant through the sea ice medium to be able to compare the
results to the theoretical solution and was taken from the fieldwork data at a
depth of 6.2cm.

The frequency that was chosen for the EM-wave in this model is 5.405 GHz,
which lies in the C-band and is the frequency at which Radarsat-2 operates
[Canadian Space Agency, 2011]. The C-band was chosen, since it is generally
considered to be the optimal choice for sea ice monitoring. [Dierking et al.,
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2004] however states that especially for the spring or summer months, when
the air temperature is above the freezing point, the penetration depth into the
sea ice will be reduced considerably. In the same article it is suggested that
for spring/summer months as well as for modeling sea ice ridges and large
deformations it might be advantageous to use L-band instead of the C-band.
Since the measurements were taken in the spring the following discussion will
also include some modeling with L-band frequency.

There are multiple plans to include L-band satellites in the next generation
of radar remote sensing, such as for example the Tandem-L satellites, which
are currently being planned and according to [Krieger et al., 2010] could be
launched in 2019. An example of a satellite that was equipped with an L-band
sensor is the Advanced Land Observing Satellite (ALOS) that, launched by
the Japan Aerospace Exploration Agency (JAXA), operated from 2006 to 2011
[Rosengqvist et al., 2014]. ALOS was fitted with a Phased Array L-band Synthetic
Aperture Radar (PALSAR) operating at a frequency of 1.270 GHz [Rignot, 2008].
On the 24th of May JAXA launched a successor for ALOS called Advanced Land
Observing Satellite-2 (ALOS-2), which is equipped with an enhanced version of
the PALSAR called PALSAR-2 [JAXA, 2014]. The frequency that was chosen to
represent the L-band scenarios in the following sections has been chosen to be
the frequency that ALOS’s PALSAR used and which, according to [Rosenqgvist
et al., 2014], is in the frequency range of PALSAR-2 (1.215 — 1.3 GHz) aboard
ALOS-2.

5.1.2 Discussion

To compare the model results with the Fresnel equations, the reflectance can
be measured by evaluating the scattering parameter S11. S11 is the voltage
reflection coefficient at port 1 (the input port) and can be used to find the time
average power reflection as |S11|%. The scattering parameter Sy is

S \/ Power reflected from port 1
1=

(5.1)

\/ Power incident on port 1

Port 1 can be used, since the top medium (air) does not have an imaginary
permittivity part, which means that there will not be any loss in the air medium.
If this were not the case the scattering parameter would have to be evaluated
using an additional port at the air/sea ice border.

Figure 5.2 shows the time averaged power flux for the C-band scenario and
for an incidence angle normal to the surface, which is the angle of furthest
penetration. Plotting the quantity along a vertical cut-line it can clearly be
seen in Figure 5.3 that the power flux dissipates very quickly in the sea ice
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Figure 5.2: Case I: 2D Time averaged power flux for normal incidence angle at C-band
frequency.

layer following an exponential curve. It can also be observed that the sea water
contribution to the reflection can be neglected for the C-band scenario. This is
not surprising, since the penetration depth, the depth at which the remaining
power is 1/e of the incoming power and which can be calculated using equation
(2.8), is found to be

/1 1/ ’
Sy = 6” ~1.9cm . (5.2)
21e

Inspecting Figure 5.3 it can indeed be seen that the remaining power at 1.9 cm
is at = % The rapid increase and drop in the time averaged power flux at the
boundary between the air and the sea ice happens due to superposition of the
reflected and incident wave.

For the L-band case the penetration length is larger as can be seen from Figure
5.4, which shows the power flux dissipating with depth for the L-band scenario.
This is due to the fact that equation (2.8) relies on the wavelength, which is
larger for the L-band than for the C-band. It is however important to notice
that equation (2.8) also includes the real and imaginary part of the permittivity,
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Figure 5.3: Case I: Time averaged power flux for normal incidence angle at C-band
frequency along a vertical cut-line in Figure 5.1, indicating the exponential
loss of power in the sea ice medium.

which are also both dependent on frequency. The penetration depth for the L-
band scenario with the recalculated permittivity values was found to be

8, ~ 6.2cm . (5.3)

This means that the sea water/sea ice boundary will still not have a large effect
on the backscatter. This observation can, however, be described as a worst case
scenario, since the experimental data has been collected in the spring, when
the penetration depth is considerably lower than during the winter. Lower sea
ice temperatures generally cause the brine volume size in the ice to decrease
causing an increase in brine salinity. As mentioned in section 3.2.3, it is the
water molecules and not the ions in the brine that are mainly responsible for
the high permittivity at larger temperatures and permittivity will therefore
generally be lower at lower temperatures [Shokr, 1998]. Assuming that the
density and the salinity of the whole block stays approximately the same, then
the penetration depth at —30°C for the measurements taken at depth 6.2cm
will be 103cm for L-band. This shows that even though the water layer does
not play a large role for the spring/summer data gathered during the fieldwork,
it can still have a large effect on backscattering during the winter.

Figure 5.5 shows the power dissipation for the C-band scenario on a log scale
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Figure 5.6: Case I: Reflection of the 2-layered medium shown in Figure 5.1. Displaying
good agreement between the COMSOL simulations and the analytical
solution to the Fresnel equations. The Brewster angle can be observed at
93 ~ 65.5°

and it can, by the straight lines, clearly be seen that the power dissipates ex-
ponentially, which agrees with our expectations. It can also be seen that the
power dissipates much more rapidly in the water than in the sea ice, which is
due to the large imaginary part of the permittivity of water compared to the
sea ice.

Figure 5.6 shows the modeled reflection for both the TE and T™M wave, and the
analytic solution for the two layer reflection problem. The equations producing
the analytic solution can be found in section 4.2.2.

It can be seen from Figure 5.6 that the analytical solution for both TE and T™M
wave perfectly, within a small numerical tolerance, match the one simulated in
COMSOL for the flat infinite surface. This provides confidence in the fact that
the model is working correctly. Figure 5.6 also shows a phenomena known as
the Brewster angle, the incidence angle () at which the TM-wave is perfectly
transmitted, which will be denoted as 6. This angle of no reflection can be
found as
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na
0p = arctan — ~ 65.5° , (5.4)
ni
where n1 and n, are the refractive indices for the air and ice material respec-
tively. It can be observed that the analytical solution for the Brewster angle
coincides with the simulation results.

5.1.3 Conclusion

The model considered in the previous section agrees well with all the theory
that it has been compared to. It was seen from Figure 5.6 that the results
for the reflection match perfectly (allowing a small numerical error) with the
theoretical solution of the Fresnel equation, which is what should be expected
for a flat surface of infinite extent. On the other hand the penetration depth
was investigated and it was found that for C-band as well as for L-band the
penetration depth for the measured ice properties are quite low due to the
high sea ice temperatures. This means, that the bottom part of the ice layers
as well as the sea water could theoretically be neglected. Since sea ice at lower
temperatures does, however, have much lower permittivity, it is important to
keep the water layer to support a variety of sea ice types. Another case where
the penetration depth can be considerably larger is for multi-year sea ice, in
which large air inclusions replace the brine inclusions.

5.2 Case Il: Two layer medium, periodic surface
with limited extent

The model considered in this section consists of a two layered medium, where
the top layer represents sea ice and the bottom layer sea water. The sea ice
layer is fitted with a periodic surface to validate the model with help of the
Bragg scattering phenomena.

5.2.1 Description

The model geometry in the previous section has been updated for this model
to be able to extract the angular distribution of the scattered waves and is pre-
sented in Figure 5.7. Due to these geometric changes the model can not utilize
ports, as described in section 5.1, but instead requires the definition of a global
plane wave, as described in section 4.1. A PML (see section 4.1.5) surrounded
by a perfectly conducting boundary condition is used to restrict the domain of
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Figure 5.7: Case II: Two layer model geometry with a periodic top surface.

interest and the Far-field has been calculated to find the backscattering cross
section as described in section 4.1.7. Instead of solving for the full field this
model, as well as all the models discussed in the later sections, utilizes the
scattered field formulation. This makes it possible to define the global plane
wave to be directly incident onto the scatterer, thus making it easier to define
the plane wave excitation. The rough surface in this model is specifically set up
to cause a phenomena called Bragg scattering, which is used to qualitatively
validate the modified model.

Bragg scattering or Bragg resonance is a phenomena that, under certain con-
ditions, can be observed for periodic surfaces. It occurs, when the radar wave-
length and the surface wavelength conform to the Bragg resonance condition,
which is

_ nA
* 7 2sin(0)

where A is the surface wavelength, A, the radar wavelength, 0 the incidence

(5.5)
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angle and n an integer.

According to the theory presented in [Phillips, 1989] the backscatter will be
considerably larger if the Bragg resonance condition is met compared to the
other angles. One application, where Bragg scattering is a common phenomena,
is the observation of the ocean surface, which generally appears dark in a SAR
image. In case of small wind-stresses the ocean surface can instead appear
brighter if the condition in (5.5) is met. Considering equation (5.5) it can be
seen that for radar images (usually with wavelength on an order of cm) the
backscattering cross section is highly sensitive to roughness caused by small
wavelengths.

To cause this form of scattering, the surface was chosen to be a sinusoid of
shape

y = 0.01sin (Zﬂx) [meter] , (5.6)
As

where y is the height of the surface, x are the coordinates along the x-axis and
As is the wavelength of the surface defined as #(’450) with A, being the wave-
length of the satellite, which in this case was chosen to match the wavelength
of Radarsat-2. According to equation (5.5) and the surface parameters chosen,

the surface should cause first order Bragg scattering at yse.

5.2.2 Discussion

The backscattering cross section, for the surface that has been generated ac-
cording to the description in the previous section, can be seen in Figure 5.8.
The backscattering cross section has not been normalized to the backscatter
coefficient as a meaningful way to normalize the 1-D surface (in the 2-D model)
was not found.

The Bragg resonance around 45° can clearly be seen in Figure 5.8, which
coincides with our expectations. It is also possible to see a peak at 0°, which
is related to the sinusoidal symmetry of the surface. The small spikes between
the two main peaks are believed to be caused mainly by the discretization error
that FEM introduces by representing the sinusoid boundary using triangular
elements. This error is however not necessarily unrealistic, since real scenarios
tend to not contain perfectly smooth sinusoids either.

Looking at the 45° case in particular, Figure 5.9 shows the angular distribution
of the Far field. Beside the large peak caused by Bragg resonance at the Bragg
angle (45°), a large peak can be seen in the direction of specular reflection
(135°). Looking more closely, zooming in, at the angular distribution (Figure
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Figure 5.8: Case II: Backscattering cross section of the 2-layered medium plotted vs.
the incidence angle, clearly showing the expected Bragg resonance at 45°
(and 0°).

5.10) it is possible to see that there is evidence for small side lobes, which are
believed to be caused by the FEM approximation. A denser meshing could
presumably decrease the effects of these side lobes, but, since the side lobes
magnitude is neglectable compared to the Bragg resonance and the specular
component, it is not practical to improve this at the cost of performance.

5.2.3 Conclusion

The rough periodic surface that was considered in this section has been used
to qualitatively validate the model that has been created as part of this thesis
by modeling Bragg scattering. According to the theory the results showed that
the magnitude of the backscattering cross section increased considerably when
equation (5.5) was satisfied.
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Zoomed scale from Figure 5.9.
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Figure 5.11: Case III: Geometry for the one layered, slightly rough surface.

5.3 Case lll: One layer medium, small surface
roughness with limited extent

The model considered in this section consists of a one layered medium with a
small surface roughness and aims to compare the model results to a common
scattering model, the SPM.

5.3.1 Description

The setup of the model in this section is similar to the one described in section
5.2. The main difference is that the periodic surface has been replaced with
a random generated surface with a correlation length of 1.5cm and a RMS
height of 0.04cm. The correlation function chosen was Gaussian as described
in section 4.2.3. Apart from that, the only other difference is that only one layer
is considered in this case to be able to compare it to a simple existing scattering
model. The final geometry of this model is displayed in Figure 5.11.
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Due to the lack of an analytical solution an attempt was made to evaluated the
result by comparing it to the SPM for the same surface correlation length and
RMS height. The SPM is a scattering model that is only valid when the surface
roughness is small, which, as discussed in section 3.1.4, means small relative
to the radar wavelength. The domain in which the sPM is valid, is, according
to [Fung and Chen, 2010], defined as

ks, < 0.3, (5.7)
kl <3, (5.8)
and
Sh
T < 0.3, (5.9)

where k is the wavenumber, sy, is the RMS height of the surface and [ is the
correlation length.

For further information on the SPM the reader is referred to Appendix B and
[Fung and Chen, 2010].

The case can be split up into two separate parts, where the first one focuses
on analyzing changes in the backscatter cross section for frequency changes at
constant permittivity. The second part does the same, but keeps the frequency
constant and varies permittivity.

5.3.2 Discussion

Figure 5.12 shows the results for the SPM model, when run for two different
frequencies and Figure 5.13 shows the modeled results for the same frequencies.
As stated in section 5.2.2 the backscattering cross section results of the model
are not normalized and it is therefore not expected that they numerically match
the backscatter results of the SPM.

Inspecting and comparing the two figures does, at first glance, not show any
similarities. This is as expected, however, since the implemented model only
represents one realization of the statistical parameters, the correlation length
and the RMS height, whereas the SPM model estimates the backscatter coef-
ficient average of all possible realizations. For a large number of realizations
the shape of the average model solution is expected to be very similar to the
SPM solution, this could, however, not be tried due to the large amount of real-
izations required and the large runtime of the model. It can, however, be seen
that the lower frequency (5.1GHz) case tends to have lower backscattering
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Figure 5.12: Case III: Backscatter coefficient for the slightly rough surface vs. incidence
angle for two frequency values using the SPM.
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Figure 5.13: Case III: Backscattering cross section for the slightly rough surface vs.
incidence angle for the two frequency values using the model developed

as part of this thesis.
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Figure 5.14: Case III: Backscatter coefficient for the slightly rough surface vs. incidence
angle for two permittivity values using the SPM.

cross section results in the model, which coincides well with the results of the
SPM model. For larger incidence angles a considerable decrease in backscatter,
both in the model results as well as the SPM results, can be noticed.

Figure 5.14 shows the results for the SPM model and Figure 5.15 shows the
modeled backscattering cross section results for the second part of the case. In
this part, however, as previously stated, the frequency is kept constant at the
frequency of Radarsat-2 and the permittivity is varied instead. It can again be
seen that the results are not as smooth as the SPM curve, but it is still possible
to see that the backscatter for the higher permittivity is generally higher than
the backscatter of the lower permittivity both in the model and in the spMm. It
is also in this case possible to see the downward trend in the backscatter or
backscattering cross section level as the incidence angle increases.

5.3.3 Conclusion

In this case the results of the model have been compared to the SPM, a scat-
tering model that is one of the most widely used backscatter models in remote
sensing. Due to the lack of normalization and due to the fact that the model
that was implemented as part of this thesis only models one realization of the
statistical surface parameters, it was difficult to numerically compare the re-
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Figure 5.15: Case III: Backscattering cross section for the slightly rough surface vs.
incidence angle for the two permittivity values using the model developed
as part of this thesis.

sults for the two models. It was possible, however, to validate the model by
comparing the characteristics of both the sSPM and the implemented model.
Doing this, it could be seen that the model qualitatively agrees well with the
analytical model.

5.4 Case IV: One layer medium, very rough
surface with limited extent

In this section the backscattering cross section of a very rough surface is being
modeled and compared to the results from section 5.3 (Case III).

5.4.1 Description

This section extends the previous case by exchanging the previous surface with
a surface of larger roughness. The statistical parameters of this surface were
chosen to be a correlation length of 1.5 cm and a RMS height of 4 cm. Com-
pared to the surface discussed in section 5.3, a surface with these parameters
can be considered to be on the opposite end of the roughness spectrum. For
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Figure 5.16: Case IV: Geometry for the one layered extremely rough surface

these surfaces the SPM is not valid, as the statistical parameters lie outside of
the validity domain given by the equations (5.7), (5.8) and (5.9). The model
geometry with the new surface is shown in Figure 5.16.

5.4.2 Discussion

The model was run for the same scenarios as in the previous section. Figure
5.17 shows the result for the frequency of Radarsat-2 and a frequency of 5.1
GHz. The medium modeled has a complex permittivity of 3.5 — 0.2i. The
results displayed in Figure 5.18 are for two media with different permittivities
at constant (Radarsat-2) frequency. It can be seen from the figures that the drop
in the backscattering cross section, which was seen in section 5.3, is considerably
smaller than in the Figures 5.17 and 5.18. This agrees with our expectations as
extreme roughness will cause large variations in the local incidence angle and
will therefore lead to a more uniform scattering pattern. As the roughness is
further increased, the scattering pattern will become completely independent
of the incidence angle and, as stated in section 3.2.1, the surface will approach
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Figure 5.17: Case IV: Backscattering cross section for the very rough surface vs. inci-
dence angle for the two frequency values using the model developed as
part of this thesis.

a Lambertian surface. It can also be seen that a larger permittivity, as seen in
the previous case, still results in a larger backscattering cross section.

5.4.3 Conclusion

In this case the model was changed to represent an extremely rough surface and
it was seen that the drop in the backscattering cross section with an increase
in incidence angles is considerably smaller for the rough surface than it was
for the small roughness scenario discussed in the previous section. This agrees
well with the notion that perfectly rough Lambertian surfaces have uniform
scattering patterns.

5.5 Case V: Two layer medium, rough surface
with limited extent

In this section the backscatter of a sea ice layer with a rough surface on top of
sea water is measured.
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Figure 5.18: Case IV: Backscattering cross section for the very rough surface vs. inci-
dence angle for the two permittivity values using the model developed
as part of this thesis.

5.5.1 Description

This section modifies the previously discussed models to include both a sea ice
and sea water layer at C-band frequency (Radarsat-2). Figure 5.19a displays the
geometry for this scenario, where the surrounding layer is a PML. The scenario
utilizes the fieldwork results presented in section 4.2.1 and lets the permittivity
of the sea ice vary continuously with depth as shown in the Figures 4.6a and
4.6b. The profiles for the salinity (S), temperature (T), density (D) and for the
real (¢’) and imaginary part (¢’’) of the permittivity have, for completeness,
been included in this section as small thumbnails in Figure 5.19.

As no surface profile of the sea ice section is available the author has decided to
make use of the statistical surface parameters that were found in [Drinkwater,
1989] for smooth ice. These are displayed in Table 2.1.

A scenario of this type has, to the authors knowledge, not been modeled previ-
ously.



5.5 / CASE V: TWO LAYER MEDIUM, ROUGH SURFACE WITH LIMITED EXTENT 69

2.2

2
1.8]
16]
1.4]
1.2]

0.8]
0.6]
0.47
0.27]

Depth [m]
o

-0.2]]

-0.4]
-0.67]

-0.8]

-1.2» . . T T

-2 -1.5 -1 -0 1 15 2

5 0 0.5
Width [m]

(a) Case V: Geometry for the 2 layered scenario.

it - ) T pomay Gespan * ey ragnan )

e e hw g e

(b) S @@T (dD (e) € ) e”

Figure 5.19: Case V: Geometry for the two layered surface with varying permittivity.
The TDS profiles and the permittivity profile that were used and that
correspond to the core taken in Van Keulenfjord (described in section
4.2.1) have been included in Figures (b) to (f).
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Figure 5.20: Case V: Backscattering cross section results for the two layered scenario
plotted versus the incidence angle.

5.5.2 Discussion

Figure 5.20 shows the backscattering cross section for the modeling scenario.
As expected the backscattering cross section, for this reasonably smooth surface,
varies considerably for the range of incidence angles. As discussed in case I in
section 5.1 the penetration depth for C-band is extremely small for the measured
conditions and it is not expected that the sea water/sea ice boundary has a
large effect on the backscattering cross section.

5.5.3 Conclusion

The model considered in this case combines all previously discussed ideas into
one single model. As this is a more complicate case, it was not possible to
compare it to existing models. However, based on the previous validations we
assume that the model performs correctly and that the backscattering cross
section result, when normalized, does in fact coincide with what a pixel of an
image at that location at that point in time would have looked like for the given
surface.



Conclusion
6.1 Summary

In this thesis, a numerical model has been designed that uses the FEM to model
the backscattering cross section from rough multi-layered sea ice surfaces and
incorporates TDS fieldwork measurements to estimate the continuous sea ice
permittivity profile using the Polder-van-Santen/de Loor mixture model. Figure
6.1 provides an overall view over the model and shows how the fieldwork data,
radar frequencies and surface parameters (RMS and correlation length) are
used as input data to the permittivity and surface models. The output from
these models is imported into COMSOL and used to define the geometry of the
model as well as the material properties. Once the physics have been defined
and the meshing has been performed the modeling can begin and will produce
the modeling results such as, for example, the backscattering cross section
profiles that were shown in the previous chapter.

The model was designed as general as possible, allowing it to be adapted to
different surfaces and different materials as well as frequencies. The model
has been successfully validated using established theory such as the Fresnel
equations, which showed a perfect agreement with the modeled results, as well
as using common phenomenas such as Bragg resonance. It was also compared
to the SPM and, apart from the backscatter normalization, clear similarities
were observed. An extremely rough surface was then modeled and qualitatively
compared to the SPM case. It showed the characteristics that can be expected
from a rough surface.
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Figure 6.1: Design model that provides an overview of how the different model com-
ponents (represented by squares) interact with each other and what data
(represented by circles) they require as input. TS in the above figure is
used to denote the temperature and salinity of the sea water.



6.2 / FUTURE WORK 73

Basing the trust in the model on the successful validations, the backscatter
of a two layered sea ice/sea water scenario was modeled. In this scenario
the frequency at which Radarsat-2 operates was chosen, as C-band is generally
considered the optimal choice for sea ice monitoring. TDS measurements taken
from first year sea ice in the Svalbard region were included to model the sea ice
with a continuous permittivity profile. The surface was generated as a random
Gaussian surface with correlation lengths and RMS heights that were found in
the literature for first year sea ice since no surface roughness measurements
were taken during the fieldwork. To the authors knowledge such a scenario
has not been modeled previously.

6.2 Future work

There are many improvements and extensions to the model that could not
be added due to time constraints. Some of these will be discussed in this sec-
tion.

Although the model executes well its computational performance of ~ 4 hours
per pixel is too high to be practical and time should be spent on improving
said performance by evaluating the possibility of using symmetrical geometry
or by reducing the meshing domain. Increased computational performance
could be utilized to run the model a large number of times for different surface
realizations with the same statistical surface parameters and comparing the
mean of all of the backscattering cross section results to the SPM. It is expected
that for a large number of realizations the shape of the backscattering cross
section will approach the SPM solution. Repeated realizations could, on the
other hand, also be used to study speckle statistics. In addition, increased per-
formance might offer the possibility to model a 3D domain instead of just the 2D
domain, which would allow for meaningful normalizing of the backscattering
cross section.

The model should also be extended to support large air and brine inclusions.
Especially air inclusions for multi-year sea ice are commonly too large to still al-
low the sea ice to be modeled as a homogeneous medium at C-band frequencies
and must therefore be modeled by explicitly including them into the geometry.
Combining the implemented model with a model for sea ice growth might have
to be considered to achieve this.

As most of the time available for this thesis was spend on designing and validat-
ing the model, future work includes the actual use of the model for scenarios
that might not yet be completely understood. This can involve tuning of param-
eters, such as the frequency, and analyzing the effects, but it can also involve
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comparing effects of different polarizations. The current model only supports
horizontal polarization, but future work will be conducted on supporting ver-
tical polarization as well.

The benefit of designing the model as general as possible is that additional layers
can be added to it easily. This can be useful in the future to model, for example,
the effect of oil under the sea ice, which is a research area of growing interest.
As the amount of ground truth data in this field is very limited, numerical
models will have to be used to test theories and assumptions.

On a different note the model could be extended to more generally represent
the SAR geometry by introducing chirps and by combining the separate pixels
to an images. This is however tightly coupled to improvements in computa-
tional performance, since it is currently not feasible to model more than a few
pixels.

6.3 Conclusion

From this work it can be concluded that the modeling performs well and pro-
duces results that match the theory. It provides a great starting point to nu-
merical modeling of sea ice and other media under realistic conditions. A lot
more work is, however, required both in validating as well as in extending the
model.
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Brine Volume

This appendix explains the origin of the equation used to calculate brine volume
(equation 2.1) and is based on [Cox and Weeks, 1983]. To understand the
equation it is important to remember that sea ice is composed of pure ice,
brine, solid salts as well as gas, where the salinity of sea ice and the brine
salinity are defined as

b ss
S‘:E:—ms—i_ms (A1)
M mp + mgs + m;
and
m?
Sp = —, (A.2)
mp

respectively, where M represents the total mass and mg, mg,, mp and m; repre-
sent the mass of the salt, the solid salts, the brine and the pure ice, respectively.
The superscripts ss in m:* and b in mé’ represent the medium that is considered,
such that m$* represents the mass of salt in the solid salts and m? represent the
mass of salt in the brine. If no upper index is supplied the medium considered
is the actual sea ice.

Since
mp = ppVp (A.3)

and

M=pV, (A.4)
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where p represents the density and V the volume, the equations can be com-

bined to

Vi

Vv

where

pii (1 (A.5)

oSy \1+C) 7 N

{=5 (A.6)
ms

Equation (A.5) can be expressed as

where

Vo _ pSi

vV R’ (A7)

Fi(T) = ppSp(1 + () . (A.8)

The coefficient, suggested by [Cox and Weeks, 1983], for F;(T) can be found

in Table A.1

Table A.1: Coefficients for F;(T) as found by [Cox and Weeks, 1983]

T,°C

al as as aa

0>T>-2 —0.041221 -18.407 0.58402 0.21454
-2>T >-22.9 —4.732 -22.45 -0.6397 -0.01074




Small Perturbation Model

This appendix provides information on the SPM and is based on [Fung and
Chen, 2010].

The small perturbation surface backscatter model is a model that is applicable
for surfaces with small surface roughness relative to the radar wavelength and
relies on expanding the scattered field in a Fourier series of plane waves. These
waves have different propagation directions and their boundary conditions can
be solved using perturbation series [Carlstrom, 1995].

The roughness is a measure of the surface height standard deviation o and
the surface roughness spectrum as well as the correlation length of the sur-
face, which is denoted with L [Fung and Chen, 2010]. The general form of
the backscatter coefficients for horizontal (cyg), vertical (oyy) and cross po-
larized scattering (oyp) according to the small perturbation theory can be

87
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expressed as follows

O'VV (4k*o?cos?0)|(e, — D[(urer — sin®6) + €, sin® 0]

2
N Erz(llr _)P? W (2ksin6,0) (B.1)

[7(ercosO + +/pre, — sin®0)*
O’HH (4k*c?cos*0)| (i, — 1)[(prer — sin0) + p1, sin? 0]

2
+ 2(e - 1) W (2ksin6,0) (B.2)

[7(prcost + +/prer — sin20)4
5(9)
60p

k80400320|(6r —~1)(R; —RL)?
fZJT fl—

where W, W; and W, are surface spectra, also referred to as roughness spectrum
[Rice, 1951], evaluated at different spectral values. These surface spectra are
the two dimensional Fourier transforms of the correlation coefficient of the
surface p(x,y) and are found in the following way

S(v)v2cosgsing

e V1—v2+ /e, —12

2
Wi Wovavog (B.3)

Wi = W(k(vcosp — sinf), kvsing] (B.4)
W = W(k(vcosp + sinf), kvsing] (B.5)

where the rectangular and polar form W are defined as:
W(ky,ky) = f f plx, y)e—kax—fkyyaxay (B.6)

27 00
Wik, p) = f f p(r.)e 00D 3rag )
0 0

k in these expression originates from the wavenumber (x = /k2 + kﬁ). In

cases where roughness is not dependent on the view direction the correlation
coefficient is only dependent on the radial variable r and B.7 can be simplified
to

w(k) =21 f p(r)Jo(kr)ror (B.8)
0
where Jo(xr) denotes the Bessel function of zeroth-order.
S(0) and S(v) in equation B.3 denote the shadowing functions. These functions

are only accurate for high frequency conditions and geometric optics and are
still a focus of current research. Due to the fact that small perturbation surface
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modeling only focuses on slightly rough surfaces, the single scattering calcula-
tions usually do not require the use of shadowing functions. They are however
required for very large incidence angles. They are also required, for multiple
scattering calculations, since the source for the phenomenon of multi scattering
is the shadowed field [Fung and Chen, 2010].

Due to the fact that most surfaces in nature consist of roughness of different
scales it can generally be assumed that for large sampling intervals the corre-
lation function appears exponentially [Fung and Chen, 2010]. Assuming such
a exponential correlation the surface spectra can be found in the following
way

2712
W(2ksin0) = “ — (B.9)
(1 + (2kLsing)2)*/
2
Wi [k \/(vcosq) — sinf)? + (vsing)?] = 2L _
(1 + (kL)* ((vcosg — sinf)* + (vsing)?))
(B.10)
22

Walk [/ (vcosp + sinf)? + (vsing)?] =
’ \/ (1+ (kL) ((vcose + ksin®)? + (vsin(p)z))?’/2
(B.11)






Reflection for 3-layer media

This appendix contains the derivation of equation (4.36), which is used to find
the reflection of a 3-layer medium as seen in Figure C.1.

It can be seen from Figure C.1 that the total reflected wave consists of infinitely
many components due to the reflections in the middle layer. Using the Fresnel
equations the reflection and transmission coefficients can be found at each
boundary, however, since the wave components that travel through the medium
travel a longer distance than for the first component it is important to also take
into account the phase difference as well as the attenuation. For one length
through the medium this can be expressed as

ej(nzk)dcos(ﬁz) , (C.1)
where k is the wavenumber
2
k = 7” , (C.2)

0, denotes the angle at which the wave propagates in the second medium, A
is the wavelength, and d is the thickness of the second layer.

Looking at the infinite summation of reflected wave components it can be seen
that the first component can be expressed as

Eg.l) = E,-rlz . (C-3)

N
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E . EW E@) E®) E@

Medium1 (nW / / /
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563
Medium3 (ns) >\ \ \ \

Figure C.1: Displays the incidence, transmitted and reflected part of the E-field for the
three layer structure. The incidence angle for the top surface is denoted
01, whereas the angle of incidence for the second surface is denoted with
0. The refractive indices are nq,n, and ns (top to bottom).

Similarly the second one can be expressed, by using the Fresnel equations at
the various interfaces and accounting for the travel through the medium (both
ways), as

E(rZ) — Eit12r23t21ezj(nzk)dcos(ﬂz) ) (C.q)

For the third contribution it will be

ES.B) _ Eit12r23t21er(nzk)dcos(Hz)(rZSr2162j(n2k)dcos(92)) . (C.5)

Inspecting the first three contributions and noticing the repeating pattern, it
can be seen that the total contribution from the 2 to m*" components can be
generalized as

_ h . > .
E$2 mth) — EitlzeZJ(ngk)dcos(Gz)r23t21 Z(r23r21eZ](nzk)dcos(Qz))m ) (C.6)

m=0

Noticing the geometric series in the above equation the total reflection can be
written as

tlzer(nz k)dcos(@g)rz3 toy

r=rig+ (C.7)

1-— r23r2162j(n2k)dcos(92) ’
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Making use of the fact that r;; = —r2 and rearranging the equation results
in

riz + (tigty) — riaray )e2/(n2k)deos@)y,,
r= - s (C.8)
1+ rlzrzgeZJ(nzk)dcos(Gz)

which by using t12t27 — r12721 = 1 can be written as

rio + er(nzk)dcos(Hz)r23
e2j(nak)dcos(6s)

= (C.9)
1+ r12723

These steps are valid for both polarizations and equation (C.9) can therefore
be written as equation (4.36).
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