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Abstract

We have used a numerical model to calculate the flow velocities of six minor
ion species, using two different background models for the fast solar wind,
one with a slow expansion, and one with a very rapidly expanding geometry.
By comparing the flow velocity of the minor ions and the protons, we have
investigated the degree of coupling between minor ions and the background
solar wind in the solar transition region.

We find that C3t, 03+, 0%, 0%F and Ne™ are well coupled to the pro-
tons in the transition region, for both background models. These ions have
well defined ion fraction maxima, and the region of maximum ion fraction
corresponds to a narrow height range. These results show that observations
of the Doppler-shift of the ionic emission lines from these ions reflect the
outflow velocity of the background solar wind in the transition region quite
well.

The Mg®" ion fraction has no well defined maximum, and the radiation
from this ion may stem from an extended height region. The region where
M ¢®F is a dominant charge state of magnesium includes regions of very high
outflow. The significance of the contribution from regions of high outflow,
to the total Doppler-shift of the Mg IX emission line, can be determined
through a calculation of the spectral emission profile.

We have also compared the calculated outflow velocities with observa-
tions from ten different authors. There are significant discrepancies between
calculated outflow velocities, and observations, for several minor ions, in
both background models. For the ions of carbon and oxygen that we have
considered, the flow velocity in the background model with a very rapid
expansion, are too high compared with observations. The flow velocity of
these ions in the slowly expanding geometry is very low, and in better ac-
cordance with the observations. For Ne', the flow velocity is relatively
low compared to observations for both background models, however, it is a
little higher in the rapidly expanding geometry. We find that these discrep-
ancies cannot be resolved by changing the heating of the minor ions without
increasing the heating rates to very large values. Our results also indicate
that large heating rates lead to a high abundance of low charge states in the
solar wind. This is not consistent with observations of charge state densities
in-situ. We believe that a background model with an intermediate expansion
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might provide a better fit to the observations.

Finally, we have compared the formation temperatures obtained in the
simulations with the formation temperatures obtained when assuming ion-
ization equilibrium. We find that for the background model with a slowly
expanding geometry, the formation temperatures do not deviate significantly
from ionization equilibrium. For the rapidly expanding geometry, the devi-
ation from ionization equilibrium is significant for all the ions, with a max-
imum shift in formation temperature of 4.3 - 10°> K, for O°t. For M g8t a
formation temperature cannot be defined in either of the background models,
because, as mentioned above, the ion fraction has no well defined maximum.
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Chapter 1

Introduction

The acceleration of the solar wind has been a topic of research since before
the solar wind was observed for the first time (Neugebauer and Snyder, 1966,
and references therein). In spite of this,much still remains to be done before
we can claim a thorough understanding of the processes that provide the
energy for the acceleration of the solar wind, and for the heating of the
corona.

Much of the solar wind research has concentrated on the fast solar wind.
This because it is less structured, less variable and presumably less compli-
cated than the slow solar wind. The density in the coronal holes, where the
fast solar wind has its origin (e.g. Bell and Noci, 1976), is lower than the
density in the source region of the slow solar wind, which is believed to lie in
the surrounding regions, and during solar minimum, mainly in the streamer
belt in the equatorial regions of the sun (e.g. Gosling, 1997). Since the den-
sity in coronal holes is low, it is believed that the plasma in coronal holes
is dominated by collissionless processes, such as wave-particle interactions.
These processes will manifest themselves in the particle velocity distribu-
tions. In a collision dominated solar wind plasma, traces in the particle
velocity distributions, of collisionless processes in the corona, will disappear
before we are able to detect them. However, if the plasma is collisionless
all the way from the corona to the spacecraft, the traces of collisionless
processes in the corona can be detected. Since collisionless processes are be-
lieved to be important in the acceleration of the solar wind (Cranmer, 2004,
and references therein), studies of the fast solar wind, where the effects of
collisionless processes can be detected, are particularly important (Hollweg,
2006).

In chapter 2 we shall present some basic properties of the fast solar wind
from coronal holes, as well as a short review of the source regions and some
of the proposed acceleration mechanisms of the fast solar wind.

One of the essential questions is at what heights in the solar atmosphere
the fast solar wind begins to pick up speed. This question is important for
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the understanding of the acceleration mechanism of the solar wind as well
as for determining the source regions of the fast solar wind inside coronal
holes.

Several authors have estimated flow velocities in the transition region
and lower corona from observations of ionic spectral lines in coronal holes.
A summary of some of these observations is presented in chapter 3.

The aim of this study, is to compare calculated outflow velocities of
minor ions and protons, using a numerical model (Hansteen and Leer, 1995;
Lie-Svendsen et al., 2001) based on a newly developed set of gyrotropic
transport equations (Janse et al., 2005), to obtain an indication of whether it
is reasonable to assume that the observed minor ion outflow velocities in the
transition region represent the outflow velocity of the background proton-
electron solar wind. We also wish to compare calculated with observed
minor ion outflow velocities in the transition region, and calculated minor
ion formation temperatures with the formation temperatures obtained by
assuming ionization equilibrium. If the outflow velocity in the formation
region of these ions is large, they may not be in ionization equilibrium, and
consequently, the source region of the ionic emission lines may be moved
to higher temperatures, i.e. altitudes, in the solar atmosphere. If observed
minor ion outflow velocities are to be used as constraints on the background
solar wind it is equally important to know where the source regions of the
ionic emission lines are, as to know that these ions are in fact well coupled
to the background.

The choice of minor ions for the simulations is based on the availability
of observational results.



Chapter 2

The fast solar wind

To better understand the motive for this study it may be helpful to review
some of the history of solar wind research. In this chapter we will first present
a very brief overview of the temperature-structure of the solar atmosphere,
as well as some properties of the fast solar wind. We will then describe three
physical mechanisms proposed as the drivers of the fast solar wind. Finally,
we shall briefly review what is known about the coronal source regions of

the fast solar wind.

A schematic figure of the structure
of the solar atmosphere is shown in
figure 2.1. The photosphere is usu-
ally thought of as the surface of the
sun. It holds a temperature of about

2.1 The solar atmosphere
SOLAR WIND

(T )ume~1000 000 K
CORONA

(T)uax~4000 000 K

TRANSITION REGION 20 000 K < T < 1000 000 K

CHROMOSPHERE 6000 K < T < 20 000 K
PHOTOSPHERE T~6000 K
Figure 2.1: Schematic of the tem-

perature structure of the solar atmo-
sphere, the depth of the layers is not
correctly scaled.

6000 K, and is the source of the con-
tinuous part of the solar spectrum
(i.e. black body radiation). Ow-
ing to the relatively low tempera-
ture of the photosphere, compared
to the solar interior and the outer
layers of the solar atmosphere, it is
dominated by neutral hydrogen gas.
Minor ions are also mostly in the
neutral state here. Above the pho-
tosphere is the chromosphere, where
the temperature lies between 6000 K
and about 20 000 K.
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The chromosphere is also mostly dominated by neutral hydrogen gas,
but in the upper layers of the chromosphere, ionization of both hydrogen
and minor ions begins. The next layer of the solar atmosphere is called
the transition region, where the temperature increases from 2 - 10* K to
about 1-10° K, over a very narrow height region. Here, both hydrogen and
minor ions become ionized, although many minor ions are not fully ionized,
even in the corona. The uppermost layer of the solar atmosphere, which
also stretches into interplanetary space, where it is named the solar wind,
is the corona. In the corona we find the temperature maximum in the solar
atmosphere, with an electron temperature of about 1-10% K and proton
temperatures of 2 — 4 - 105 K (see also next section).

2.2 Properties of the fast solar wind

In the literature, the solar wind is usually divided into two categories, fast
and slow solar wind. The distinction is made, as is reflected in the names
"fast” and ”slow”, on the basis of the measured velocity of the solar wind
particles in interplanetary space. The velocity of the solar wind is highly
variable, and it can be difficult to distinguish between the two types. The
wind is usually called "slow” if the average velocity over some time is below
500 km/s (at exactly what velocity the distinction is made varies some-
what between different authors), and ”fast” if the average velocity exceeds
500 km/s for a substantial period of time. The fast wind usually has a
higher average temperature than the slow wind (e.g. Burlaga and Ogilvie,
1970; Lopez and Freeman, 1986). The average proton temperature in the
fast solar wind at earth orbit (1 AU) is about 2.3 - 10° K (Schwenn, 1990).
The proton density in the solar wind is anti-correlated with the solar wind
speed, in fact the mass flux of the solar wind is more or less constant (e.g.
Steinitz and Eyni, 1980; Neugebauer and Snyder, 1966). The average proton
density in the fast solar wind at 1 AU is about 2.73 em ™2 (Schwenn, 1990).
The properties of the fast solar wind from large long-lived coronal holes are
relatively constant. The largest coronal holes are found in the polar regions
of the sun around solar minimum, and smaller ones occasionally also occur
in the equatorial regions of the sun, particularly around solar maximum (e.g.
Miralles et al., 2001).

In figures 2.2-2.4 we have plotted some properties of the fast solar wind
from polar coronal holes, in the region close to the sun. Figure 2.2 shows
observed electron temperatures in the range from 1-1.6R; (where Rg is
the solar radius). They vary between about 3 - 10° and 1.2 - 10° K. The
horizontal lines indicate a temperature range ( Wilhelm et al., 1998), or the
height range associated with an observed electron temperature (Wilhelm,
2006). Protons and hydrogen are expected to be strongly coupled in the
corona, and the hydrogen temperature here should also reflect the proton
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Figure 2.2: Observed electron temperatures in coronal holes plotted vs.
radial distance from the solar center. For a short description of plumes/inter-
plume regions, see section 2.4.2

temperature. Hydrogen temperatures can be deduced from observations of
the width of the emission line produced by the coronal hydrogen population.
Kohl et al. (1997) find a temperature of about 2-10K at 1.5R. Esser et al.
(1999) find temperatures between 2-10° K and 3-10 K in the height region
1.5-2.5R5. Cranmer et al. (1999) find a temperature of 2.2-10% K at 1.5R,
and 3.5-10° K at 2.5R.

The density in polar coronal holes (figure 2.3) decreases rapidly from
about 10'* to 10'm =3 between 1Ry and 3R. Using the conservation of
mass, and the observed densities of, e.g. Guhathakurta et al. (1996), we can
calculate the proton (and electron) outflow velocity for a given magnetic field
geometry. We have assumed spherical symmetry. The result is shown in
figure 2.4. Also shown are outflow velocities for hydrogen, and for O, de-
duced from observations of Doppler dimming/pumping of the oxygen O VI
1032 and O VI 1037 emission lines. The Doppler dimming/pumping tech-
nique is based on the Doppler shift seen by the scattering particles, in the
radiation from the lower layers of the solar atmosphere, which is caused by
a net outflow of the scattering particles. As a result, the intensity of the
scattered radiation will be reduced, compared to a situation with no outflow.
This is called Doppler dimming. Eventually, the scattering particles might
move so fast that they no longer experience resonance with “their” spectral
emission line. If the outflow velocity of the scattering particles becomes
large enough that they experience resonance with a neighboring emission



6 CHAPTER 2. THE FAST SOLAR WIND

10" E

U Doyle et al. 1999 .
c 1078 — Guathakurta et al. 1996 =
— = _ _ Guathakurta et al. 1999 3
> r \ _._. Munro & Jackson 1977 ]
ﬁa WOB?OO\‘\‘\ o Koutchmy 1977 E
% F SN 3
o 1wl ]
c 10°¢ E
o g :
o 1L }
o 10 ¢ E
L F 3
10" s

1 2 3 4 5

Figure 2.3: Observed electron density profiles in coronal holes, plotted vs.
radial distance from the solar center.

line, from a different ion, the scattered radiation will be increased again.
This is called Doppler pumping (Kohl et al., 2006).

2.3 Acceleration of the fast solar wind

Hollweg (2006) describes three mechanisms for acceleration of the fast solar
wind that have been much discussed. The first is that of Parker (1958),
who introduced the electron pressure gradient as the driver of the solar
wind. Parker showed that a hot corona, such as the solar corona, in static
equilibrium, and dominated by thermal conduction, will have an asymptotic
pressure that is several orders of magnitude greater than the pressure of the
interstellar medium. The result is an expansion of the solar atmosphere
into interplanetary space, i.e. a solar wind. The ultimate energy source
for the solar wind, in the treatment of Parker (1958), is the physical pro-
cesses responsible for heating the corona. In the following, we calculate the
asymptotic pressure of a static corona, the treatment follows that of Parker
(1958).

We assume a spherically symmetric hydrogen corona in static equilibrium
with a radial magnetic field. We further assume quasi-neutrality and that
the gas in the corona is fully ionized, giving a total kinetic pressure of 2N kT,
where N is the density, k is Boltzmann’s constant and 7" is the temperature.
With these assumptions, the equation of motion reduces to

MoMN
j (2NET) +G®7

r

0 , (2.1)

r2



2.3. ACCELERATION OF THE FAST SOLAR WIND 7

800 T T T T T T ‘ T T T T T T ‘ T T T T T T T T T T T T T T T
L _ 0O Cranmer et al. 1999 i
_ _ _ _ O Antonucci et al. 2004
L .. _ 0O®**, Antonucci et al. 2000 i
_ _ _ _ Hydrogen, Cranmer et al. 1999
L — Proton outflow speed, calculated from i
density profile of Guhathakurta et al. 1996
600 — o Hydrogen, Dupree et al. 1996 _
"0
~ L
S
= L
©
© -
¢ 400
[92]
- L
©
= L
[©)
200
O Y Y Y B B | I N O ‘ Iy B | ‘ I I I I B
0 ] 3 4

2
/R,

Figure 2.4: O®* and hydrogen outflow velocities in coronal holes, and proton
outflow velocity estimated by using mass conservation and the density profile
of Guhathakurta et al. (1996), plotted vs. radial distance from the solar
center.
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where G is Newtons gravitational constant, M is the proton mass, M is
the solar mass and r is the distance from the center of the sun. At large
distances from the sun, where there are no local heat sources, the steady
state energy balance equation is

V- [K(T)VT] = 7«%% (r%(T)‘g—f) _0. (2.2)

For collision dominated, fully ionized hydrogen of coronal densities, the ther-
mal conductivity is (Chapman, 1954)

k(T) = KkoT", (2.3)
giving,
or
2 n
T"— = 24

where n = 2.5.
By integration of equation 2.4,

r 1 T
/ Clo - / T, (2.5)

o KO 2 To
we obtain
A =)
n+
T(r)= [? + B} , (2.6)
where
— 1
A C(n+ )’ (2.7)
Ko
and,
1
B=pty 0+ (2.8)

KkoTo
Assuming that T'(co) = 0 and T'(rg) = Tp we have

1

T() = Th [7;—0] i (2.9)
From equation 2.1 we get
MoMN
d(2NET) = 2kTdN + 2NkdT = —G®72dr, (2.10)
r

and, by inserting equation 2.9 into equation 2.10, and dividing by 2NEKT,
we obtain
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LN =~ Lar - e 2.11
- — — n+1 n+1
N T rontir r, (2.11)
where
GMyM
A= ———0r—0. 2.12
QkT()?“Q ( )
By integration of equation 2.11,
/NldN /TldT by L/T T (2.13)
—_— = — — — ATrnntl r ntl T, .
Ny N T T 0 ro
we find an expression for N(r),
N(r) T(r)\ , Mn+1) <7°0) =)
In{——=)=-1 — —1 2.14
n () =t () + L (2 L e

or, by using the expression for 7'(r) in equation 2.9,

N(r) = Ny (:—0) w exp <w l(%‘)) L 1]) . (2.15)

Again using the expression for T'(r) in equation 2.9, we find an expression
for the pressure, p(r) = 2NET,

p(r) = poexp <w [(’”70)"_“ . 1]) , (2.16)

where pg = 2NgkTy. As r — oo, the pressure,

- sy (225D, -

n

Parker argued that for the corona to be in static equilibrium, this pres-
sure must be balanced by the pressure of the interstellar medium. For
typical values of the density and temperature of the corona and the in-
terstellar medium, Parker found that this could not be done. If we take
No = 102m=3, Ty = 10° K and ry = 2R we find that the asymptotic
pressure is 8.5 - 1079 N/m?. The interstellar pressure is of order 10719 N/m?
(Nis ~ 10*m=3,Ts ~ 3K (Nordling and Osterman, 2004, Physics Hand-
book)). Parker concluded that since the pressure of the interstellar medium
cannot balance the asymptotic pressure of a static solar atmosphere, the
solar atmosphere must expand, forming a solar wind.

A solar wind was indeed observed (Neugebauer and Snyder, 1966), how-
ever the flow speed and the temperatures observed in the solar wind did not
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match those predicted by the theoretical models of the time (Parker, 1965;
Hartle and Sturrock, 1968). The predicted velocities and temperatures were
too low compared with the observed values. Both Parker (1965) and Hartle
and Sturrock (1968) concluded that heating of some sort must occur in the
interplanetary medium.

In the early seventies the presence of Alfvén waves in the solar wind
was discovered (Belcher and Davis Jr., 1971), and it was proposed that the
wave-pressure exerted by Alfvén waves on the wind might be responsible
for accelerating the wind to the high velocities observed. The magnetic
field force term in the equation of momentum in the Magnetohydrodynamic
(MHD) approximation is

1
Ho

Since the interplanetary medium is very variable, it is convenient to use a
time-average of the magnetic field force term. By using the vector relation

jxB=—(VxB)xB. (2.18)

(VxA)xA=(A-V)A-A(V-A), (2.19)
and by noting that

V-B=0, (2.20)

we find that

<i(v x B) x B> = <$(B : V)B>, (2.21)

where the angle-brackets denote a time-average. Using the relation

V(B-B)=V(B?)=(B-V)B+(B:-V)B=2(B-V)B, (2.22)
we obtain
1 1
<%(v x B) x B> S (VB?). (2.23)

For Alfvén waves we know that

B = B + 0B, (2.24)

where

BLBy. (2.25)

This gives us the result
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1 1 9 1 9
<%(VXB) ><B> —2—M0V<8B >+2—MOV<B0 ). (2.26)
The first term on the right hand side in equation 2.26 can be thought of
as the gradient of the magnetic field pressure caused by the magnetic field
perturbations of the Alfvén waves. If we consider the magnetic field forces
acting on the solar wind plasma, the second term on the right hand side in
equation 2.26 is zero, because the background field is not associated with
any local currents. Early modeling showed that the Alfvén-wave pressure
gradient force was able to account for the solar wind velocities observed at
1 AU (Belcher, 1971; Alazraki and Couturier, 1971). Hollweg (1973) showed
that damping of the Alfvén waves could heat the protons to temperatures
in agreement with the observed values at 1 AU.

One important observational constraint on solar wind models is the elec-
tron density in the region close to the sun. Measurements have shown that
the electron density declines very rapidly with increasing distance from the
sun (e.g. Guhathakurta et al., 1996, 1999). From the equation of continu-
ity we know that, given a steady state condition, the mass flux (nu) of the
solar wind is conserved. Thus, a rapidly declining density implies a rapidly
increasing outflow velocity. The models based on acceleration by the wave-
pressure gradient force were not able to explain this feature, because the
wave-pressure term in the momentum equation is small compared to other
terms close to the sun. The change in kinetic energy caused by the Alfvén
wave pressure gradient, %(%UQ) 4w = U VPyy (subscript Aw meaning
Alfvén wave) is small when u and P 4,, are both small. In the region close
to the sun, both the flow speed and the amplitude of the magnetic field
fluctuations of the Alfvén waves are expected to be small (Hollweg, 1978).

Anisotropies in the velocity distribution functions of the minor ions and
protons (with 7'y > Tj) have been deduced from observations made with
the Ultraviolet Coronagraph Spectrometer (UVCS) on the Solar and He-
liospheric Observatory (SOHO) (e.g. Frazin et al., 2003; Kohl et al., 1998;
Cranmer et al., 1999).

The anisotropies in the velocity distribution functions indicate that heat-
ing by waves through the ion cyclotron resonance might be responsible for
the rapid acceleration close to the sun. Ion cyclotron resonance occurs when
a gyrating ion encounters an electromagnetic wave oscillating at the ion
cyclotron frequency, i.e. when |w — u||z~k:||| = ();, where w is the angular
frequency of the electromagnetic wave, k|| is the wavenumber of the electro-
magnetic wave along the magnetic field, u; is the velocity of the ion parallel
to the magnetic field and €2; is the ion cyclotron frequency. It is believed
that Alfvén waves can heat the protons through the ion cyclotron resonance,
thus creating a large proton pressure gradient force which can accelerate the
particles.

In a static, spherically symmetric corona with isotropic pressure, no
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heating above e.g. 2R and negligible heat conduction, the energy equation
in the region above 2R can be written

1
(rzpu)(§u2 + %% + ¢) = const, (2.27)

where v is the ratio of specific heats %, p is the pressure, p is the mass
density, u is the flow speed, r is the radial distance from the center of the
sun and ¢ is the gravitational potential. If we also assume that T, = 0, so
that the solar wind is driven entirely by the proton pressure gradient, we
can write

1 kT, GM 1 kT, GM
Sug + Y PE o] :—uc2 2 PC | ®,

2.28
2 vy—1 m TR 2 ¥y—1 m re ( )

where m = (m, + my)/2 =~ m,/2, G is the gravitational constant, k is the
Boltzmann constant, 7}, is the proton temperature, Mg is the solar mass
and the subscript £ means the value at earth orbit while the subscript C
denotes the value in the corona. Taking uc equal to 1 km/s, ug equal to
800 km/s and T}, ;;, equal to 2.3-10° K (average proton temperature in the fast
solar wind at at 1 AU from Schwenn (1990)), we find that uc?/3ug? and

ICT%/ %u 52 are less than 1072, meaning that these terms can be neglected.
If we further assume that v = 5/3, we find that the proton temperature
in the corona is 9 - 10 K. According to observations, proton temperatures
in coronal holes range from 2 — 4 - 105 K (Esser et al., 1999; Kohl et al.,
1997; Cranmer et al., 1999). This simple calculation indicates that the
proton pressure gradient plays an important role in the acceleration of the
fast solar wind. However, in order to obtain the high velocities observed in
the fast solar wind, heating must also occur above 2R. Acceleration of the
solar wind through the wave pressure gradient force, and the proton pressure
gradient force, relies on energy addition to the solar wind through Alfvén
waves. The waves are probably produced by the convective motions of the
photospheric and convective zone plasma. They can be excited directly,
i.e. magnetic field disturbances produced by the motion of the field line
footprints in the photosphere, or through magnetic reconnection caused by
magnetic field shears.

In the end, the question of how the solar wind is accelerated, and in par-
ticular, the relative importance of the different physical mechanisms involved
in the different regions of the heliosphere has not yet been fully resolved.
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2.4 Coronal source region of the fast solar wind

2.4.1 Supergranular cells and the chromospheric network

In the convection zone, hot plasma rises to the surface, where it cools, and
then sinks back down into the solar interior. We can see the top of the small-
scale convection cells on the solar surface, and we call them granules. The
typical scale of a granule is 1000 km. There are also large-scale convective
cells, called supergranules, with typical scales of 30 000 km.

The borders of the supergranular
cells are spatially correlated with the
chromospheric network, which can
be seen in figure 2.5 as a bright
patchy web on the solar surface.
Owing to the extremely high con-
ductivity of the convection zone-
plasma, the magnetic field is frozen
into it. When the plasma travels
trough the convection zone to the so-
lar surface, it brings the magnetic
field with it. The flow of plasma
on the solar surface, from the mid-
dle of the supergranules, towards
the edge, transports magnetic field

Figure 2.5:

Image of the sun

showing the chromospheric network,
taken in the C III emission line at
977.020 A, by the Solar Ultravio-
let Measurements of Emitted Radia-
tion (SUMER) instrument on-board

the SOHO spacecraft. Courtesy of
SOHO/SUMER consortium. SOHO

is a project of international cooper-
ation between ESA and NASA.

lines towards the edges of the cells,
where one can observe strong mag-
netic fields. The chromospheric net-
work was found to be spatially cor-
related with the magnetic field en-
hancements found at the supergran-
ular cell borders (Leighton et al.,
1962; Noyes and Leighton, 1963; Si-
mon and Leighton, 1964).

Gabriel (1976) proposed a magnetic field model of the coronal holes
where a ”channel”, or flow tube, of open field lines emerge from the chromo-
spheric network and expand above the supergranular cells. Gabriel (1976)
also suggested that the fast solar wind has its origin in such channels. Fig-
ure 2.6 (from Holzer (2005)) is a schematic illustration of the upper part
of the convection zone, and the solar atmosphere, showing the flow pattern
of the supergranular cells, and the magnetic field structures associated with
granular, and supergranular convection. The location of the magnetic field
structures associated with the chromospheric network is also indicated (la-
beled “Network”). The boundaries of the polar coronal holes do not extend
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Figure 2.6: Schematic illustration of the upper convection zone and solar
atmosphere showing the flow pattern of the supergranular cells (thick solid
lines) and the magnetic field structures (thin solid lines) associated with
granular (small loops) and supergranular convection. The light gray area is
the corona, the dark gray area is the upper transition region and the dark
gray and white area is the lower transition region. Also indicated is the
location of the magnetic field structures associated with the chromospheric
network. The illustration is adopted from Holzer (2005).

below 50° latitude at solar minimum (e.g. Harvey, 1996), however fast solar
wind streams have been observed as low as 30° latitude by the Ulysses space-
craft (e.g. Gosling et al., 1995). To explain this, it has been proposed that
the flow tubes may expand super-radially, (e.g. Munro and Jackson, 1977;
Zirker, 1977) as shown in figure 2.6, where the magnetic field emerging from
the supergranular cell borders expand super-radially in a small region close
to the sun (in the chromosphere and lower transition region). The degree of
expansion of the magnetic flow tubes is a question yet to be answered.

2.4.2 Plumes

When observing a coronal hole in Extreme Ultraviolet (EUV) light, it ap-
pears as a large dark spot on the solar surface. This is because the plasma
inside a coronal hole is cooler, and less dense than in the surrounding re-
gions. However, within the coronal hole there are also brighter regions.
In polar coronal holes these bright features can be seen as long ray-like
structures extending out from the solar surface. They are called plumes,
and the darker regions surrounding them are called inter-plume regions,
or inter-plume lanes. Figure 2.7 shows a polar coronal hole (dark region)
with plumes, captured in the Fe XII emission line by the SOHO - Extreme
ultraviolet Imaging Telescope (EIT).

Plumes are open magnetic field structures that are rooted in the chro-
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SOHO-EIT 1996 May 8 19:40UT
Fe XIT1 195 A 6.1 s exposure

Figure 2.7: Image of the sun showing a coronal hole (dark region) and
plumes (bright spots/rays inside the coronal hole), in the Fe XII emission
line taken by EIT on-board the SOHO spacecraft. Courtesy of SOHO/EIT
consortium. SOHO is a project of international cooperation between ESA
and NASA.

mospheric network, in regions of concentrated, unipolar magnetic flux (e.g.
Harvey, 1965; Newkirk and Harvey, 1968; Deforest et al., 1997; Hassler et al.,
1997). Although coronal holes are dominated by open magnetic field lines,
mixed polarity structures are also present, and at larger distances from the
solar surface, the plumes seem to trace the open-field regions of the coronal
hole (Deforest et al., 1997).

Wang et al. (1997) and Wang and Sheeley (1995) found that polar
plumes occur near the boundary between mixed polarity fields and unipo-
lar field concentrations. However, not all mixed polarity structures inside
coronal holes give rise to a polar plume. Wang and Sheeley (1995) proposed
that plumes are created as a result of magnetic reconnection between bipolar
fields (loops) inside the coronal hole and nearby unipolar fields (open field
configurations).

The degree of expansion of the magnetic field embedded in the plumes
is not established. Fisher and Guhathakurta (1995); Deforest et al. (1997)
and DeForest et al. (2001) have found evidence of super-radial expansion of
the plumes. However, Woo and Habbal (1999) and Woo et al. (1999) reports
observations suggesting radial expansion of the plumes.

Several authors have measured temperatures and densities (Cranmer
et al., 2001; Del Zanna et al., 2003; Del Zanna, 2003; Wilhelm, 2006) and
outflow velocities (Antonucci et al., 1997; Giordano et al., 2000; Gabriel
et al., 2003; Wilhelm et al., 1998; Gabriel et al., 2004, 2005) in plumes.
There seems to be a general agreement that plumes are denser and cooler
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than the inter-plume regions.

In the case of the outflow velocities, which are particularly important for
determining the source regions of the fast solar wind, observational results
are more confusing. Gabriel et al. (2003) found that in the height region
between 1.05 and 1.35R; the outflow velocity in plumes is greater than
in the inter-plume region. This is consistent with observations by Gabriel
et al. (2004). Gabriel et al. (2005) found that outflow velocities in plumes
are larger than outflow velocities in the inter-plume regions close to the sun
(below 1.6R), while the opposite is true above this height. On the other
hand, Antonucci et al. (1997) found that the outflow velocity in plumes is
lower than in the inter-plume region in the height region 1.45 to 2.34Rs.
This is consistent with the observations of Giordano et al. (2000). Hassler
et al. (1999) measured the blue-shift of Ne™ in a polar coronal hole. They
found that the line-of-sight velocity (see chapter 3) was no greater inside the
two plumes that were observed in this coronal hole, than outside them. The
results of Gabriel et al. (2003, 2005) are also in disagreement with theoret-
ical studies of outflow in polar plumes (Raouafi et al., 2007; Wang, 1994).
Raouafi et al. (2007) compares observed spectral line profiles of hydrogen
and O in coronal holes to synthesized spectral line profiles calculated with
a theoretical model. They have assumed that the spectral profiles are pro-
duced by a plasma population consisting of one narrow Maxwellian particle
velocity distribution, corresponding to the plume plasma, and one broad
distribution, corresponding to the inter-plume plasma. They argue that
a higher velocity in the plumes, should be reflected in a Doppler shift of
the spectral profile corresponding to the narrow distribution, relative to the
spectral profile corresponding to the broad distribution. Such a shift is not
found in the observed spectral line profiles.

The observations of outflow velocities discussed above are all spectro-
scopic observations based on ionic emission lines and most of them measure
the outflow velocities of minor ions, mainly oxygen. Whether the outflow
velocities deduced from observations of minor ion emission lines reflect the
outflow velocity of the background proton-electron solar wind in this height
region is not known.

The question of whether it is the plumes or the inter-plume regions that
are the main source regions of the fast solar wind has not yet been answered,
but as mentioned earlier, it is agreed that the fast solar wind originates from
the regions of concentrated magnetic flux that outlines the supergranular
cells, where the plumes are also rooted.



Chapter 3

Observations of minor ion
outflow

The line-of-sight velocities (i.e., the velocity in the direction of the line of
sight of the observer) of minor ions in the solar atmosphere, can be deter-
mined by evaluating the Doppler shift of the radiation emitted by the ions.
For observed radiation at a wavelength A, from ions emitting at a wavelength
Ao (determined theoretically or in a laboratory), the component along the
line-of-sight of the bulk velocity of the ions, urpg, is given by

()\ — )\o)c

pra (3.1)

ULos =
(Kohl et al., 2006).

Spectral lines from emitting ions are broadened by various physical mech-
anisms, and usually have a spectral line profile (intensity vs. wavelength)
that resembles a Maxwellian. To determine the bulk velocity along the line
of sight, A is usually taken to be the wavelength of maximum intensity.

Emission lines that are shifted towards shorter wavelengths are said to be
blue-shifted, while emission lines that are shifted towards longer wavelengths
are said to be red-shifted. A blue-shift in the emission line of an ion, means
that the ion has a bulk velocity towards the observer, and away from the
solar surface, while a red-shift means that the ions emitting the radiation
are traveling down towards the surface of the sun. The flow velocities can
be estimated from measured blue-shifts by making some assumptions about
the flow geometry, i.e. on whether the component of the bulk velocity of
the ions, along the line of sight of the observer, is large or small compared
to the total flow velocity. It is important to keep in mind that, because
of the uncertainty introduced through assumptions on flow geometry, the
errors in the estimated flow velocities may be significant. These errors also
have to be added to the observational uncertainty in the measurements of
the blue-shifts, which typically ranges from 1-3 km/s (Xia et al., 2003; Tu
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Figure 3.1: Measured blue-shifts (Bl.Sh) and estimated outflow velocities
(outflow) for the six ions listed in table 3.1, plotted vs. formation tempera-
ture.

et al., 2005; Peter and Judge, 1999).

Figure 3.1 shows estimated flow velocities and measured blue-shifts plot-
ted vs. formation temperature for six different ions of carbon, oxygen, neon
and magnesium. By the formation temperature of an ion, we mean the
electron temperature in the region of the solar atmosphere where the ion
fraction is at its maximum value. The ion fraction, z;, of the charge state i
(e.g. i=5 for O°") of an element is defined as x; = n;/ng.

For all the ions where multiple observations are available, we find that
the range of flow velocities and blue-shifts found by different authors is large.
The Ne VIII line is by far the best documented, and it also has the largest
range of observed flow velocities. The Ne VIII line is on average blue-shifted
inside coronal holes, (Xia et al., 2004, 2003) and exhibits a clear blue-shift in
all the observations in figure 3.1. Observations of the Ne VIII line also show
that the blue-shift is larger in areas of strong outwardly directed magnetic
flux (e.g. Xia et al., 2004; Hassler et al., 1999; Xia et al., 2003).

Both the C IV line and the O VI line have been found to be both red-
shifted and blue-shifted by different authors. Xia et al. (2004) found that the
O VI line was on average red-shifted, but that it could also be blue-shifted
in regions of strong, outwardly directed magnetic flux. Xia et al. (2004)
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found that emission lines coming from ions that are formed in the transition
region are on average red-shifted in coronal holes. A similar result was
obtained by Popescu et al. (2004), who measured the Doppler-shift of the
O III line. They found that the O III line was on average red-shifted in the
coronal hole, but that blue-shifts also occurred, mainly on the chromospheric
network boundaries.

These results are consistent with the idea that fast solar wind originates
in the regions of concentrated magnetic flux that outlines the supergranular
cells. It is reasonable to expect that the largest outflows of minor ions, as
well as protons will be found in the source regions of the solar wind.

The ions are also listed in table 3.1, together with their formation tem-
perature and the wavelength of the emission line. The formation tempera-
tures in figure 3.1 have been calculated by solving for the equation of con-
tinuity in the numerical model of Hansteen and Leer (1995); Lie-Svendsen
et al. (2001, see equation 4.6 in section 4.1), with us = 0 and the left hand
side equal to zero (i.e. assuming ionization equilibrium), and using atomic
data from the High Altitude Observatory Spectral Diagnostic Package for
Emitted Radiation (HAOS-DIAPER) (Judge and Meisner, 1994). We have
also calculated the formation temperatures of these six ions using ionization
and recombination rates from Mazzotta et al. (1998).

Ton T{[10°K])(1) | T{[10°K](2) | T¢[10°K](3) | Ao[A]
C3H(C 1V) 0.94 1 1 1548
O3t (0 1IV) 1.47 1.58 1.87 1401
O+ (0V) 2.22 2.51 2.4 630
O5+(0 VI) 2.78 3.16 2.8 1038
Ne™ (Ne VIII) | 6.4 6.31 6.49 770
Mg®t (Mg IX) | 8.9 10 N/A 706

Table 3.1: The ionization equilibrium formation temperatures and the wave-
lengths of the emission lines for the six ions investigated in this thesis, cal-
culated using ionization and recombination rates from different atomic ta-
bles.(1): from HAOS-DIAPER (Judge and Meisner, 1994) (2): from Maz-
zotta et al. (1998) (3): from Landini and Monsignori Fossi (1990)(taken
from Peter and Judge (1999). N/A: Not Available

The atomic data from HAOS-DIAPER (Judge and Meisner, 1994) give
the lowest formation temperatures for all ions, except Ne’*. The difference
in formation temperature between different sets of atomic data is largest
for O* and O°t, where the formation temperature for the Mazzotta et al.
(1998) atomic data is 13% higher than the formation temperature for the
atomic data from Judge and Meisner (1994).
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Chapter 4

The theoretical model

In this chapter we will introduce the equations used to calculate the densities,
temperatures and outflow velocities for the background proton-electron solar
wind as well as for the minor ions. We will also explain two of these equations
in some detail, the equation of continuity, and the equation of motion. These
equations are particularly important to understand when we analyze our
results later on. Finally, we will present the two background models used in
the calculations for the minor ions.

4.1 The model equations

The numerical model (Hansteen and Leer, 1995; Lie-Svendsen et al., 2001)
is based on the newly developed gyrotropic transport equations described
in Janse et al. (2005). The equations have been calculated by multiplying
the Boltzmann equation with moments of the velocity distribution function,
and integrating over velocity space. It is possible to do this without speci-
fying a velocity distribution function, but this will not yield a closed set of
equations. The transport equation for the velocity moment of order k will
include the velocity moment of order k-+1. Thus, in order to obtain a closed
set of equations we must make an assumption about the velocity moment
of highest order in our equations (assume some relation to the lower order
velocity moments), or we must assume a velocity distribution function, so
that we can calculate the velocity moment of highest order in terms of the
lower order velocity moments. Janse et al. (2005) have assumed a velocity
distribution function that is believed to describe the plasma in the solar at-
mosphere, and the solar wind, well, and have developed transport equations
for the density, momentum, pressure and heat flux. The term gyrotropic
means that the assumed velocity distribution function allows for different
temperatures in the direction parallel to, and perpendicular to (i.e., in the
plane of gyration) the magnetic field. The velocity distribution function
is also symmetric in the plane perpendicular to the magnetic field. This

21



22 CHAPTER 4. THE THEORETICAL MODEL

Solid line: T,,, Dashed line: 7.,

(@)
o

Timescale [s]
o
o
\\\\‘\\\\‘\\\\‘\\\\

/‘Oiwo\\\\\\\\\‘\\\\\\\\\‘\\\\\\\\\‘\\\\\\\\\
1.001 1.002 1.003 1.004 1.005

/R

o

©
o

o b b b e
1.001 1.002 1.003 1.004 1.005

/R

Figure 4.1: Expansion and charge exchange timescales (top panel) and ion
fraction (bottom panel) for hydrogen, plotted vs. radial distance from the
solar center.

symmetry in the velocity distribution function implies that the transport
of particles, momentum and energy occurs strictly along the magnetic field.
The model is one-dimensional, and it is assumed that the plasma flows in a
flow tube, which is a magnetic flux tube, of infinitesimal cross section. The
expansion of the flow tube, which is given by the expansion of the magnetic
field, is radial, except in a very small region, where the expansion might
be super-radial. However, since the cross section of the tube is infinitesi-
mal, the flow is radial everywhere, and everywhere parallel to the magnetic
field. The radial component of the divergence of a vector, B, in spherical
coordinates is

10 , OB, 2
= (?B,) = =X 4 B, (4.1)

V- -B=
T or r

r

By using Gauss’ theorem,

V- -BdV = ¢ B-dS (4.2)
/ /

it can be shown that the divergence of a vector, B = B,#, (where f is the
unit vector in the radial direction)
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10 0B, 10A
-B=——(AB,))= — + B,—— 4.
VB =g UB) = 5o B (4:3)
where A is the cross sectional area of the flow tube. Thus, in the equations
194

used in the numerical model, the factor % is replaced by 5% -

Since neutral hydrogen is not affected by the magnetic field, one might
question the assumption that the transport of all particles, also neutral
atoms, occurs strictly along the magnetic field throughout the entire height
region in the model, as implied by the symmetry in the velocity distribution
function in the plane perpendicular to the magnetic field. However, because
of charge exchange with a small population of protons, the individual hy-
drogen atoms can feel the magnetic field in the short, but frequent, periods
of time when they are stripped of their electron. When the timescale for
charge exchange is much smaller than the timescale for expansion, the flow
of hydrogen is affected by the magnetic field, and the assumption above is
valid. The neutral minor species are coupled to the background solar wind
in the region where they are dominant, and thus, the assumtion of radial
transport is valid for them as well. The expansion timescale for hydrogen,
is given by

, (4.4)

Texp =

ny + np <8(nH + np))_l
or

ug

and is the time it takes for the hydrogen particles to travel through one scale
height of hydrogen-proton density.
The timescale for charge exchange between hydrogen and protons, is given

by

1

7(RHP)CW . (4.5)

Tchex =

If we concider a small volume of partially ionized hydrogen gas, (Rup) ..
is the fraction of the total hydrogen population, that are stripped of an
electron, as a result of charge exchange with protons, each second. In the
top panel of figure 4.1 we have plotted the timescale for charge exchange
between hydrogen and protons together with the expansion timescale in the
upper chromosphere, as a function of distance from the solar center, for one
of the two models we have used for the background solar wind (i.e. the
hydrogen-proton-electron fluid. For a description of the background models
see section 4.4.1). The ion fraction for neutral hydrogen is shown in the
bottom panel. Throughout the region where neutral hydrogen dominates,
the timescale for expansion is more than five orders of magnitude larger than
the timescale for charge exchange. The result for the second background
model is the same.



24 CHAPTER 4. THE THEORETICAL MODEL

When assuming radial flow, the equations of Janse et al. (2005) reduce to
five transport equations for matter, ns, momentum, msus, temperature (par-
allel and perpendicular to the field), T/, , and heat flow, g5, for each particle
species, s. The equations used in the numerical model include some higher
order frictional terms, and terms used to mimic the two-stream plasma in-
stability in the outer solar wind. These terms have not been included in
the equations presented here, because they are negligible in the region of
interest to us, i.e. the transition region and lower corona.

Equation 4.6 is the equation of continuity, which is a conservation equation

for matter.
ong 0 10A Ong
- _Y _ —_ 4.6
gt T o) Tl Ty (4.6)
It contains the number density, ng, the flow velocity, us, the cross sectional
area of the flow tube, A, and the term 5(%5, which is the collisional term for
the equation of continuity. 535 is given by equation 4.7,
on
= (niRis — nsRyr), (4.7)

ot~

where Ry is the transition rate from charge state s, to charge state ¢ as a
result of photo-ionization, collisional ionization, recombination and charge
exchange. In our simulations we have used transitional rates from HAOS-
DIAPER (Judge and Meisner, 1994).

Equation 4.8 is the equation of motion.

Oug Oug k 0Ty  KkTy Ongs 1dA k €s
s _ 0Tl s _ 28 1)+ SE
ot Tt or mg Or ngmg Or  Adr ms( sll sL) + Mg
GM., 1 6M,
_ 4.8
r2 nsms Ot (4.8)

In addition to the symbols already mentioned in connection with equation
4.6 it contains the parallel and perpendicular temperature, Ty and T,
the mass and charge of a particle of species s, ms and eg, the Boltzmann
constant, k, the electric field, F, the solar mass, Mg, the gravitational
constant, G, and the term 555\;[5 is the collisional term in the equation of

motion which is given by equation 4.9,

oM
ot

- Z nsmsyst(us - ut)
t

3 st { ( 5 my ) MsNg ( 5  mg )}
2 1- 2 _ 1275
+ zt:VSt5 kT s Tms + my qtmtnt Tms+ my

+  my Z(ntuths — nsusRgt). (4.9)
t
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The reduced mass is

msimyg

=" 4.10
Hst e + g ( )
and the reduced temperature, Ty, is defined as
T T
T, = 2t s (4.11)
Mg + My
where Ts = (T + 2T,1)/3 is the average temperature.
The coulomb collisional frequency is
1 2mkTy \ ~/? e 2e,?
Vep = = Ty ( m st) 682 (&7 . ln)\, (412)
3 mg + my Mst €0" Mst

where ¢g is the permittivity of vacuum and In A is the coulomb logarithm.
The coulomb logarithm is a factor which accounts for the Debye screening
of the particles’ electric fields. Owing to Debye screening, particles can only
interact (i.e. they can only collide) if the distance between them is less
than one Debye length. In the case of an electron colliding with a multiply
charged ion, they need to be closer than the Debye length of the electron,
because the electron has the shorter Debye length of the two.

Consider an electron with speed v, passing an ion of charge Ze at a
distance [, called the impact parameter. We can estimate the change in
perpendicular velocity of the electron by assuming that this situation is
equivalent to a situation where a perpendicular force, equal to the coulomb
force, acts on the electron for a time ¢t = {/v. We find that

Ze? 1
dmeg vl

meAvl ~ Ft = (413)

The maximum change in perpendicular velocity is given by energy conserva-
tion and is equal to m.v. The distance of closest approach is thereby found
to equal

Ze? 1

4Ameg mev?’

(4.14)

The coulomb logarithm is the logarithm of the maximum impact parameter
(i.e. the Debye length), in units of the distance of closest approach.

The expression above (4.14), for the distance of closest approach, is only
a coarse approximation, and in a plasma consisting of electrons and ions with
given velocity distribution functions, the calculation of the coulomb loga-
rithm will be more complicated. The expression for the coulomb logarithm
used in the numerical model of Hansteen and Leer (1995); Lie-Svendsen
et al. (2001) is
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no\ V2 /T, ~3/2
1 =23 -1 — — 4.1
nA=23—In [(no) (To) ' (4.15)

where Ty = 10% K, and ng = 1m 3. In the numerical model, ion-neutral
and neutral-neutral collisions are also included.

Equation 4.16 and 4.17 are the energy conservation equations, describing
the change with time of the parallel and perpendicular temperature, in a
frame moving with the fluid.

O T _ _op Ous 1 09 1dAGy  2dAgss
ot Sor or T n.k or  Adrnk | Adr ngk
1 1 5Es||
— — 4.1
+n5stm” + nsk Ot (4.16)
aTsJ_+u aTsJ_ _ _i%u _ 1 8QSL_2%QSL +LQ
ot Sor Adr S5t ngk Or Adr ngk  ngk sm-L
1 0F,,
4.17
+n8k ot ( )

In addition to the symbols mentioned above they contain the parallel and
perpendicular heat flux , ¢ and gs, the symbols Q| and Qg1 which

. . , L 5ESL L 6E5H
describe heating, e.g. by Alfvén waves, and the terms Py and i

are the collisional terms of the energy conservation equations, given by equa-
tions 4.19 and 4.18,

5Es|| mg 2 my
T = — ; ZMnsustk {Ts” — Tt” — g {E(TSL — Ts”)
+Tp0 = Ty |} + Y (mkTyy Res — nok Ty R), (4.18)
t
0F, | Mg 1 [my
OFsl  _ _NYo M kT — T — = | T, — T
it~ S e {7 =T =g [0 -
+Tp =Ty |} + Y (ukTis Rig = nokTo i Ry). (4.19)
t
Equation 4.20,
aqs+ 9gs — 2 % l i% 2 % 9 i%
a ' “ar BGlg,r — 2% Bl g g ©L 5y Usls LAy
k nsTs” 0 3 1dA k27”LSTsJ_
“ T or <§Ts|| + T > - Z%TS(TS” —Ts1)
dqs’
+4 (4.20)
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is the heat flow equation, where

Y k (3 OMy
= (27, 4T 4.21
5t ot ms< sl Sl> 5t (4.21)

has been introduced to simplify the equations, and % is defined in equation

4.24. ¢ is related to the parallel and perpendicular heat flow through the
equations

Ts||3(4TgL + 3Ts||)

) 4.22
o 6T, T BT,y + 6T T + 60T,1 T, + 45T, v
and
8T, 2 + 24T + 37,
o 28T, 2 s Ty + 3T5)°) . (4.23)

16T5l + 48T8L3T3|| + 6TSL TS” + 60TSlTs” + 45Ts||

As mentioned earlier, the transport of energy occurs strictly parallel to the
magnetic field. The perpendicular heat flow, is a flow of perpendicular
thermal energy, parallel to the magnetic field.

Equation 4.24,

1) mgn 5
((518 - _Zyst{ESt( Est(4) > 8Qt+_ps(us_ut)
t2s menyg 2
3 my ]} 16
1—————— | p — —VssQs + qRis — qsRgt), (4.24
|: 5ms+mt 35 ssls zt:( tils s st) ( )

is the collisional term in the heat flow equation (4.20), where the mass factors
Ey® and E4® are defined as

1 1 2 4
B, = o <3m33 - §m52mt - gmsmt2 - £mt3> (4.25)
1 6 171 3
Est(4) = m—03 <gmt3 — 7—0mt2ms — ?mtmﬁ) . (426)

The cross sectional area of the flow tube is given by (Kopp and Holzer,
1976):

A(r) = A0< ) 1) fa(r), (4.27)

where, Ag =1 m?, is the area of the flow tube at the solar surface, and
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B fmaa:z‘ €xXp [%} + flz‘

filr) = exp {T—_f%h} +1

, (4.28)
where
RG — Rli:|

oF)

fli =1- (fma:m‘ - 1) exXp |: (429)

fi(r) is the expansion function and describes the expansion of the flow tube
as a function of radial distance. As mentioned earlier, the flow tube ex-
pands radially throughout most of the region between the lower and upper
boundary of the numerical model. The expression for the cross sectional
area of the flow tube in 4.27, allows for non-radial expansion in two different
regions along the flow tube. The first is the region surrounding R1, and the
second is the region surrounding Ry5. At R11(R12), the cross sectional area
of the flow tube increases to fiaz1(fimaz1 fmaze) times the area of a radially
expanding flow tube, and most of the increase occurs in the region Ry — o1
to R11 + 01(R13 — 02 to R1s + 02). The maximum value of %% oceurs at
Ry;.

4.2 The equation of continuity

The equation of continuity for the particle species s, is

ong ong

ot ot
Janse et al. (2005) derived equations for fully ionized gases, i.e. with the
collisional term equal to zero. The model described in the previous section
must also be able to describe the ionization of the neutral chromospheric
gas, which occurs mainly in the transition region. For this reason, the
collisional term in the numerical model must include loss and gain of particles
by ionization and recombination. In the numerical model, the collisional
term is equal to (equation 4.9) > ,(niRis — nsRs:), where Rg is the rate
of transitions from charge state s, to charge state t, as a result of photo-
ionization, collisional ionization, recombination and charge exchange. If we
assume spherical symmetry and radial flow, the equation 4.30 reduces to
equation 4.6.

+ V- (nsug) =

(4.30)

4.3 The equation of motion

The equation of motion for particle species s, from Janse et al. (2005) is

oM
ot -’

Dug
Dt

NgMg (4.31)

+ V. -Ps —nymsG —nses(E+us x B) =
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where Dgt = % + ug - V, is the convective derivative, Pg is the pressure

tensor, G is the gravitational acceleration per particle, B is the magnetic

field and 51(\5415 is the collisional term. If we assume spherical symmetry and

radial flow, equation 4.31 reduces becomes

Oug Oug Ty ons, 1dA
nsmsg + nsmsusﬁ = —nsk or - kTsH or - Z%kns(TsH - Tsi)
nsGmsMg — IM;
sZsell — , 4.32
Tsdsc 72 * ot (4.32)

which is the same as equation 4.8.

The convective derivative of the momentum, the two terms on the left
hand side of equation 4.32, describes the change in momentum with time,
in a frame moving with the fluid. The first two terms on the right hand side
of equation 4.32 describes the pressure gradient force owing to the pressure
in the direction parallel to the magnetic field. The third term on the right
hand side contains the perpendicular pressure. As we will show later in
this section, a pressure applied in the perpendicular direction will affect the
flow of momentum in the parallel direction. The fourth and fifth term on
the right hand side of equation 4.32 describes the gravitational and electric
field force, respectively. The electric field set up by the proton-electron
background is calculated from the equation of motion for the electrons by
assuming n. = n, and u, = uy, i.e. no current (j = e(npup — Nete)).

The last term is the collisional term, given by equation 4.33 (same as equa-
tion 4.9),

oM

5t = _Znsmsyst(us_ut)
t
+ Yot o () o (- )
V _—— —_—— — —_— —
; sty kT s T mg + my a MmN 7T mg + my
+ mg Z(ntuths—nsusRst) (433)

t

The collisional term describes the friction force caused by collisions with
particles of other species (first term on the right hand side), and the thermal
force (second term on the right hand side). The last term describes the
change in momentum as a result of ionization, recombination and charge
exchange. This term is present in the equations for the numerical model,
but not in the equations developed by Janse et al. (2005). Again, this is
because the equations of Janse et al. (2005) describe fully ionized gases.
The Coulomb collision frequency between particles of species s and t is
proportional to (vs — v¢) %, where v = u + ¢, u is the mean velocity of the
particles, and c is a random thermal velocity. This means that particles
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tend to collide with other particles whose velocity is similar to their own.
In a fluid description, this energy dependence of the coulomb collision fre-
quency translates into a temperature dependency in the collision frequency,
and a net force on the particles, called the thermal force, which depends
on the temperature gradient (i.e. on the heat flow, as we can see from
equation 4.33). From the expression for the collision frequency in equation
4.12, we see that the collision frequency is proportional to T, 32, Owing
to their larger mass, the protons in the transition region have a thermal
velocity, vy, = (kT'/m)'/?, which is much lower than the thermal velocity of
the electrons (the temperatures of protons and electrons are assumed to be
equal). Thus, the heavy protons can be assumed to be at rest, relative to the
electrons. Owing to the temperature-dependence of the collision frequency,
the protons in the transition region will collide more often with the slow,
upward-moving electrons below them, where the temperature is low, than
with the faster, downward-moving electrons above them, where the temper-
ature is high. The result is a net upwards force on the protons, i.e. in the
direction of increasing temperature. This force must be paired with an equal,
but oppositely directed force on the electrons. Since collisions between cold,
upward-moving electrons, and protons at rest above them, (corresponding
to a downward force on the electron fluid) are more frequent than collisions
between hot, downward-moving electrons, and protons at rest below them,
(corresponding to an upward force on the electron fluid), the total force
on the electrons fluid must be directed downwards, i.e. in the direction
of decreasing temperature. In regions of large temperature gradients, the
thermal force can become significantly larger than gravity. For heavy minor
ions, colliding with lighter protons and electrons, the thermal force is also
directed towards increasing temperatures in the transition region. Because
of the low abundances of the minor ions, the force per particle on the minor
ions, is much larger than the oppositely directed force per particle on the
protons and electrons.

To obtain equation 4.32 we must find the divergence of the pressure tensor
(second term on the left hand side in equation 4.31). We shall do this by
applying Gauss’ theorem to a small section of the flow tube, shown in figure
4.2,

/V-ng:%g-dS (4.34)

The pressure tensor, P (we shall skip the subscript s from now on, for easier
notation), is assumed to be diagonal in spherical coordinates, i.e.

2 = P”erer + Ple(be(b + P egey, (4.35)

where Pj,; = nkTj,,, and e;, es and ey are the unit vectors in spherical
coordinates.
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Figure 4.2: Schematic of a small flow tube element of length Ar

‘We have that

fg.dsz P-dAy+ [ P-dAy+ [ P-dAs, (4.36)
- A1 As Az

where dA1 = —dAjey, dAg = dAsey, dA3 = dAzep, and ey, is the unit
vector in #-direction on the surface As.
Calculating the integrals we find that

/ P-dA; = — A Pjey, (4.37)
AT

where we have assumed that P is constant on A; and is equal to Py,

| P rdAs = A Pper, (4.38)
2

where we have assumed that P is constant on Ay and is equal to Pz, and

P.dA3z = P\ 3dAseq,, (4.39)
As As

where P, 3 is the perpendicular pressure at the surface As.
The assumptions above, that P is constant on A; and on Ay are necessary
because we integrate over the cross-sectional area of the flow tube, and not
over the surface Qprr?, where Qpp is the solid angle of the flow tube.
The unit vector ep; can be expressted in terms of the unit vectors in the
radial and #-direction at the center of the flow-tube element, e, and ey,

ep; = COS ey — sin aey, (4.40)
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We can also write P, 3 as

dP
Piy=P +—=2

-dr, (4.41)

where P, is the perpendicular pressure on the surface Az at the bottom of
the flow tube element and d%& is assumed to be constant. Using dAs =
27ldr and equations 4.40 and 4.41 we find

P 3dAzep, = ng P, 3dAs cos ey — ng P, 3dAs sin ce,
Az

=— A, (PL + d];% . dr) 2ldr sin aey
= — P, 27l Arsin aey, (4.42)

since %Qﬂd?ﬂ is a second order term, and the term [ As P 3dAseq cos
vanishes because of symmetry.

By noting that sina ~ Al/Ar and that 27lAl = Ay — A1 = AA, we find
that

0A
2wl Ar si = Ar— 4.43
mlArsin « L (4.43)
which finally gives us
A
/ E . dA3 = —PJ_Ara—er. (444)
As or

Now, we are ready to use equation 4.34 to find an expression for V - P.

We have that

/ V.PdV=V.P| Adr—V-PAAr, (4.45)
1% - - JAr -

where we have assumed that V - P is constant in the volume AAr. This
gives us

V- -PAAr = e, [PHQAQ — P4 — PLArg—A} : (4.46)
- T
or,
V-P= e (12(AP)—P 124
= r\Aor [ LA ar
0P,
= er (Gl + 5% (P - Pu)) (447)

By substituting nkTj,; for Pj,, we see that the expression inside the paren-
theses in equation 4.47 is identical to the first three terms on the right hand
side of equation 4.32.
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Figure 4.3: Expansion of the flow tube in Model 1 and Model 2 as a function
of radial distance from the solar center.

4.4 Solving the equations

We assume that the abundances of the minor ions are too low for them
to be able to affect the major species, i.e. the hydrogen/proton/electron
background, and the minor species are treated as test particles that flow in
a fixed background. In our simulations for the minor ions, the ratio of the
total densities of the minor species (oxygen, neon, carbon or magnesium)
to the major species (hydrogen/protons), ne/(n, + np), never exceeds 2 -
1073, Two background models have been calculated from equations 4.6 to
4.26. The background models that we have used are the same as those
presented in FEsser et al. (2005). They are both able to produce a solar
wind at 1 AU that is consistent with observations, but Model 2 is in better
agreement with observations of the corona than Model 1. The background
models are characterized primarily by their geometry. We have chosen two
rather extreme cases (see description below). The lower boundary of both
background models is in the chromosphere, where the density is about 1.7 -
10'"m =3, and the electron temperature is 7270 K.

4.4.1 The background models

The expansion of the flow tube in the two models, given by fi(r)fa(r), is
plotted in figure 4.3 as a function of distance from the solar surface, in the
range 1.001Ro-11R.

The first background model, Model 1, has a “classical” (e.g. Munro and
Jackson, 1977) coronal hole expansion, and the second, Model 2, has a funnel
type expansion (e.g. Tu et al., 2005). For Model 1 we use finar; = 1 with
Ry1 = 1.015 and fy429 = 5 with R15 = 1.3. For Model 2 we use fa.; = 62
with Ry; = 1.015 and fugz9 = 7 with Ry = 1.3. The cross sectional area
of the flow tube at the lower boundary of the model, Ay, is 1 m? for both
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Figure 4.4: Proton flow velocity and density for the two background models,
plotted vs. radial distance from the solar center.

background models. (See section 4.1, equations 4.27 to 4.29.)

In the solar atmosphere, a total energy flux of 188 .J/s, is deposited in
the proton fluid in Model 1. In Model 2 the total energy flux deposited in
the protons in the solar atmosphere is increased to 5.9-10% .J/s. The protons
are only heated in the perpendicular direction. The electrons are heated
by an energy flux of 557 J/s in Model 1 and 4500 J/s in Model 2, and
are heated isotropically. In the extended corona and solar wind, energy is
also added to the proton-electron fluid by Alfvén waves, through the Alfvén
wave pressure gradient force (see section 2.3). The heating parameters have
been chosen such that they produce a solar wind that is in relatively good
agreement with observed values in the corona and at 1 AU.

The proton densities and flow velocities for the two background models
are plotted in figure 4.4. The flow velocity in the transition region for
Model 1 is low, but increases to about 10-20 km/s in the upper transition
region/lower corona. The flow velocity in Model 2 is much higher than in
Model 1 in the transition region, below 1.02R. This is because of the large
expansion of the flow tube in Model 2 in this region (see figure 4.3). The
large expansion of the flow tube leads to a decrease in density, which must
be matched by an increase in flow velocity, to keep the mass flux constant.
In the upper transition region/lower corona, above 1.02R, the flow velocity
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Figure 4.5: Average flow velocity of hydrogen (ufq4,), and flow velocity of
protons in Model 1, plotted vs. radial distance from the solar center, in
the range 1.004-1.0043R,. This corresponds to the temperature range from
8.6-10% K to 1.1-10° K.

in Model 2 is much lower, and closer to that in Model 1.

In Model 1, there is a spike in the flow velocity in the transition region,
just above 1.004Rg. In this small region, the proton flow velocity becomes
negative, and the protons stream down towards the sun. Hydrogen continues
to flow outwards throughout this narrow region, and the average hydrogen
flow velocity, upn,+upng/(np+nm), is positive, as we can see in figure 4.5,
where we have plotted the average hydrogen flow velocity and the proton
flow velocity in the height region 1.004-1.0043R. In Model 1, the protons
and electrons that form the solar wind are those that escape as neutral
hydrogen in the region where the flow velocity of the protons is negative.

The region where the proton flow velocity is negative corresponds to the
region where most of the neutral hydrogen is being ionized. We can see this
as a rapid increase in density in the bottom panel of figure 4.4. This rapid
increase in density, together with increasing temperature, gives rise to a
large negative (in this context, a negative force is directed down towards the
solar surface, i.e. negative radial direction) pressure gradient force, which
pulls the proton-electron fluid down towards the sun.

The forces acting on the proton-electron fluid in the region 1.004R to
1.0043 R are plotted in figure 4.6. The dominant forces are the negative
pressure gradient force, and the positive force resulting from charge exchange
between protons and hydrogen. The third force is the Alfvén wave pressure
gradient force (discussed in section 2.3). As we noted in section 2.3, the
energy transferred to the plasma through the Alfvén wave pressure gradient
force is small when the product u - VP4, is small. In the lower transition
region, the flow velocity is very low, less than 0.4 km/s (see figure 4.5),
and thus, the Alfvén wave energy flux density (Alfvén wave Poynting flux)
at these heights is approximately constant, and proportional to dB? - vy,
where vy = B/(uop)*/? is the Alfvén speed. Since OB - vy is constant,
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Figure 4.6: Forces acting on the proton-electron fluid, plotted vs. radial dis-
tance from the solar center, in the range 1.004-1.0043 R, . This corresponds
to the temperature range from 8.6 - 103 K to 1.1 -10° K.

and vg o (1/ n)l/ % &B must increase in regions of rapidly increasing proton
density. When the proton density increases in the lower transition region,
as a result of ionization of hydrogen, the wave pressure gradient force, i.e.
VP 44, which is otherwise negligible at these heights, becomes comparable
to the other forces acting on the protons, in a small height region.

The proton and electron temperatures for the two background models
are plotted in figure 4.7. Both the electron and proton temperatures are
larger in Model 2 than in Model 1 in the transition region.

4.4.2 The minor ions

For the minor ions we solve equation 4.6 to 4.19, using the two background
models. The equations are solved for all the minor ion charge states simulta-
neously. We did not solve the heat flow equation for the minor ions because
the heat flow of the minor ions is negligible.

Since we do not really know how the minor ions are heated, or how
much, we can choose the heating parameters freely, as long as they are able
to produce minor ion flow velocities and temperatures that are reasonable,
and in relatively good accordance with observations, where observational
results are available. The minor ions are heated with an energy flux per
particle that varies with the distance to the solar center as described by the
heating function.

The heating function for the minor ions is shown in figure 4.8. The
heating is increased linearly from zero to its maximum value, over a distance
Rpeqt t0 Rpeqr + AR from the solar center. This is mainly done to avoid
problems with the numerical calculations, that might arise if we were to
switch the heating on very suddenly. In figure 4.8, Rpeqr = 1.4Ro and
AR = 0.4R;. When the heating function has reached its maximum value,
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Figure 4.7: Electron and proton temperatures for the two background mod-
els, plotted vs. radial distance from the solar center.

Heating function for minor ions
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Figure 4.8: Heating function for the minor ions, plotted vs. radial distance
from the solar center. Qpp is the heating rate per particle.
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it is decreased exponentially with a damping length of Rjgmp,. In figure
4.8 the damping length is Rj4mp = 1Ro. The code also allows for different
values of the heating per particle in the parallel and perpendicular direction.



Chapter 5

Results

In this chapter we shall present the results of the simulations done for the six
minor ion species and the two background models. For oxygen, we present
results from one set of heating parameters, found to produce temperature-
and velocity profiles for O°t which are in agreement with observations. In
a study using in-situ observations of the particle velocity distributions of
several charge states of neon, carbon, oxygen and magnesium, von Steiger
et al. (1995) found that the temperatures of these ions obeyed the relation
T;/T; ~ m;/m;. Similar results have been obtained through off-limb spec-
troscopic observations of a polar coronal hole by Tu et al. (1998) and Tu
et al. (1999). Based on these results, we have chosen to heat the ions of
neon, carbon and magnesium mass proportionally with respect to the heat-
ing rates applied to oxygen, i.e., max(Qpp)e = max(Qpp)o(me/mo). The
largest observed minor ion blue-shifts are found in the Ne VIII line, which
is consequently blue-shifted in all the studies presented in chapter 3, and
which is also the best documented of the ionic emission lines. A theoretical
model of the solar transition region should therefore be able to reproduce
high outflow velocities for this ion. As we will see later in this chapter, mass
proportional heating rates cannot produce outflow velocities for Ne’* larger
than 7.5 km/s. To increase the outflow velocity in the transition region we
can either change the background model, or add more energy to the minor
ion fluid, by applying larger heating rates. As we shall discuss further in
section 6.3, moderate changes in the heating rates for the minor ions do not
affect the flow velocity in the transition region. The effect of large heating
rates, on Ne’T, will be explored in section 5.2.2.

5.1 Oxygen
We have calculated oxygen flow speeds for several different sets of heating
rates (with max(Qpp)|| and max(Qpp)L ranging from 1-7-1078J/s) and

heating distances (we have used either Rpeqr = 1.4Ro or Rpeqr = 1.5R).

39
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All charge states have the same heating rates.
The two sets with the best fit to observed values of the O°* temperature
and outflow speed are summarized in table 5.1

Set | max(Qpp)| | max(Qpp)L | Rhcat | Raamp | AR
(10718 J/s] | [10718 J/s]

1|1 3 14 |1 0.4

2 |1 3 15 |1 0.4

Table 5.1: Two different sets of heating parameters used for the calculations
for oxygen. Qpp|| (QppLl) is the parallel (perpendicular) heating rate per
particle, corresponding to :L—T” (Q;—’:L) in equation 4.16 (4.17) in section
4.1. For a detailed description of the parameters Rycqs, Raamp, AR and the
heating of the minor ions see section 4.4.2.
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Figure 5.1: Observed and calculated temperatures (top panel, plotted vs.
radial distance from the solar surface, on a linear axis) and outflow velocities
(bottom panel, plotted vs. radial distance from the solar surface, on a
logarithmic axis) for O5*, Model 1.

The top panel in figure 5.1 shows the calculated Ot temperatures for
the two sets in table 5.1 and for both background models, together with
O5T temperatures deduced from observations from three different authors.
In the bottom panel we have plotted the calculated O%t outflow velocities
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Figure 5.2: Comparison of observed and calculated outflow velocities for
three oxygen ions, plotted vs. electron temperature, set 1, Model 1,2. Note:
The measured blue-shifts /estimated outflow from observations are plotted at
the ionization equilibrium formation temperature. At this temperature the
calculated flow velocities in Model 2 are not very high, however, at the for-
mation temperatures obtained for Model 2, the flow velocities have increased
to higher values. For Model 1, the calculated formation temperatures more
or less coincide with the ionization equilibrium temperatures.

(solid lines) compared with observed O°* outflow velocity (dashed lines,
indicating upper and lower bound). O°* is the only oxygen ion for which
observations of outflow and temperature profiles in the corona exists. The
set that best fits the observed O®* temperature profile is set 2, and the set
that best fits the observed O®* outflow velocity profile is set 1. Since we are
primarily interested in the outflow velocities, we have used the results from
set 1 in the following analysis.

Figure 5.2 shows the observed flow velocities of O3t, O*f and O°* at
the formation temperatures obtained when assuming ionization equilibrium
together with the calculated flow velocities of O3, O*F and O°*, for both
models. The flow velocities obtained with Model 1 are in agreement with
the observations of Wilhelm et al. (1998), and with the observations for O3+
and O** from Peter and Judge (1999). Peter and Judge (1999) found higher
outflow velocities for O®*, but for Model 1 we find low outflow velocities for
all three ions. These three oxygen ions are all formed below 1.01Rs. We
start to heat the minor ions at 1.4R. Since we do not heat the ions in the
region where they are formed, changing the heating rates will not lead to
changes in the outflow velocities at the formation temperature. If we were
to heat the ions in the formation region (i.e. decrease Rpeq with respect to
the values in table 5.1), we would not be able to produce O>F temperatures
above 1.2R), in agreement with observations. The effect of changing the
heating distance, Rpcqt, can be seen in figure 5.1 (top panel), where the
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temperature profiles for set 1 are shifted towards lower heights compared
to the temperature profiles for set 2. For the set we have used in figure
5.2 (set 1), the temperature profile is already shifted towards lower heights
compared to the observed temperature profile. A further decrease in the
heating distance would lead to even larger discrepancies with the observed
values for the O temperature. In addition, the minor ions are very well
coupled to the protons in the transition region, and the minor ion flow
velocities here will not respond to moderate changes in the heating rates
(this will be demonstrated in section 6.3).

For Model 2, the calculated flow velocity is much higher than the ob-
served values, for all three ions. This is because the proton flow velocity in
this region is much higher in Model 2. For oxygen, it is clear that the outflow
velocities obtained with Model 1 are in better agreement with observations
than the those obtained with Model 2.

5.1.1 Model 1

In figure 4.4 (section 4.4.1), we saw that in Model 1, just above 1.004Rg,
there is a negative spike in the proton flow velocity, corresponding to a region
where the protons flow downwards. The proton flow velocity in this region is
shown in the top panel of figure 5.3, together with the average flow velocity
of oxygen (up = Z?:o upi+ - ;), as a function of electron temperature, in
the range 10*K to 10°K. This electron temperature range covers the height
region from about 1.00415Rs to 1.00425R;. The dominant ionic charge
states of oxygen in this height region are neutral oxygen, O't and O?T.
The average flow velocity of oxygen is positive throughout the region where
the protons flow downwards, just as the average flow velocity of hydrogen,
ie. upny+upng/(ny,+ng), is positive throughout this region (see figure 4.5,
section 4.4.1). The oxygen flow velocity differs somewhat from the proton
flow velocity, but the difference is not very large, less than 0.2 km/s.

The bottom panel in figure 5.3 shows the ratio between the average
flow velocity of oxygen and the proton flow velocity, up/u,. In the region
between 3 - 10*°K and 4 - 10*K, there is a large peak in uo/up. This peak
occurs because the flow velocity of the protons changes from negative to
positive values. When the proton flow velocity crosses zero, the rather small
difference in flow velocity between oxygen and protons causes a large peak
in uo/up.

Figure 5.4 shows the ion fractions (top panel) together with u;/u, (bot-
tom panel) for i = O3, O*f and O in the electron temperature range
from 10°K to 10°K. In the region where these ions are dominant, the flow
velocity of the oxygen ions can deviate from the proton flow velocity by up
to 20%. However, the proton flow velocity is low in this temperature range
for Model 1, and the relative flow velocity between these oxygen ions and
protons is still less than 0.2 km/s.
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Figure 5.3: Flow velocity of protons together with average flow velocity
of oxygen (top panel) and up/u, (bottom panel) in the transition region,
plotted vs. electron temperature in the range 10*K to 10°K, set 1, Model 1.
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Figure 5.4: Ion fractions for O3", O and O°" (top panel) and u;/u, for
i = 03, O* and O°* (bottom panel) in the transition region, plotted vs.
electron temperature in the range 10°K to 106K, set 1, Model 1.
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Figure 5.5: TIon fractions for O3, O*" and O°" (top panel) and
U3+ [ Up,up+ /up and ups+ /u, (bottom panel) in the transition region, plot-
ted vs. electron temperature in the range 10°K to 106K, set 1, Model 2.

The collision frequency of an oxygen ion, of charge es, with protons (or
electrons), and thereby the thermal force (for a description of the thermal
force, see section 4.3), is proportional to the charge of the ions squared, e?
(see equation 4.12, in section 4.1). Since the temperature is approximately
the same for all the oxygen species in this height range, and the heat flux
for minor ions is negligible, the thermal force is given by the background
and only varies in magnitude between the different charge states of oxygen.
The same is true for the electric field force, which is proportional to e; (for
a description of the electric field, see equation 4.12, in section 4.3). The
pressure gradient force and the frictional force are the only forces that are
completely unique for each oxygen species. If the pressure gradient force
did not vary between different oxygen species, the flow velocity profiles for
the different species should also be identical, except in magnitude (owing to
the charge dependency of the thermal and electric forces). Any additional
variations between the flow velocity profiles of the different charge states are
attributable to variations in the pressure gradient force, caused by variations
in the individual densities.
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5.1.2 Model 2

In Model 1 there was a peak in up/u, in a region where the proton flow
velocity was very small, just as it changed from negative to positive val-
ues (figure 5.3). In Model 2, the flow velocity in the transition region is
much higher (see figure 4.4 in section 2) than in Model 1, and it is positive
throughout the electron temperature range from 10*K to 10°K. Therefore,
we do not find a large peak in up/u, in this region, for Model 2.

Figure 5.5 shows the ion fractions (top panel) together with u;/u, (bot-
tom panel) for i = O3, O and O°", in the electron temperature range
from 10°K to 10°K. For all three ions, u;/u, is between 1 and 1.2 in the
region of maximum ion fraction. In Model 2, the flow velocity is very high
at these temperatures, and the O°" ions are faster than the protons by
4.26 km/s. For O3F and O**, the relative flow velocity with respect to
the protons is less than 0.5 km/s. The maximum of the ion fractions is
shifted in temperature, towards higher temperatures in Model 2, compared
with Model 1. The maximum of the ion fractions in Model 1 more or less
coincide with the formation temperatures from figure 3.1 (i.e. the ioniza-
tion equilibrium formation temperatures), but not so for the ion fractions
in Model 2. This is because in Model 2, the outflow velocities are so large
that oxygen is significantly out of ionization equilibrium.

5.2 Neon

5.2.1 Model 1

For this model we will only present results from one set of heating pa-
rameters. The heating parameters used are the same as those in set 1 for
oxygen except that the heating rates have been scaled according to mass,
i.e. maz(Qpp)ne = max(Qpp)o(mnye/mo)

The ionization and recombination processes for minor ions depend pri-
marily on collisions with electrons. When the flow velocity of the minor ions
increases, and the electron density falls off as we move outwards from the
solar surface, a critical distance is reached, where the timescale for ioniza-
tion/recombination exceeds the timescale for expansion, and the ionization
and recombination of the minor ion species stops. From that point on, the
ion fractions are constant, they are frozen into the solar wind. The freezing
in distance may differ between different elements, and different ions of the
same element.

Figure 5.6 shows the Ne’™ ion fraction (top panel) and the Ne’* to pro-
ton flow speed ratio (middle panel) in the height range 1.01R¢ to 2Rs. Also
plotted is the electron temperature as a function of height. The dominant
charge states of neon in this temperature/height region are Ne™ and Ne®t.
In the region where Ne™ is a dominant charge state, these ions are well
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Figure 5.6: Ne™t ion fraction (top panel), uycr+ /u, (middle panel) and
Ne™ outflow velocity (bottom panel), plotted vs. radial distance from the
solar center, Model 1.

coupled to the protons. The freezing in distance is reached at about 1.7Rs.
Above the freezing in distance, the Ne ions are decoupled from the back-
ground. The ion fraction of Ne™ is very small above the freezing in point,
and we expect that the contribution from this region, to the Doppler-shift
in the Ne VIII emission line, will be insignificant. In the bottom panel we
have plotted the Ne™ outflow velocity. The range of measured blue-shifts
and estimated outflow velocities, shown in figure 3.1, is also indicated. The
calculated formation temperature coincides with the formation temperature
obtained when assuming ionization equilibrium. The calculated outflow ve-
locity at the point of maximum ion fraction for Model 1 falls within the
range of measured blue-shifts.
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Set maX(Qpp) H ma‘X(Qpp) L | Rheat Rdamp AR
[10718 J/s] | [10718 J /3]

1 1.26 3.78 1.4 1 0.4
2 1.26 3.78 1.002 | 1 0.4
3 1260 3780 1.002 | 1 0.4
4 80 250 1.002 | 0.1 0.02

Table 5.2: Four different sets of heating parameters used for the calcula-
tions for neon with the Model 2 background. Qpp|| (Qpp-l) is the parallel
(perpendicular) heating rate per particle, corresponding to Q;—:L” (le—’:l) in
equation 4.16 (4.17) in section 4.1. For a detailed description of the pa-
rameters Rpeqr, Raamp, AR and the heating of the minor ions see section
4.4.2.

5.2.2 Model 2

For Model 2 we shall present the results from four different sets of heating
parameters, listed in table 5.2.

The top panel of figure 5.7 shows the ion fraction of Ne’™. As we
can see from this figure, the formation region of Ne’™ lies between 1.01R
and 1.03Rg for sets 1 and 2 (the ion fraction for set 2 is exactly equal to
that for set 1 for the greater part of the temperature/height region shown
in figure 5.7). For sets 3 and 4, the Ne™ ions exist over an extended
temperature/height region. In set 1, all the heat is deposited above the
formation region. In set 2 we have heated the ions very close to the sun,
but we have not changed the maximum heating rate, with respect to set
1. The heating rate is increased linearly over 0.4Rs from where we start
to heat, so the amount of heat deposited in the formation region of Ne’*
for set 2 is very small. In set 3 we have increased the maximum heating
rate with respect to set 2, while keeping all other parameters constant. By
increasing the maximum heating rate we also increase the amount of heat
that is deposited in the transition region. For set 3, the heating rate in the
perpendicular direction, at 1.015R is 40.95-107J/s. The parallel heating
rate at 1.015R;, is 122.85-107'8J /s. In set 4 we have reduced the damping-
and ramp distances, Rggmp and AR, as well as the maximum heating rates
with respect to set 3.

The middle panel in figure 5.7 shows the Ne’t to proton flow speed
ratio in the height range 1.01R; to 11R. For set 1, the Ne™t ions are
well coupled to the protons below 1.4Rq, which is where we start to heat.
The freezing in distance is reached at about 1.7Rg, where the ion fraction
settles at 0.06. Above this height, the Ne’* ions are uncoupled from the
background. For set 2, the Ne' ions are well coupled to the protons be-
low the temperature maximum, at 1.3Rg, although we started to heat at
1.002Rs. This result indicates that below the temperature maximum, the
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Figure 5.7: Ne™t ion fraction (top panel), uycr+ /u, (middle panel) and
Ne™ outflow velocity (bottom panel) , plotted vs. radial distance from the
solar center, Model 2. Note: The measured blue-shifts/estimated outflow
from observations are plotted at the ionization equilibrium formation tem-
perature. At this temperature the calculated flow velocities are very high,
however, at the formation temperatures obtained for Model 2, the flow ve-
locities have decreased to lower values.
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coupling to the background is strong, and the Ne™* to proton flow speed
ratio in this region is not affected by the low heating rates applied in set 2.
For set 3, the Ne’ ions are well coupled to the background below about
1.015R, where the freezing in distance for the Ne™ ions is reached, and
the ion fraction settles at about 0.45. Above the freezing in distance the
Ne™ ions are decoupled from the protons. For set 4, the Ne” ions are also
decouple from the protons at about 1.015R, but the freezing in distance is
reached further out, at about 3Rs. For this set, the dominant charge state
in the temperature/height range from about 1.2-2.2R (the region immedi-
ately surrounding the electron temperature maximum) is Ne®t. Just below
the freezing in distance, the ion fraction of Ne™ increases, as a result of a
decreasing electron temperature. For set 3, the dominant charge states in
the solar wind is Ne’*, Net% and Ne®" (in that order), and for set 4, Ne™™
and Ne®t are dominant.

In the bottom panel of figure 5.7 we have shown the calculated Ne™
outflow velocities in the height range 1.01R¢ to 11Rg for all four sets. The
outflow velocity profile for set 2 is nearly the same as that for set 1. The
outflow velocity for set 3 is nearly the same as that for sets 1 and 2 until
about 1.015R, where the flow velocity for set 3 increases dramatically. The
outflow velocity profile for set 4 also follows that of set 1 and 2 until about
1.015 R, where the flow velocity increases. The flow velocity at 11Rs for
set 3 is very high, above 5-10% km/s, but the flow velocity at 11 R, for set 4
is about the same as that of sets 1 and 2. We have not been able to combine
moderate heating rates with a significant increase in the outflow velocity in
the formation region.

In the plot showing the outflow velocities for Ne™, we have also shown
the range of measured blue-shifts and estimated outflow velocities, shown in
figure 3.1. For Model 2, the ionization equilibrium formation temperature of
Ne™ is reached at a lower height than for Model 1. The calculated forma-
tion temperatures for Model 2 are higher than the formation temperature
obtained when assuming ionization equilibrium. The calculated outflow ve-
locity at the point of maximum ion fraction for sets 1 and 2 falls within the
lower part of the range of estimated outflow velocities. The outflow velocity
for set 3 is about 2 km/s larger than that for sets 1 and 2. For set 4 the out-
flow velocity at the point of maximum ion fraction is almost 13 km/s, just
below the outflow velocity found by Peter and Judge (1999). However, for
sets 3 and 4, the region of high outflow above 1.015R; may also contribute
to the blue-shift of the Ne VIII spectral emission profile, because the Ne
ions exist over an extended region.
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5.3 Carbon

For carbon we have only used one set of heating parameters, which is the
same heating parameters as in set 1 for oxygen, except that the ions have
been heated mass proportionally, i.e., maz(Qpp)c = max(Qpp)o(mc/mo).

Figure 5.8 shows the ion fraction for C3* (top panel) together with the
flow speed ratio of C3* and protons (middle panel), for both models. For
Model 1, the C3* flow velocity is between 20% and 40% higher than the
proton flow velocity in the region of maximum ion fraction. For Model 2,
the flow speed ratio is almost exactly equal to 1 in the formation region.
Also shown is the calculated flow velocities for C3F, together with measured
blueshifts and estimated outflow velocities at the formation temperatures
in table 3.1. The ion fraction maximum is shifted towards higher temper-
atures for both models, compared to the formation temperature obtained
when assuming ionization equilibrium. For Model 2 the shift is large, about
2. 10°K. For Model 1 the calculated flow velocity at the point of maximum
ion fraction is near zero, whereas for Model 2 it is very large, about 35 km/s.
The calculated outflow velocity for Model 1 agrees with the outflow velocity
measured by Tu et al. (2005), but not with the other observations. Both
Peter (1999) and Peter and Judge (1999) report outflow velocities that are
higher than those obtained with Model 1. For Model 2, the calculated out-
flow velocities are much higher than any observed outflow velocities. These
results are similar to what we saw for oxygen, where we also found large
outflow in Model 2, and nearly zero outflow in Model 1, for all three oxygen
ions.
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Figure 5.8: C3 ion fraction (top panel), ucs+ /u, (middle panel) and C3+
outflow velocity (bottom panel) in the transition region, plotted vs. electron
temperature in the range 10°K to 10°K, Model 1,2. Note: The measured
blue-shifts/estimated outflow from observations are plotted at the ionization
equilibrium formation temperature. At this temperature the calculated flow
velocity for Model 2 is not very high, however, at the formation temperature
obtained for Model 2 the flow velocity has increased to higher values. For
Model 1, the calculated formation temperature more or less coincides with
the ionization equilibrium temperature.
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5.4 Magnesium

To demonstrate the behavior of M¢®t, we shall use the heating parameters
in set 1 for oxygen, scaled mass proportionally, i.e.,
maz(Qpp)arg = maz(Qpp)o(mary/mo).

The results are shown in figure 5.9. In the top panel we can see that the
Mg®t ions exist over an extended temperature/height range. The Mg®*
ions are well coupled to the protons in the region below 1.4R, as we can
see from the middle panel of figure 5.9, where we have plotted the M g8t to
proton flow speed ratio. The freezing in distance of M ¢®7 is reached at about
1.7Rq, where nysgs+ /narg = 0.27. This is in relatively good agreement with
Ko et al. (1997), who found an average ion fraction for M g8+ of 0.227 for the
south polar coronal hole. In the bottom panel of figure 5.9 we have plotted
the calculated outflow velocity for M¢8t, together with the measured blue-
shift of this ion. The ionization equilibrium formation temperature of M ¢+,
is reached at a lower height in Model 2 than in Model 1, therefore we have
plotted the measured blue-shift of M¢®" at two different heights.

The M ¢®" ions exist over a large range of temperatures. The radiation
from this ion probably stems from an extended region in the solar atmo-
sphere. For Model 2, the whole region above 1.01 R may contribute to the
blue-shift in the emission line of this ion. The outflow velocity of M g%+
varies significantly throughout this region.
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Chapter 6

Discussion

6.1 Relative flow velocity between minor ions and
protons

In the transition region, the differences in density, temperature and flow
velocity between the two background models, which arise as a result of
the very different flow tube geometries applied, are very large. In spite of
this, the degree of coupling to the background for the minor ions, varies
very little between the two. For Model 1 (set 1), the relative flow velocity
between minor ions and protons, in the formation region of the minor ions,
is less than 40% of the proton flow velocity for C3t, O3+, O*t, O°F and
Ne™ . For Model 2 (set 1), the relative flow velocity is less than 20% of the
proton flow velocity for these ions, i.e. the coupling to the background is
somewhat better than for Model 1.

Model 1, (Set 1) | Model 2, (Set 1)
ucar Ju, | 1.15-1.35 1.0
uoss Ju, | 1.15-1.25 1.0
uors Ju, | 1.15-1.2 1.0-1.1
Uost Uy | 1112 1.0-1.2
upner+/up | 0.9-1.1 0.9-1.1

Table 6.1: Flow speed ratio with protons in the region of maximum ion
fraction for C3T, O3F, O*F, O>F and Ne™, for the two background models.

In table 6.1, we have listed the flow speed ratio with protons in the re-
gion of maximum ion fraction for C3T, O3F, O*F, 0% and Ne™, and for
both background models. The ion fraction of Mg®T freezes at its maximum
value, of about 0.27, and the flow speed ratio with protons in the region
of maximum ion fraction for this ion varies between 0.3 and 2.5. Of the
ions in table 6.1, C®T has the largest relative flow velocity with the back-
ground, with a flow speed ratio with protons of about 1.3 at the point of

55
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maximum ion fraction in Model 1. However, the flow velocity of the C3*
ions has not been observed to exceed 10 km/s. A flow velocity of less than
10 km/s for C3*, and a flow speed ratio with protons of 1.4, would result in
a relative flow velocity with protons of less than 2.9 km/s. Measurements
of the LOS velocity usually have an accuracy in the range 1-3 km/s (Xia
et al., 2003; Tu et al., 2005; Peter and Judge, 1999). When the outflow ve-
locity is estimated, based on the measurement of the LOS velocity, further
uncertainties are introduced, as assumptions of the magnetic field geometry
are made. Thus, the relative flow velocity between the minor ions and the
background is within observational uncertainties, even for the ions with the
weakest coupling to the background.

All the ions in table 6.1 have well defined ion fraction maxima, with a
half-width corresponding to a height range of less than 0.06R. However,
in regions of large density gradients, like the transition region, the region of
maximum absolute density (e.g. (nps+),,,,) does not necessarily coincide
with the region of maximum ion fraction (e.g. (zps+),,,,)- In addition, the
excitation rates depend on the electron density, which also decreases with
increasing distance from the sun. As a result of the rapid decline of both
electron- and minor ion densities in the transition region, the source region
of a minor ion emission line may be shifted towards lower temperatures
compared to the formation temperature. On the other hand, the rapid
decline in density makes it rather unlikely that the region above the ion
fraction maximum makes a significant contribution to the emission line.
Since the region of maximum ion fraction for the minor ions in table 6.1
corresponds to a relatively narrow height range, we expect that for these
ions, the Doppler-shift of the spectral line will reflect the velocity of the ions
in the region of maximum ion fraction, however, this should be confirmed
through a calculation of the spectral emission profiles.

For M g®t, the ion fraction increases from zero, at 1.01 R, to about 0.27,
at 1.7Rs, where it freezes. This means that the radiation from M g8+ comes
from a more extended height region, and we cannot exclude the possibility
that the region of high outflow velocity, above 1.7Rz makes a contribution to
the Doppler-shift of the spectral line. In the case of M ¢, it is therefore not
meaningful to compare the velocity in the region of maximum ion fraction
with the observations. To make a comparison with observations we must
compute the spectral emission profile of M¢®", and compare the calculated
Doppler velocity with the observed blue-shift.

6.2 Comparison with observed outflow velocities
Table 6.2 compares the estimated outflow /measured blue-shift for C3+, O3+,

O*, O°F and Ne™*, with the calculated outflow velocities at the forma-
tion temperatures obtained with Model 1 and Model 2. Also listed are the
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formation temperatures obtained by assuming ionization equilibrium (listed
in table 3.1) and the formation temperatures obtained with Model 1 and
Model 2. The largest discrepancies are found in Model 2, where the calcu-
lated outflow velocities of C3+, O3+, O*t and O>* are 30-50 km/s higher
than the observed outflow velocities. These large velocities are attributable
to the extreme expansion of the flow tube in Model 2 in the region close to
the sun. In chapter 7 we have also plotted the estimated outflow /measured
blue-shift at the formation temperatures obtained in Model 1 and Model 2,
together with the calculated proton outflow velocities for the two models
(figure 7.1). In this figure we can see very clearly that Model 1 provides
the best overall fit to the observations, however, for Ne’*, the calculated
outflow velocity in Model 2 is in better agreement with the observed values.

Ion Outflow /blue-shift [km/s] Model 1, | Model 2,
Ttorm [10°K], from table 3.1 | (Set 1) (Set 1)
C3t | Velocity | 0-7 0.5 34
Ttorm 0.94 1.1 3
0%+ | Velocity | 0 0.6 33
Ttorm 1.47 1.5 2.9
O* | Velocity | 0 1 53
Tiorm 2.22 2.3 4.9
0>+ | Velocity | 0-10 1.4 44
Ttorm 2.78 3.1 7.1
Ne™ | Velocity | 3-20 3.8 7.5
Ttorm 6.4 6.4 8.1

Table 6.2: Comparison of observed vs. calculated outflow velocities and
jonization equilibrium vs.calculated formation temperatures for C3+, O3*,
O*F, 0> and Ne™, for the two background models.

The formation temperatures in Model 2 are significantly higher than the
ionization equilibrium formation temperatures for all the ions in table 6.2.
The largest deviation from ionization equilibrium in Model 2 is found for
O5*, where the formation temperature is shifted by 4.3-10°K. For Ne'*, the
only ion whose calculated outflow velocity falls within the range of observed
outflow velocities in Model 2, the formation temperature is shifted by 1.7 -
10°K compared to ionization equilibrium. This corresponds to a shift in
height of 0.01Rs. For Model 1, the maximum deviation from ionization
equilibrium in the calculated formation temperatures, for the ions in table
6.2, is about 10%.

When assuming ionization equilibrium, the ion fraction maximum for
M g%t occurs below the temperature maximum. In Model 1 and Model 2
this is not the case (see figure 5.9). Thus, we find that there is a shift in the
M g8t formation temperature as well, relative to the formation temperature
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obtained by assuming ionization equilibrium.

6.3 The effect of changing the heating rates

In the previous section, we saw that for Ne’™ in Model 2, and for C3+, 0>+
and Ne™™ in Model 1, the calculated outflow velocities are lower than some
of the observed outflow velocities. The only way to increase the calculated
outflow velocities, without changing the background model, is to increase
the heating rates. In the simulations for Ne’™, for Model 2, we found that
the outflow velocity of Ne™ in the transition region could only be increased
by applying very large heating rates. According to the results obtained in
section 5.2.2, the minimum amount of energy that must be deposited in
the formation region of Ne™ in order to increase the outflow velocity here
is about 40 - 10718J /s in the parallel direction and 120 - 107*¥J /s in the
perpendicular direction. These are rather extreme heating rates, compared
to the heating rates applied for oxygen, which gave outflow velocities and
temperatures for O°F that are consistent with observations. By calculating
the expansional- and collisional timescales we can show that the degree of
coupling to the background plasma, and the outflow velocity in the transition
region, remains virtually unchanged for a very large range of minor ion
heating rates for all the ions we have studied, and for both the background
models.

The timescale for collisions between an ion of species s, and protons (p), is
given by

1
Teoll = —, 6.1
coll Vep ( )
where vg is defined in equation 4.12. The collisional timescale can be in-
creased by increasing the minor ion temperature.

The expansion timescale for an ion of species s, is given by

ny ((Ony -1
2(5)
and is the time it takes for the ions to travel through one scale height of
proton density. The timescale for expansion is inversely proportional to the
flow velocity of the minor species, and can be lowered by increasing their flow
speed. In section 4.1, we used the total hydrogen density, i.e. nyg + nyp, in
the expression for the expansion timescale. In this chapter we are interested
in the coupling of the minor ions to the protons, and therefore we use only
the proton density in the expression for the expansion timescale. Also, the
hydrogen density, in the region that we are interested in (10°K< T, < 10°K),
is very low compared to the proton density.

: (6.2)

Texp —
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Figure 6.1: Ion fractions (top panel), and expansion (solid lines) and colli-
sional (dashed lines) timescales (bottom panel) in the transition region for
all the ions, plotted vs. electron temperature in the range 10*°K to 10°K,
Model 2 (Set 1).

When the timescale for expansion becomes lower than the timescale for
collisions, the minor ion species is decoupled from the background plasma.
In the region where the timescale for expansion is much higher than the
timescale for collisions, moderate heating rates have no effect on the minor
ion flow velocity, and the degree of coupling to the background depends
solely on the timescale for collisions. When the timescale for collisions is
low, corresponding to a high collision frequency, the frictional force (see
equation 4.9, section 4.1) can become very large, and thereby able to balance
even very large forces, while still retaining a relatively low differential flow
velocity with the protons. If we deposit very large amounts of heat in this
region, the minor ion flow velocity will eventually increase such that the
timescale for expansion becomes lower than the timescale for collisions, and
the minor ions decouple from the background. In the region where the minor
ion species is decoupled from the background, the heating rates are crucial
in determining their flow velocities.

Figure 6.1 shows the ion fractions, and the collisional and expansional
timescales in the transition region for C3+, 03+, 0%, O, Ne™ and M ¢+,
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as a function of electron temperature in the range 10°K to 10°K. Although
the minor ion flow velocities are high throughout most of this temperature
range, the timescales for collisions are everywhere lower than the expansion
timescales by more than one order of magnitude. The timescales for ex-
pansion are larger for Model 1 than for Model 2 in this temperature range.
This is because the flow velocity in Model 1 is lower here. The timescales
for collisions are also slightly larger for Model 1. Near the electron temper-
ature maximum, the collisional timescales begin to increase rapidly. The
timescales for collisions exceed the timescales for expansion, just above the
electron temperature maximum.

The difference between the collisional and expansional timescales in the
transition region is more or less the same for all the ions in Model 2. In
Model 1, this difference is even greater, meaning that in Model 1, larger
heating rates are needed to decouple the minor ions from the background in
the transition region. This means that the flow velocities of these ions, in the
transition region, remains unchanged for a very large range of heating rates,
for both background models. There are other constraints on the heating pa-
rameters for these ions as well. For oxygen, we saw that the heat should be
deposited above the electron temperature maximum, at 1.4R or 1.5Rg, to
obtain outflow velocities and temperatures for Ot that are consistent with
observations. Therefore, the heating rates cannot affect the flow velocity of
O57% in the transition region. Another constraint is put on the heating rates
by the ion fractions. The results from Ne’™ indicate that the charge states
that are dominant in the region where the minor ions decouple from the
background are also the dominant charge states in the solar wind far from
the sun, although the freezing in distance does not always coincide with the
decoupling distance. The ion fractions of C3+, 0%+, 0% and O°* are all
negligible in the solar wind. (e.g. Wimmer-Schweingruber et al., 1998; Ko
et al., 1997) We have not found any published results on observations of
the ion fraction of Ne’* in the solar wind. The reason why the decoupling
distance does not necessarily coincide with the freezing in distance is that
the collision frequency of a minor ion with electrons, which is crucial in
the determination of the freezing in distance, is not identical to the colli-
sion frequency with protons, which is important in the determination of the
decoupling distance.

As we have mentioned earlier, the Doppler shift in the Mg IX emis-
sion line far from the sun may have a contribution from the region of high
outflow above 1.7R. This is probably not the case for the other ions we
have investigated. A consequence of this may be that the blue-shift in the
emission line of M¢®t far from the sun, contrary to the other ions we have
considered, will respond to moderate changes in the heating parameters for
M ¢®F, which mainly affects the outflow velocity in the region above the
temperature maximum.
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6.4 The atomic data

As we can see from table 3.1, the formation temperatures of the ions vary
quite much depending on which set of atomic data is used in the calculation.
The atomic data set used in the numerical model (HAOS-DIAPER (Judge
and Meisner, 1994)) gives the lowest formation temperatures for all ions
except Ne't.

A change in the formation temperature of an ion means that the ion
fraction peak will also move to a different height, and thus it might lead
to a change in the calculated Doppler-shift of the spectral emission profile.
This could be important, especially for Model 2, where there is a large peak
in the flow velocity in the transition region. For the ions that are formed
here (C3F, O3+, O** and O®1), a small change in the formation temperature
might move the ion fraction peak into a region of much lower, or much higher
outflow. For a more moderate, background model, with a lower outflow
velocity in this region, the effects of choosing a different atomic data set is
likely to become smaller. However, we cannot exclude the possibility that
the choice of atomic data might be of some importance even for a moderate
flow tube geometry. The effect of higher formation temperatures would also
be of particular importance for M¢®t. For this ion, a higher formation
temperature would probably result in a lower ion fraction at the freezing in
distance, which again might reduce the contribution from the region of high
outflow, above 1.7R, to the dopplershift of the Mg IX spectral line.
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Chapter 7

Conclusions

We have calculated outflow velocities in the transition region and corona for
six different minor ions, and two background models. The two background
models, primarily characterized by their flow geometry, provides very differ-
ent solutions for the solar wind in the transition region. The first background
model, Model 1, with a moderate expansion, shows low outflow velocities,
of order 0-5 km/s, throughout most of the transition region, increasing to
about 10-20 km/s in the upper transition region and lower corona. The sec-
ond background model, Model 2, with a very large expansion, shows high
outflow velocities in the middle transition region, of about 30-60 km/s, de-
creasing to values similar to those in Model 1 in the upper transition region
and lower corona. We have found that, for low to moderate heating rates,
the flow velocities of C3, 03T, 0%, 0%+ and Ne™™ deviate with less than
40% from the proton flow velocity in the regions where these ions are the
dominant charge states. If we take into concideration the range of velocities
that have been observed for these ions, the differential flow velocity with
protons falls within the range of observational uncertainties. We also find
that these five ions all have well defined ion fraction maxima, with a half-
width corresponding to a height range of less than 0.06 R, and we expect
that the radiation emitted by these ions mainly stems from the region of
maximum ion fraction. This could be confirmed by calculating the spec-
tral emission profiles for these ions. This means that observations of the
Doppler-shift of the ionic emission lines from these ions reflect the outflow
velocity of the background solar wind in the transition region quite well.
The coupling to the background is a little better for Model 2 than for Model
1. For M g%, we find that the ion fraction, Nprgs+ /Mg, has no well defined
maximum, and freezes at a value of 0.27 at 1.7Rg5. Above this height, the
outflow velocity of M ¢®t increases, and it is uncoupled from the background
solar wind. This means that the radiation from Mg¢®+ might stem from a
more extended region in the solar atmosphere and that this ion might not
be coupled to the background in the source region of its ionic emission line.
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Figure 7.1: Range of estimated outflow velocities and measured blue-shifts
(see also figure 3.1), at the formation temperatures obtained with the two
background models, for C3T, O3, O*, 05" and Ne™, together with the
calculated proton outflow velocities for Model 1 (top panel) and Model 2
(bottom panel).

By calculating the spectral emission profile for this ion we can determine
the significance of the contribution from the region of high outflow above
1.7Rg, to the Doppler-shift in the Mg IX emission line.

There are significant discrepancies between the calculated and observed
outflow velocities for several ions, and for both background models. The
calculated outflow velocities can be changed by increasing the amount of
energy deposited in the minor ions in the formation region, or by chang-
ing the background model. By calculating the collisional and expansional
timescales, we have shown that, for a very large range of heating rates, the
outflow velocity in the transition region, for all six ions, is unaffected by
heating, and depends only on the proton outflow velocity and the degree of
coupling to the protons. We have also found indications that observations
of the charge state densities of oxygen and carbon in-situ, are inconsistent
with large heating rates in the formation region of C3+, 03+, O** and O°*.
In figure 7.1 we have shown the range of estimated outflow velocities and
measured blue-shifts, at the formation temperatures obtained with the two
background models, for each ion (except Mg®T, since this ion has no well
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defined ion fraction maximum). Also shown are the calculated proton out-
flow velocities. In this figure we clearly see that Model 1 provides the best fit
to the observed values, and that the discrepancies are very large for Model
2, where the calculated outflow velocities are generally too high, as a result
of the extreme expansion of the flow tube in the transition region. We be-
lieve that a funnel-type background model, with a low initial expansion, in
contrast to the extremely high initial expansion applied in Model 2, might
be able to reproduce both the low outflow velocities seen in the C IV and
oxygen lines, as well as the high outflow velocities seen in the Ne VIII line.

For Model 1, the shift in formation temperature for C3+, 03+, 0%t O+
and Ne'T, relative to the ionization equilibrium formation temperature, is
negligible. For Model 2, the shift in formation temperature for C3+, O3t
O*, 0% and Ne™, relative to the ionization equilibrium formation tem-
perature, is larger, and corresponds to a shift in height of 0.01R, for Ne™*,
and less than 5- 10 3R, for the other ions. For Mg¢®t, there is also a shift
in the formation temperature, both for Model 1 and Model 2, but since the
ion fraction of M8t freezes before the ion fraction maximum is reached,
it is difficult to say how large the shift in formation temperature is for this
ion.
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