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Abstract

Augmented reality (AR) is an advanced technology that integrates augmentations with the
real world. This technology has been used to provide training and education along with other
purposes. This work has been focused on enriching the learning experience of the maritime
trainee by applying AR technology.

In this work, a proof of concept AR application (App) is developed for the training of
the maritime students. The App was designed to introduce the selected stations and panel in
the Kongsberg Ship Bridge Simulator in Department of Engineering and Safety, UiT The
Arctic University of Norway. The App is designed with four main options namely: Stations,
Panel, Help and Quit. Microsoft® HoloLens has been chosen as a wearable AR device for
the execution of the App. The primary reason for selecting Microsoft® HoloLens was its
standalone ability.

In this App design, marker-based tracking and markerless-based tracking were compared.
The marker-based tracking was found to be appropriate for the maritime training. The main
reason is that marker-based tracking allows to adapt to the different Ship Bridges without
much of a hassle. Within marker-based tracking method, various types of markers were
considered. After thoughtful consideration, AR image markers and 2D-barcode markers
were chosen. AR image markers are effective within larger range (up to 1.5m) hence useful
to highlight the stations on the Ship Bridge. However, 2D-barcode markers are easy to detect
(consume less processing power and allow multiple markers to be detected at the same time)
and hence useful on the control panels. The camera on the HoloLens has to be calibrated for
the accurate tracking of the markers.

The App was designed in Unity 5.5.1f1 Personal version, Visual Studio 2015 Update 3
and Windows 10 environment. The scripts were written in C# Programming Language and
libraries from ARToolKit SDK, OpenCV, HoloToolKit were incorporated.

Developed App is limited to operate only with the Microsoft® HoloLens. Workings of
the App can be viewed here: https://youtu.be/zzJomEH91F4.

Keywords: Application (App), ARToolKit, Augmented Reality (AR), C#, Detection, Mar-
itime Training, Marker, Microsoft® HoloLens, Ship Bridge, Tracking, Unity, Visual
Studio, Wearable


https://youtu.be/zzJ6mEH91F4

"Augmented Reality Will Be As Big As the iPhone."

Tim Cook, CEO Apple Inc.
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Chapter 1
Introduction

Augmented Reality (AR) is a system that overlays virtual objects onto an image of the
real world. AR elements are augmented by computer-generated sensory input such as
sound, video, graphics, accelerometer or GPS data [1]. A key measure of AR systems is
how realistically they integrate augmentations with the real world. Recent advances in AR
technology have enabled it to use to provide training and education along with other purposes.
The AR system can provide the necessary insight or information to improve a trainee’s
performance.

In maritime operations, experienced operators from captain to crew play a crucial role.
There is a continuous flow of information from one to another. This information plays the
key role in making correct decisions and performing successful maritime operations. AR
technology can enrich the learning experience of the maritime trainee and allows sharing the
expertise (knowledge and experience) of an expert to a novice in a personalized manner.

This thesis investigates the application of AR technology in the maritime training. The
objective was to develop an introduction of certain stations and panels of a ship bridge using
Microsoft® HoloLens. The app was developed in Unity 3D project. The scripts were written
in C# and deployed in Microsoft® HoloLens.

1.1 Augmented Reality (AR)

In 1994, Paul Milgram introduced the reality-virtual continuum [2] with the scale ranges
from a real word on one end to an entirely virtual environment on the other end. Since
then various efforts has been made in the field, but from the applied side, augmented reality
(AR) is still relatively new technology. Figure 1.1 shows that AR is a form of mix reality
and combines real world and virtual information. As people might be familiar with playing

a game on a Nintendo Wii or watching an IMAX movie that was defined as augmented
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virtuality (AV), AR can be described as the inverse of AV, where virtual objects are layered

over the real environments [3].

Mixed Reality (MR)
I ]

.'-q
3
|
I - Augmented — - Augmented — I
Real Reality (AR) Virtuality (AV) Virtual
Environment Environment
{RE) {VE)

4+———— Reality-Virtuality (RV) Continuum ———»

Fig. 1.1 Reality-virtuality continuum [2]

In AR, users interact digitally with the information surrounding the real world. By adding
computer vision and object recognition, users can see the information about the environment.
In AR virtual objects are superimposed upon the real world around them. The information
conveyed by the virtual objects help the users perform real-world tasks [4]. Nowadays, AR
technology has been widely used in medical visualization, maintenance, and repairs, training,
and targeting. AR is supported by hardware components such as processor, display, sensors
and input devices. It is experienced with a variety of devices such as smartphones, PC with
a webcam, laptop and wearable devices. In this study, for the reason of giving better user
experience and making it more user-friendly, the wearable AR device is used. The wearable
AR device is the best choice for the teaching application since hands are free to interact.
Therefore, wearable AR devices will be focused in this thesis.

1.1.1 Wearable AR Devices

The basic idea of AR is to overlay the virtual objects over a real-world environment in a
real-time. AR displays are rendered by using various technologies such as optical projection
systems, monitors, smartphones and optical see-through head-mounted display (OHMD).
For the reason that smartphone or handheld devices have small screens to superimpose
information, OHMD provides users with more convenient, expansive views of the world
around them. An OHMD is a wearable device that combines sensors for tracking and

registration objects between the superimposed data and the real world. There are many



1.1 Augmented Reality (AR) 3

wearable AR devices currently available in the market, the most popular ones are listed as
follows [5] (Figure 1.2):

* Microsoft® HoloLens
Microsoft® HoloLens is a pair of mixed reality smart glasses with high-definition 3D

optical head-mounted display and spatial sound which was introduced in 2016. It has
Windows 10 operating system (OS) with AR unit using the Windows Holographic
platform. Microsoft® HoloLens can see, map, and understand the physical places,
spaces, and things around the users based on its advanced sensors [6].

* Google Glass
Google Glass became available to the public market in 2014. It is developed by X
(previously Google X) [7]. It displays information in a smartphone-like hands-free
format [8]. It works with smartphones as well as a variety of Android-friendly third-
party apps. It can take pictures and shoot videos of what user is looking at through

glasses.

* Sony SmartEyeGlass

Sony SmartEyeGlass was first introduced in 2014, and it serves as a heads-up display
(HUD)for the Android devices. It includes different types of sensors such as an
accelerometer, gyroscope, electronic compass, brightness sensor, microphone and noise
suppression sub microphone [9]. The text appears over the lenses which provide the

user with the information such as directions, location, and real-time voice translations.

* Epson Moverio BT-300
Epson Moverio BT-300 smart glasses was introduced in 2016, and it has been improved

a lot from the previous versions with a lighter and more appealing pair of glasses [10].
It can easily connect to a wide range of devices to receive content and data at high
speed. It also can be interacted via a special cable connected control box that comes
with a large touch panel. BT-300 now uses an Intel Atom 5, 1.44 GHZ Quad core chip
and has an Android 5.1 OS which widely expands the complexity of apps that can be
written for the glasses [11].

To find best AR technology in training, advantages and disadvantages of all above
discussed wearable devices are compared in Table 1.1. It is shown that only Microsoft®
HoloLens is standalone and it completely frees the hand from the device.

Considering Microsoft® HoloLens is the only standalone device. Therefore, it is a clear

choice for development of AR based training in maritime operations. Therefore, in the thesis,
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(c) (d)

Fig. 1.2 Variable wearable AR devices(a) Microsoft® HoloLens [6]; (b) Google Glass [7];
(c) Sony SmartEyeGlass [9]; (d) Epson Moverio BT-300 [11]

Devices Release Operating CPU Display Controller Weight  Stand
Date system input alone
Microsoft® | 2016 Windows Intel 32-bit 2.3 megapixel  Gestural 579g Yes
HoloLens Mixed (1GHz) widescreen commands via
Reality stereoscopic sensors and
head-mounted HPU
display
Google Glass | 2014 Glass OS OMAP Prism Touchpad, 369 No
4430 projector, MyGlass phone
640x360 mobile app
pixels
Sony | 2015 Android None Monochrome Android device 779 No
SmartEyeGlass (green)
Epson Moverio | 2016 Android 1.44GHz OLED display = BT-300FPV 699 No
BT-300 5.0 Quad Core controller

Table 1.1 Comparison between the four different Optical see-through head-mounted display
devices [12, 13]

I would use this device to develop a working application to demonstrate the idea of maritime
training.
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1.1.2 Input devices for wearable AR devices

Traditional input devices such as keyboards and mouse do not support the wearable AR
devices. The input devices such as speech recognition, gesture recognition, eye tracking
and buttons are widely used in wearable AR devices because of its mobility and hands-free
use. For example, gesture recognition captures users’ hand gestures by gesture camera [14].
Figure 1.3 shows the example of gesture command in Microsoft® HoloLens. In this case,
when the user performs the gesture of Air Tap on the object where it was gazed, a new object

will be generated.

Cockpit Introduction

Fig. 1.3 An example of gesture recognition by Microsoft® HoloLens

1.2 AR in Maritime Operations Training

Smart ships and advances in marine technology require mariners to be well trained. Training
mariners in navigation are very expensive since it requires an extensive number of hours
in the sea. Nowadays, it is possible to provide real-time sea experience with additional
safety in ship simulators (for example Kongsberg Ship Simulators, UiT The Arctic University
of Norway). This training can be made even more interactive and engage with the AR
technology. The combination of AR innovation with educational contents opens up a whole
realm of applications, especially in self-education and skill developments. For example, with
AR device, an inexperienced crew member can gain professional experience and training in

his own time just by following the information in the AR application.
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1.3 Problem Overview

The objective of the thesis is to develop the application (app) in Microsoft® HoloLens and
conduct suitability trials. Getting the trainees to know the station of the bridge is the main
idea of the app. In this app, there are four options in the main menu: Stations, Panels, Help,
and Quit. Stations option detects markers for Main Steering Station and Dynamic Position
Operator Station. Panels introduces available controls on the Main Steering Station. These
are Throttle Control, Azimuth Control, Thruster, and Rudder. Help option explains the user
the available options and voice command in this application. Quit option exits the application.
To guide the trainees to find correct position in the bridge, the station needs to be detected
and recognized. In this study, I have used the marker detection technology in Microsoft®
HoloLens. The information will be shown in the Microsoft® HoloLens as the visual object
such as text or 3D models accordingly. In each of scenario, different types of markers such
as traditional AR marker and 3 x 3 2D-barcode markers were used for different requirement.
There is a live video in each scenario helps the user to identify the markers. Voice command
"Back" will take the user from the current option to the main menu. Air Tap different buttons
will give corresponding action.

The App developed in Unity 3D and the code is written in C#. Some of the 3D model
such as right-hand pointing model was designed in Autodesk® Maya. The markers were
designed in Adobe® Illustrator CC. The app was designed for the Ship Bridge Simulators in
UiT- The Arctic University of Norway as shown in Figure 1.4 and Figure 1.5.

Fig. 1.4 The Ship Bridge simulator in UiT [15]
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Fig. 1.5 Inside view of the Ship Bridge simulator in UiT [15]

1.4 Thesis Outline

This report is divided into 5 Chapters. The contents of the rest chapters are described as

follows,

* Chapter 2 gives the literature review on the augmented reality. The focus is gathering
necessary information for making a useful application on the maritime operation. The
chapter provides variety method how the AR technology approached to the different

training application.

* Chapter 3 presents the methodology. There are three main sections: Microsoft

HoloLens, Application (App) development and Application (App) design.
* Chapter 4 presents the results and discussion.
» Chapter 5 gives the conclusion and future research directions in relation to this project.

In addition, the related material for this project is provided in appendix A. Demo video
of the working of the application can be seen from the links: https://youtu.be/zzJ6mEH91F4.

A list of references is provided at the end of the report.


https://youtu.be/zzJ6mEH91F4
https://youtu.be/zzJ6mEH91F4




Chapter 2
Literature Review

Azuma [4] defined augmented reality (AR) as a system that allows the user to see the real
world which has virtual objects superimposed upon or composed. The AR system has three
characteristics: combines with real and virtual objects; interactive in real time, and registered
in a three-dimensional (3D) [16].

The first appearance of Augmented Reality (AR) dates back to the 1950s [17]. By the
time of the 1990s, AR emerged as a named field in computer science. However, it was not
gained a lot of commercial and research interest until the mobile devices gained possibility
to support AR applications [18]. With the new approaches of augmentations, it opened AR
technology to a huge users group [19]. Therefore, AR applications have been explored in
many areas such as education, medical, maintenance, repair, military, entertainment and

maritime applications. Following are the case studies of AR applications.

2.1 AR in Education

AR technology becomes an interesting topic in training and education [20]. Researchers
found out that combining real and virtual objects in 3D are helpful in reducing cognitive
load [18]. The displayed virtual objects are not directly detectable by users own senses.
AR training applications can enhance the user’s perception and interaction with the real
world. Research indicates that the AR applications as an educational tool can improve
students’ performance and their analytical skills. AR applications also can increase students
motivational and engagement levels [21]. Therefore, AR has been applied in a variety of
subjects.

* AR in Astronomy
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Figure 2.1 shows that a classroom is augmented with the planet. Students can learn about
the relationship between the planets by playing an AR application. Students will feel more
involved and get more motivation about learning astronomy.

Fig. 2.1 An astronomy class [22]

* AR in Chemistry

AR application in chemistry teaching can demonstrate atomic and molecular structures to the
students. Figure 2.2 shows that teacher holds the target picture and the molecular structure

can be viewed from the screen.

Fig. 2.2 AR is used in a Chemistry lesson [23].

* AR in Biology

AR application can help students to study the anatomy and structure of the body. The
Specialist Schools and Academies Trust (SSAT) demonstrated that teachers could use AR
technology to show the organs composition and appearance. Student will learn how the organs
look by watching 3D computer-generated models in the classrooms. Moreover, students will
be able to study humans’ organs independently with AR markers and information. Figure
2.3 shows the example of AR application (developed by SSAT) allows the user to see the
internal organs through a webcam connected to a computer [24].
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Fig. 2.3 AR application for studying humans’ organs [24]

2.2 AR in Medical

Doctors can use AR application as a visualization and training aid for surgery [4]. The
3D data collected from the patient by Magnetic Resonance Imaging (MRI), Computed
Tomography scans (CT), or ultrasound imaging can be rendered and overlapped on the
patient in real time and real world. This can help the doctor to see an internal view without
giving the patient an incision.

There are many research projects have been done to explore AR applications in the
medical area. For example, a research group from UNC Chapel Hill has conducted trials to
view the fetus from a see-through HMD [4]. These trials overlap the scan results over the
womb of a pregnant woman (Figure 2.4). Another research group from NARVIS project has
integrated an HMD-based (head-mounted display) AR system into the operation room for
3D in situ visualizations of CT images (see Figure 2.5). The system provides assistance for

spinal surgery procedure.

2.3 AR in Military

In combat, AR can serve as a networked communication system that renders useful battlefield
data onto a soldier’s goggles in the real time. With AR system, commanders can send maps
and other information directly to the soldier’s field of vision. From the soldier’s viewpoint,
people and various objects can be marked with special indicators to warn of potential dangers.
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Fig. 2.4 Virtual fetus inside the womb of the pregnant patient [25]

Fig. 2.5 Surgeons can detect some features of the face that they cannot see in MRI or CT
scans [26].
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Virtual maps and 360° view camera imaging can also be rendered to aid a soldier’s navigation
and battlefield perspective. In addition, this information can be transmitted to military leaders
at a remote command centre. The AR application could provide troops with vital information
about their surroundings (see Figure 2.6).

O@O ™ Q123125

Waiting to clear area. Hold for

Fig. 2.6 AR system can overlay key information such as the location of enemies, satellite
footage and mission objectives [27].

2.4 AR for Maintenance, Repair

AR devices can play a role of tutor. The use of AR to aid in the execution of procedural
tasks are explored in maintenance and repair area. In AR maintenance applications, the
virtualization of the user and maintenance environment allows off-site collaborators to
monitor and assist with repairs. Additionally, the integration of real-world knowledge
databases with detailed 3D models provide opportunities to use the system as a maintenance
simulator\training tool. Moreover, the research in this area has an objective of improving
the productivity, accuracy, and safety of personnel. One of the research found out that by
using AR applications in maintenance, trainees assembling airplane wing can reduce errors
upto 90%. This was in comparison to the trainees who were given instructions through the
desktop computer [28]. The result also found out that with the AR application, the assembly
time was reduced by about 35% [28].

There are are a variety of AR applications designed for maintenance and repair. Figure
2.7 shows a mechanic is doing a maintenance task wearing a tracked head-mounted display.

Through the head-mounted display, the information is provided to assist the mechanic [29].
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(a) (b)

Fig. 2.7 (a) A mechanic wearing a tracked head-mounted display performs a maintenance
task inside an LAV-25A1 armoured personnel carrier. (b) AR information through the
head-mounted display to assist the mechanic [29].

Figure 2.8 shows a user is learning the procedure of car engine maintenance by using AR
application in a smartphone. Figure 2.9 shows an AR application of a plant Maintenance by

using HoloLens.

Fig. 2.8 Car maintenance with the help of AR application using a smartphone [30].

In above applications, it can be observed that a tracking system has been used with marker
detection or object detection. The AR program draws graphics on the top of a particular

object to present important information.

2.5 AR in Entertainment

AR has become common in entertainment. One of the reason is the popularity of smartphones
supporting AR applications. There are many AR application developed for entertainment
purpose. For example, with the help of AR application, tourist can get the information easily
about the tourist attractions. Figure 2.10 shows a tourist using an AR application to check the
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Fig. 2.9 AR application of a plant Maintenance by using HoloLens (a) Spectator view (b)
View from the operator through HoloLens [31].
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relevant information. AR applications are widely used for gaming. One of the well-known

game in AR application is Pokémon Go (Figure 2.11).

Fig. 2.11 A screenshot of Pokémon Go game [33]

2.6 AR in Maritime

Many maritime accidents are known to be caused by human error [34]. There is a range
of advanced notification methods and equipment available nowadays. However, they have
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not made a significant impact towards a reduction in maritime accidents [35]. The reason is
that the provided information is too much for a human to interpret. It is important that the
information is organized and presented in an interpretable fashion. Here AR technology can
make a difference.

With the help of AR application in maritime, navigators can understand the information
more easily as well as make decisions correctly and promptly. Figure 2.12 shows a conceptual

sketch of bridge and implementation of AR technology.

Fig. 2.12 A conceptual sketch of bridge and implementation of AR technology [36]

The literature review gives the theoretical and empirical support for this project. In this
project, an inclusive AR-enriched application demo is developed for introducing the Ship
Bridge.






Chapter 3

Methodology

This chapter discusses the methodology behind the development and design of an application
for Microsoft® HoloLens augmented reality (AR) device. The Microsoft® HoloLens Appli-
cation (App) Development consists of Tracking Systems, Marker-based Tracking, Camera
and Marker Relationship, Camera Calibration, Marker Choice and Design, and Marker
Training. The Application (App) Design is based on Design Concept, Design in Unity and
Visual Studio, and Information Presentation Design. Each of the above is discussed in detail

below.

3.1 Microsoft® HoloLens

In this project, Microsoft® HoloLens is the given device for development of the augmented
reality (AR) application. It is a standalone device, which means that it consists of all
computational accessories. It is the first holographic computer running Windows 10 operating
system. The term ‘HoloLens’ is a combination of two words ‘Hologram’ and ‘Lens’. A
hologram is a virtual object that is entirely made of light and display on the goggles. The lens
is a transmissive optical device that affects the focus of a light beam through refraction. This
section provides HoloLens hardware and software specifications. In addition tools available
for development of applications (app) are also discussed.

3.1.1 Hardware Specifications

Microsoft® HoloLens is a 3D holographic projection device with optical see-through head-
mounted display (OHMD). Figure 3.1 shows the conceptual design of the device. It is
a completely unattached; there are no wires, phones, or connections to a PC. Inside the
HoloLens, it has cameras, computer, lenses, vent, sensors, and buttons. Figure 3.2 shows the



20 Methodology

field of view (FoV) from a HoloLens. Figure 3.3 shows the components of the HoloLens
from different views.

HoloLens is the world’s first fully untethered holographic computer. Unlike the conven-
tional computers, it has three processors such as: CPU, GPU and Microsoft custom designed
Holographic Processing Unit (HPU).

HPU is a coprocessor to process and integrate data from the sensors, as well as handling
tasks such as spatial mapping, gesture recognition, and voice and speech recognition [37].

Moreover, the interface of HoloLens is different from other devices. Instead of moving
the cursor with the mouse, it uses voice, gaze, and gestures as input commands. The hardware
specifications are given in Table 3.1.

Digital world (projected)

Optical [ O
see-through %, |

J e Real world

! /"

Optical combiner
(Transparent)

Fig. 3.1 Holographic projection OHMD design concept

Fig. 3.2 Field of view from HoloLens [38]

3.1.2 Software Specifications

The software for Microsoft® HoloLens enables the user to fully interact with digital contents

and holograms by applying five fundamental features of HoloLens: Gaze Control, Gesture
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Fig. 3.3 Shows the components of HoloLens from different views [39].
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Microsoft HoloLens
Operating system || Windows Mixed Reality
Processor || Holographic Processing Unit 1.0 (HPU), CPU, GPU
CPU || Intel 32-bit (1GHz)
Computing platform || Windows 10
Memory || 2 GB RAM, 1 GB HPU RAM
Storage || 64 GB (flash memory)
Display || 2.3 megapixel widescreen stereoscopic head-mounted display
Camera || Photos: 2.4 MP, Video: 1.1MP
Audio || External speakers, 3.5mm audio jack
Input Inertial measurement unit (Accelerometer, gyroscope, and
magnetometer), 4 sensors, 1 120°x120° depth camera
Connectivity || Wi-Fi 802.11ac, Bluetooth 4.1 LE, Micro-USB 2.0
16,500mWh (2-3 hour active use battery life, 2 weeks standby,
Battery . .
passive cooling)
Weight || 579g (1.21bs)

Table 3.1 HoloLens specifications [40]

Control, Voice Control, Spatial Sound and Spatial Mapping. The first three features are
input for users which represent the primary ways to interact with the HoloLens. Spatial
Sound recreates the sensation such that the sound is coming from a distinct location making
virtual objects and sensations feel more real. Spatial Mapping accesses information about
the surrounding environment. Figure 3.4 shows HoloLens scan and mesh the room by using
Spatial Mapping feature.

Fig. 3.4 HoloLens Spatial Mesh of a living Room [41]

The application of HoloLens could be training, education, design, gaming etc.. Figure 3.5
shows some of the applications for HoloLens. For example, in the education area, HoloLens
can help students to increase their engagement and understanding of abstract concepts by
blended physical objects and environments with 3D data.
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(b)

(d)

Fig. 3.5 (a) Designer is walking through and adjusting the 3D modelling rendered by
HoloLens in real-time and real-space. (b) HoloLens for gaming. (c) HoloLens for remote
instruction and sharing ideas (d) HoloLens for education [42].
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3.1.3 HoloLens Application (App) Design and Development

HoloLens is using Universal Windows Platform (UWP) as an Operating System. Microsoft®
has developed it especially for portable devices. Applications (apps) can be developed for
HoloLens using Visual Studio with the help of Windows 10 SDK (version 1511 or later). It
is to be noted that there is no separate SDK for HoloLens [43]. Building application for
HoloLens needs following tools [43]:

* Visual Studio 2017 or Visual Studio 2015 Update 3 (Community, Professional, or
Enterprise), needs for debugging and deploying.

* HoloLens Emulator (build 10.0.14393.0). allows the developer to test holographic
apps on the PC without a physical HoloLens.

* Unity 5.5 or later. Unity is a cross-platform game engine which was recommended by
Microsoft® for developing the holographic app.

* Vuforia® software development kit (SDK) for developing AR app.
* Microsoft® DirectX software development kit (SDK)

* Windows Device Portal for HoloLens. The Device Portal is a web server on your

HoloLens that can configure and manage the device remotely over Wi-Fi or USB.

Application (Apps) development for Microsoft® HoloLens is discussed in detail in
section 3.2.

3.2 Application (App) Development

3.2.1 Tracking Systems

In augmented reality (AR) applications, one of the fundamental components is finding
corresponding points between the real world and virtual object projection. Finding the
corresponding points requires tracking and recognition technologies. There are two methods
to approach recognizing the points in the real world: marker-less tracking and marker-
based tracking. Marker-less tracking can further be divided into model-based tracking and
feature-based tracking.

The model-based tracking takes the idea of tracking objects as a whole and commonly

use edges or lines of 3D model-based tracker for pose calculation [46] as shown in Figure
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Fig. 3.6 An example of model-based tracking for complex objects [44]
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Fig. 3.8 Intel® RealSense integrated with HoloLens to get sufficient 3D data [45].
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3.6. Object recognition is one of the applications of model-based tracking. Microsoft®
HoloLens is not a suitable device to be used for model-based tracking, even though it
provides 3D Spatial Mapping meshes to recognize and measure objects. The reason is that
Microsoft® HoloLens provides a low-resolution scene reconstruction with low update rate
(see Figure 3.7). Provided 3D data be insufficient for many applications with such as small
scale object detection [45]. To detect relatively smaller objects, it needs raw depth data
and RGB (red, green and blue colour) image from the front camera, but this data is not
accessible to the developers with the application platform interface (API). To overcome
this limitation, it is suggested to couple a high-resolution depth camera (for e.g. Intel®
RealSense) with HoloLens and integrate with the onboard data (see Figure 3.8). This solution
is too complicated. An alternative is to work with Object Recognition in Vuforia® library.
However, there are limitations. Object Recognition to perform well in Vuforia® requires
physical objects to meet certain conditions. In addition, the environment has to be supported.

!d"'w iy ¥ ""w: ﬂ'

Fig. 3.9 Image with high number of features [47]

Feature-based tracking techniques recognize objects, not as a whole but track features
such as distinguishable points or lines [48] as shown in Figure 3.9. Image target is one of the
applications of feature-based tracking. In feature-based tracking, the feature of an image is
compared with the features recorded earlier. This tracking mechanism works when features
match with earlier stored data. However, if the environment has a number of similar shaped
objects, for example, the panels in the Ship Bridge with a similar arrangement of buttons
especially in the dark environment, feature-based tracking will not function. Because the
panel has low local contrast and cannot provide enough richness in details to be detected and

tracked so that the tracking performance will be poor.
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Marker-based tracking uses markers as a target for tracking and detection (Figure 3.10).

The marker is independent of the environment. The advantage of marker-based tracking is:
* Easy to track in a cluttered environment.
* Low cost because low-resolution camera may work.
* Easy Implementation with many available toolkits.

The disadvantages of using markers are that they might clutter the environment and they
are not available for outdoor use. In this project, the tracking is indoor, and the Ship Bridge
has enough space to put markers (Figure 3.11). The markers can be removed and replaced
easily. In addition, they can be easily applied in a different Ship Bridge.

Fig. 3.10 Marker-based tracking [49]

Marker-less tracking that includes model-based tracking and feature-based tracking have
certain disadvantages as discussed. Therefore, in this project, marker-based tracking is
applied.

3.2.2 Marker-based Tracking in AR Application

Marker-based tracking is a common tracking method and widely used for visual tracking in
AR [50-52]. Fiducial Markers (see Figure 3.12) have been commonly used in marker-based
tracking systems. Fiducial markers are detected by a computer system by using image
processing, pattern recognition and a variety of computer vision applications. Correct scale
and pose of the camera can be defined by detecting fiducial markers. Scale and pose of the

camera are then used to calculate the position and orientation of the marker.
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Space for putting markers

Fig. 3.11 Panel of the Ship Bridge

3.2.2.1 Selection of Marker-Based Toolkit

OOES

Fig. 3.12 Examples of fiducial markers [53]

There are many AR libraries for marker tracking and detection. Some of them are using
circular markers (see Figure 3.13 ) while most of AR libraries work only with the square
markers (see Figure 3.14). A circular maker with a single centre coordinate is not enough to
derive the camera pose, whereas a square marker with four corner points can define the pose
of the camera [53, 54]. It is preferred to use square based markers in most commonly used
AR software development kits (SDKs).

There are two well-known SDKs for AR applications known as ARToolKit and Vuforia®.
Both of them are relatively easy to implement [55]. When comparing the markers used in
the two SDKs, AR marker (used in ARToolKit, see Figure 3.14) have certain advantages
over VuMark (used in Vuforia®, see Figure 3.15). The advantages are:

* AR marker is a black and white square sign image which is easier to design than
VuMark.
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* Black and white based AR markers are easily and reliably detectable. It is because the

higher contrast in the luminance makes the objects easily detectable.

Fig. 3.13 An example of a circular marker [56]

Fig. 3.14 Examples of square markers (also known as AR markers) [57]

Furthermore, when comparing the two SDKs, ARToolKit is an open source while Vu-
foria® is a commercial SDK. Vuforia® 6.1 (released in Nov 2016) supports Microsoft®
HoloLens. However, according to some developers [59], it is still not the best choice. The

reasons are listed below:
* It has a limited update rate.
* Itis difficult to get everything that developer wants because of closed-source software.

* It costs to use.
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Fig. 3.15 Example of Vuforia® VuMark Marker [58]

ARToolK:it is the first choice of the developers working with non-commercial AR ap-
plications [59]. One of the key obstacles of using ARToolKit is that it is not officially
supported for Microsoft® HoloLens. Workers have looked to found a way around this obsta-
cle, for example, [60] has shown that it is possible to use ARToolKit for the development of

applications for Microsoft® HoloLens.

3.2.2.2 Implementation of ARToolKit Libraries in Microsoft® HoloLens

ARToolKit is written in C/C++ and has libraries which support marker based detection.
C/C++ code is not supported in Unity game engine (used in this project) [60]. A way to
do so is to convert ARToolKit libraries into Dynamic Link Library (.dll) file. This can be
performed in Visual Studio software.

Figure 3.16 explains the procedure of linking ARToolKit in HoloLens. The procedure
given in Figure 3.16 is explained as follows:

1. Download the required ARToolKit libraries.

2. Create a dynamic library project in Visual Studio, specify the name ARToolKitUWP.dII.
Modity the Additional Include Directories property by copying the root path of the
ARToolKit library package (Figure 3.17).

3. Add a C++ class in the dynamic library project,specify the name ARToolKitUWP.
This C++ file is CLR Class Library that builds the native code (ARToolKit) using
Common Language Runtime(CLR). This file connects the C# file and the ARToolKit
libraries so that it can directly control the ARToolkit libraries [61]. The header file
ARToolKitUWP.h defines the all the list of exportable functions.
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4. Some of the functions in the library cannot be called by outside, so an accessible

interface exposed to these libraries. An extra C++ class should be included. It is a
singleton class representing a controller called ARController, so that all the public
functions of the singleton object could be called externally, and the native library
manages one single object. In this project, the keywords to use that specifies exportable
functions are extern extern "C" and __declspec(dllexport), and to call the function of
detection and marker updates from ARController can be written in ARToolKitUWP.h
as follow:

#define EXPORT_API __declspec(dllexport)
#include <ARController.h>

extern "C" {

EXPORT_API bool aruwpUpdate(AUint8* frame);
}

. Afterwards, configure and build the project. It is important to change the options

in Configuration Manager to make it is compatible with HoloLens (choose X86 for

Active Solution Platform).

. Finally, a native library (dynamic link library) ARToolKitUWP.II is built by AR-

ToolKitUWP.sln solution file in Visual Studio 2015 update 3 for x86. The library
ARToolKitUWP.dII should depend only on UWP and WINRT system libraries, instead
of general Win32 libraries (e.g. kernel32.dll). In order to successfully link the native
library (ARToolKit) on the target platform (UWP), dependencies of a dynamic link
library must be satisfied on the given device (HoloLens).

The static library *./ib is also create with the solution. It incorporates the following

components of ARToolKit (v5.3.2) for detecting markers:

* AR.lib
AR2.1ib
ARICP.lib
ARMulti.lib

7. To use this native library for Unity and HoloLens, it needs to put the ARToolKitUWP.dIl

file in the Unity project folder: Assets/Plugins/WSA/x86/.
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8. Create a C# script to import the .dll file which created above. Unity\C# builds managed
libraries, but ARToolKit is unmanaged libraries (some are not native type of C#).
Therefore additional work has to be done in order to correctly and safely interface
managed and unmanaged libraries: Marshaling and PInvoke [60, 62]

9. Ct#tfile can be used in Unity. The native function entries are defined in ARUWPNative.cs
file.

10. An example of calling a function from the library is given below:

using System.Runtime.InteropServices; //system reference
public static class ARUWP {

[D11Import ("ARToolKitUWP.d1l",

CallingConvention = CallingConvention.Cdecl)]

// provide the name of the library
public static extern void aruwpRegisterLogCallback
(ARUWPUtils.LogCallback callback); // entry of function
b

The rest of the code in the file ARUWPNative.cs defines various constants used for
tracking configuration in Unity.
There are five C# scripts in this wrapper, the rest of them are:

* ARUWPMarker.cs: defines a marker to be tracked by ARToolKitUWP, and relates
tracking results with particular GameObjects in the scene.

* ARUWPMarkerEditor.cs: customizes the Unity editor itself , for the properties showing

on inspector of Unity.
* ARUWPController.cs: configures the behavior of ARToolKitUWP.

* ARUWPUtils.cs: provides various utility functions serving the wrapper.

3.2.2.3 ARToolKit Algorithm

The algorithm of the ARToolKit tracking system is explaining as below:

* First, the front camera on the HoloLens captures video of the real world and sends it to
the HoloLens.
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HoloLens converts the marker’s frame to a binary image.

The app on the HoloLens searches through each video frame for any square shapes
(marker border) so that the black marker frame is identified.

When the marker pose is found, the app will calculate the position of the camera
relative to the marker’s frame. Multiply by translation and rotation matrix can change
the coordinate system from real world coordinate system to camera coordinate system.

Once calculated the position of the camera, the marker needs to be identified via the

symbols inside of the marker.

When the symbol is matched with the templates in memory, the marker is identified,

and the virtual object is aligned with the marker by using transform matrix.

After the virtual object is rendered in the video frame, the final output is shown on the
HoloLens.

Through the display, the virtual object always appears overlaid on the tracking markers
in the real world. The Figure 3.18 shows these steps.
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from camera detected .
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Fig. 3.18 Traditional square black and white AR marker tracking and detecting procedure.

3.2.3 Camera and Marker Relationship

In AR, the camera tracks the position of the marker in the scene. The display of HoloLens

renders a virtual object aligned on the marker from the user view (Figure 3.19).
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Fig. 3.19 (a) Conceptual of wearable AR devices and (b) User’s view from the wearable AR
devices.

3.2.3.1 Coordinate Systems

Figure 3.20 shows an overview of a coordinate system in HoloLens. In the tracking system,
the transformation goes from world coordinates to camera coordinates. In transformation,
all physical points are defined relatively to the camera. These points are used to render the
pixels on the screen.

Camera Projection Space

(1.0F, 1.0)

CameraProjectionTransform
(Intrinsics)

CameraViewTransform
(Extrinsics)

Camera Coordinate
System

Transform from SpatialCoordinateSystem

App-specified Coordinate System

Fig. 3.20 Overview of coordinate system in HoloLens; work flow of locating a camera pixel
from a single application [63].
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In camera space, all points defined relatively to the camera. However, only the x and y
coordinates are not enough to determine where an object should be put on the screen. The
distance between the object to the camera (z direction)also needs to be counted. Therefore,
homogeneous coordinates system (also called projective coordinates system) is introduced to
express the distance between the points to the camera [64].

In homogeneous Space, all points are defined in a small cube. Everything inside the cube
is onscreen. Multiplying everything by the Projection Matrix, the points will transform from
camera coordinates to homogeneous Space.

In Figure 3.21 (a), blue cubes represent the real world’s objects in the camera space, and
the red shape represents the frustum of the camera. Every blue cubes inside the red frustum
shape can be seen from the camera. This shows the view before multiplying with everything
by the Projection Matrix. After multiplying everything by the Projection Matrix, the red
frustum shape change to a cube with a size of -1 to 1 as seen in Figure 3.21 (b), and all blue
objects are deformed to a frustum shape. Thus, the objects are getting smaller when they are
further from the camera. This can be seen from 3.22 projection view of the red cube. There
is another mathematical transformation that is to be applied in the shader to make the marker
fit to the actual window size. 3.23 shows how the marker can be seen on the screen. Figure

3.24 shows the flow of marker transformation between different coordinate systems.

(@) (b)

Fig. 3.21 The blue cubes represent objects in Camera Space, and the red shape represents
the camera frustum (a) shows before multiplying with projection matrix (b) shows after
multiplying with the projection matrix [64].

The main idea of AR is to present virtual objects in a real environment as if they are
part of it [54]. Depending on the particular application, there are different tracking and pose
estimation requirements. For instance, 3D graphic objects often need to be superimposed in
good alignment with the real world. This requires the tracker to provide very accurate pose
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1

Fig. 3.22 Projection view of the red cube [64]

estimation. Pose estimation does not need to be very accurate to display the text information
[65].

768

0 1024

Fig. 3.23 Transformation is applied to fit this to the actual window size, and this is the image
that is actually rendered [64].

There are two different types of coordinate systems: right-handed coordinate system
and left-handed coordinate system (see Figure 3.25). OpenGL (Open Graphic Library,
used in ARToolkit) uses the right-handed coordinate system. While Unity uses left-handed
coordinates system. Appropriate transformation is needed when graphical information is
exchanged between OpenGL and Unity.

The image RGBA data for tracking is provided by Unity WebcamTexture object. There-
fore, when feeding the RGBA array obtained from Unity to ARToolKit, the image is flipped
upside-down. In order to get right position and orientation of the virtual object showing up

on the marker, the position given in the Unity has to be mirrored to the real world space.



38

Methodology
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[Projection Matrix]

[ Mathematical Transformation]

Fig. 3.24 The flow of marker renderer on the screen
y
y
Z
X X
i

Left hand Right hand

Fig. 3.25 Left\right-handed coordinate system
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3.2.3.2 Calculations of Marker Transformation

In marker based tracking system, the marker is in the world coordinate system, while the
camera has its own coordinates, see Figure 3.26. In ARToolKit, the point X(x,y,z) on the
world coordinate system can be transformed by camera transformation matrix (the extrinsic
camera matrix) T to get the projection of the point p(u,v,w) on ideal image coordinates. When
HoloLens detects a marker, the extrinsic camera matrix T needs to be solved in the marker
tracking system. The transformation matrix T includes translation vector 7 and 3 x 3 rotation

matrix R. This can be expressed by Equation (3.1):

pP=TX =[R|1X (3.1

where p is the projection of the point, 7' is camera transformation matrix, X is the point on
the world coordinate system, R is the 3 x 3 rotation matrix and 7 is the translation vector.
When writing in homogeneous coordinates, this expression can be written in matrix form

as below (see Equation (3.2):

X
u riy rp r3 o Iy %
V| = |r1 2 13k 7 (3.2)
w 31 132 133 I 1

where (u,v,w) is the image coordinate system, (X,Y,Z) is the world coordinate system.

Camera

e
b
Camera
Coordinates
Ideal Image
Coordinates

World
Coordinate

Fig. 3.26 Coordinate system in marker based tracking
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In the tracking system, HoloLens is using the front mounted camera as the world-facing
camera. It is a real-world RGB camera that can be simplified as a pinhole camera model [66].
Any pinhole camera may produce systematic geometrical errors and distortions due to lens
imperfections. Therefore, an intrinsic camera calibration matrix K needs to be found out
before the tracking starts. It is a mapping between ideal image coordinate system and camera
coordinate system. The intrinsic matrix K is parameterized by Hartley and Zisserman [67]
as below ( Equation (3.3)):

fr s o
K=10 f ¢ (3.3)
0 0 1

where f is the focal length of the camera in the x direction, fy is the focal length of the
camera in y direction, (cy,cy) is the principal point at image centre, s is axis skew causes
shear distortion in the projected image. In this situation, s = 0 since pixels are square and

columns and rows are straight.

A
LU
Center of Image plane
JPRE ot Ay . P:(‘_\‘})‘,:)
2 Ojll‘lec tion .
G " Y—P=mvp
I
1 ",‘

Fig. 3.27 The geometry of the simple pinhole camera model for perspective transformation
[68].

Camera lenses also have some distortion including mostly radial distortion and slight
tangential distortion (Figure 3.27). Therefore, distortion function is introduced and modelled

afterwards. The distortion function converts the camera coordinates into camera’s natural
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units: pixels. In the end, the relation between the world coordinates and observed image

coordinate system can be expressed as follow (see Equation (3.4) and (3.5)):

p=D(K[R|1]X) (3.4)
or written in matrix form:
X
u fi 0 o [r1 r2 r3 Kk y
plv =D 0 fy Cy my T2 13 i 7 (3.5)
1 0 0 1| |[rm1 r2 3 t 1

where D is the distortion function.

When it is radial distortion, distortion function D can be solved as Equation (3.6) and
Equation (3.7). The results (Xcorrecteds Yeorrected) 18 the corrected position on the output image
for an old pixel point at (x,y) [69].

Xcorrected — X (1 +ki r* + k2r4 + k3r6> (3.6)

Ycorrected :y(1+k1r2—|—k2r4+k3r6> (3.7)

where ki, kp, k3 are the coefficients, r is from rotation matrix.

When the image taking lens is not perfectly aligned to the imaging plane, tangential
distortion occurs. The results of tangential distortion are given in Equation(3.8) and Equation
(3.9) [69]:

Xcorrected = X+ [Zplxy + D2 (r2 + 2x2)] (3-8)

Yeorrected =Y + [pl (rZ + 2y2 + ZPZXY)] (39)
where pp, p3 are the coefficients, r is from rotation matrix, x, y are from the word coordinate
system.

In another word, solving the distortion function needs to find five distortion coefficients,

which can be presented as a one-row matrix with 5 columns (Equation (3.10)) [69]:

Ddist()rti()ncoefficients — <k1 k2 P11 D2 k3> (310)
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Where ki, k>, k3 are radial distortion coefficients. p; and p; are tangential distortion coeffi-
cients.

In order to find all the five parameters, a well-defined pattern such as chess board image
needs to be provided to find some specific points, for example, square corners in the chess
board. As coordinates of the point in word coordinate system and coordinates in the image

both are known, the distortion coefficients can be solved as a mathematical problem.

3.2.4 Camera Calibration

The calibration of the world-facing camera on HoloLens was done by the above model as dis-
cussed in section 3.2.3. The calibration file calibrate.py was a python file which was adapted
from OpenCV Camera Calibration. In order to work for HoloLens, a C++ file for generating
the binary camera calibration file for ARToolKit was used from HoloLensARToolKit package
[60]. The calibration steps are as follows:

* Print out a standard chessboard pattern, for near range calibration it is 30cm (Figure
3.28 (a)) and for far range calibration, it is 45cm (Figure 3.28 (b)).

R

(a) (b)

Fig. 3.28 Chessboard images (a) for near range calibration with size 30cm; (b) for far range
calibration with size 45cm.

» Capture the photos from the world-facing camera on HoloLens both in far range
distance (1 to 1.5m) and near range distance (about 0.4m). At least 10 pictures in
different angles of each distance are needed for the accuracy. These images are the

input of configuration file in OpenCV.

* Find major patterns (corners of the squares on the chessboard) in the input. The
function cv2.findChessboardCorners (img,pattern_ size) was used to find the pattern
in chess board and the pattern size was passed in this function. The position of these

corners of the squares would form the result.
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Fig. 3.29 Near range calibration pattern with width x height is 7 x 5 grid.

* Draw the pattern by using cv2.drawChessboardCorners(). Figure 3.29 and Figure 3.30

show images drawn on the patterns.

Fig. 3.30 Far range calibration pattern with width x height is 11 x 5 grid.

* Use OpenCV to determine the distortion matrix and camera matrix. These matrices

are main component of the calibration file.
» Save the camera calibration files in OpenCV format (.json file and .yaml file).

* ARToolkit package is used to convert OpenCV format (.json file and .yaml file) to

binary camera calibration format (.dat).
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* The .dat file is to be attached to the Unity for marker tracking system.

* Use binary camera calibration file (.dat file) in ARToolKit and Unity. Unity read the
camera calibration file in each time when the application starts.

It is important to use a high accuracy camera calibration file for AR applications. The
reason is to get best tracking accuracy, avoid registration error, and reduce jitter when looking
directly onto a flat marker. If the system does not have good camera calibration, the distortion
error could be up to 10 pixels offset (roughly 11mm for holograms positioned 2 meters away).
This could cause misalignment when a real-world object is viewed through HoloLens.

3.2.5 Marker Choice and Design

In ARToolKit tracking system, square markers with black border were used as AR markers.

The AR markers have following advantages:

* Markers placed in the environment provide easily detectable visual cues for indoor
tracking.

* It can be detected and identified in long distance at least 2 meters.

* The size of the marker is not too big to clutter the environment.

AR marker has its own rules of marker design in order to get good performance. For
easy tracking, AR markers follow certain rules to design the shapes, border, background and
marker image arrangement. There are two parts of a marker: components used for detection
(border) and components used for identification (Figure 3.31).

%AE A

Component used

Border used for detection for icentification AR marker

Fig. 3.31 Conception of AR marker components

The border is used to detect the marker, and it must be a contrasting colour to the
background. Area of the black border needs to be large for higher accuracy of detection [70].

However, the white region has to be of a significant size for identification. It is recommended
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Fig. 3.32 Border requirement of AR marker

that to have the border thickness (black region) half the size of the inner marker (white
region), see Figure Figure 3.32. For example, a marker of 80 mm will have the border
thickness (black region) of 20 mm and the inner marker (white region) of 40mm.

Inner marker (white region) contains the identification signature. This could be a tradi-
tional AR template markers as shown in Figure 3.32. Or it can be a 2D-barcode (see Figure
3.33).

For the traditional AR template markers, the recognition component is an image as a
template on the white background. The image can be black as well as coloured.

ARToolKit tracking system also supports 2D-barcode markers. For the 2D-barcode
markers, the identifier is a unique matrix pattern which is predetermined.

The total number of possible barcode markers depends on the number of rows and
columns in the matrix and the type of error detection and correction (EDC) algorithm. The
number of possible barcode markers without EDC can be calculated as follow (Equation

(3.11)):

n=2"""3 =64 (3.11)

where 7 is the number of matrix in row and column.

For example, in a 3 x 3 2D-barcode markers, there are 64 rotationally unique pattern
arrangements without EDC. The centre and the size of each cell need to be calculated to
determine the ID of the marker. The value of each cell can be 0 or 1 (see Figure 3.33) so
that the whole data of the marker can be presented as either a series of binary values or as a

binary number [16].
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When many markers are used at the same time, it is good to choose 2D-barcode markers.
In this project, 2D-barcode markers were used for detecting the panel, and image template
markers were used for detecting the stations. The image for template markers can be created
in Adobe® Creative Cloud. The 2D-barcode markers can be generated by an online generator
provided by ARToolKit [71].

Fig. 3.33 Example of a 2D-barcode marker

3.2.6 Marker Training

ARToolKit has a marker “training” program called (mk_ patt.exe) to create the pattern file for
recognizing the marker. It is used for creating template patterns for traditional AR template
markers only.

This program only can be run in console mode. Once the program starts, the camera
calibration file is requested (Figure 3.34). The program will open up a video window. The

marker pattern file can be generated by following these steps:

inter camera parameter filename (default: 'D a_para. dat’ ): Data/f
l=ing (e i -

Stream Fommat |

Video Format Compression

video Standard: [None
Frame Rate: |30.000 = 1 Frame Interval: [=]
| =l
r P Frame Interval: j

Color Space / Compression:

Output Size: Quality:
640 x 360 - —_—

oK | cancd | ey |

Fig. 3.34 The mk_ patt.exe program for marker training



3.3 Appication (App) Design 47

* Put the marker on a flat surface in light conditions as similar as recognition application
running environment.

* Adjust the camera to the marker. When a red and green square appears around the outer
border, and a blue square shows up around the inner border, the marker is recognized
(Figure 3.35).

* When the marker is recognized, hit the left mouse button to generate the pattern file. A
name of the file will be automatically asked.

» After training all the needed markers, hit the right mouse button to quit the program.

Fig. 3.35 The marker is recognized.

3.3 Appication (App) Design

3.3.1 Design Concept

The desired app was designed with HoloLens, using Unity 5.5.1f1 3D project and Visual
Studio 2015. Marker tracking libraries from ARToolKit and HoloToolKit have been used.
Figure 3.36 shows the basic interface and elements in Unity [72].

The design concept is based on the principle of user-friendliness and clarity. App has a
“sense of purpose” therefore, it is easy to understand how to use it. The purpose of the App is
given as: to familiarize the user (trainee) with the Ship Bridge and Maritime Operations.

The presented conceptual App has four scenes (see Figure 3.37). App function is
discussed as follows: An introduction is given to the user on start of the app. After voice
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Fig. 3.36 The basic interface and elements in Unity [72]

command “start”, the user will see the main menu. In the main menu, there are four options:

Stations, Panel, Help and Quit. App functions are discussed below:

Introduction
Menu

i Panel on station 1

Air Tap

:

Voice control

-
- Help informati
Fit_] Air Tap elp information

A 4
Application off

Fig. 3.37 App design concept

* Stations and Panel are the options for going to tracking scenes.
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* When Air Tap to choose the Stations option, stations learning scene will show up. In
this scene, AR traditional template markers are placed on each of the stations. When

the markers are detected, the information will be given to the user.

* When Air Tap to choose the Panel option, the main steering station learning will show
up. There are four 2D-barcode markers placed on the panel. The information will be
shown when the markers are detected.

* By saying “Back”, it will bring the user back to the main menu.

* When Air Tap to choose the Help button, the help information and a back button will
prompt up. Air Tapping the Back button will go back to the main menu.

* Air Tapping the Quit button will turn off the App.

3.3.2 Design in Unity and Visual Studio

Unity is recommended by Microsoft® as the AR program design tool for HoloLens. One
Unity project consists of one or more than one scenes. The scene design is including hierarchy
panel layout and adding components. Hierarchy panel layout means to put the game object in
the scene. Adding components means to attach the components in the game object to make it

functional.

3.3.2.1 Scene Design

In this project, scenes are designed in Unity with tracking and without tracking. Figure 3.38
shows the hierarchy panel layout for the ‘design scene with marker tracking” and Figure 3.39
shows the hierarchy panel layout for the ‘design scene without marker tracking’.

There are two tracking scenes in this project: one is for stations, and another one is for
the panel. Each of them has different types of marker for tracking. The reason for choosing
image template AR marker for station tracking is because it works for long distance detection.
Considering the real distance between the user and the markers, it is appropriate to have long
distance markers for detection of stations. However, the distance of user while working on
the panel is not as much. Therefore 2D-barcode markers are the better choice. 2D-barcode
markers are easy to setup, fast to detect and have a lower probability of being mistaken
for one another. In addition, they are recognized in constant time meaning that different
2D-barcode marker will take about the same amount of computer time to be recognized.
Therefore, a large number of 2D-barcode marker can be used in a scene at little additional

computational cost.
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Fig. 3.38 Unity hierarchy panel layout for the ‘design scene with marker tracking’.



3.3 Appication (App) Design 51

/‘ Directional Light |

AR camera

Canvas

Statlons button |-~ o _____

Go to panel tracking E
Panel button

Main menu panel Help Panel

- Help button Back button

Unity scene:
Menu <

| HoloLens input
i
EventSystem . module
Manager 4\| Control gaze,
| interact, gesture
L

________________

________________

Fig. 3.39 Unity hierarchy panel layout for the ‘design scene without marker tracking’.

One marker may represent one or more forms of information. The information must be
the children of the Tracked Object. There are three ways to present the information: text
information, playing video and 3D model animation. Figure 3.40 shows the hierarchy design
for showing video and text information together in the tracked object. Figure 3.41 shows the
hierarchy design for moving 3D models. It is important to set the relationship between each

game objects, especially parental relation.

3.3.2.2 GameObject Design

GameObject is the foundation of the entire Unity project. GameObject with attached
components make the project functional. There are some necessary GameObject(s) in every
Unity scenes such as light and camera. The main camera is needed to be specified as an AR
camera (virtual camera). It must be a child object of the AR scene root. The AR camera is
the virtual camera and can be used to view the contents. The view shows the GameObject
inside the frustum of the camera space. The tracked objects will be put outside the camera
space as it will only be seen when the markers are detected. Figure 3.42 is the example of
putting the GameObject in the virtual camera space.

There are some ready defined GameObject which developer can use directly, while many
of them are needed to be modified to use. The scripts written in C# in Visual Studio are



52

Methodology

Tracked object

v

Title object 1

Y

Title object 2

Canvas

A 4

Video window 1 [«

Control Video1

Video window?2 [ef"

Control Video 2

Video window

Play button

o
.........

H
et
.
x

Pause Button

Close Button

Fig. 3.40 One of the example of Tracked Object design
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Camera Preview

Fig. 3.42 Pose of AR camera and Scene in 3D view

considered as behavior components in Unity. They can be attached to the GameObject in the
Unity scene. With other components in Unity, they can be applied to objects and are seen in

the inspector. In this project, many functions are achieved by adding C# script.

3.3.2.3 Appliacation Functions Design

C# scripts were attached to obtain functions in Unity inspector. These functions are marker
tracking, gaze control, voice command, gesture input, button behaviour, text shader, font

material, movie player, and switching scenes.

* Tracking

In order to obtain tracking function, two scripts were attached to the controller object.
These were ARUWPController.cs and ARUWPmarker.cs. They are both from the
HoloLensARToolKit package [60]. The main script ARUWPController.cs was the
controller file. Each tracking scene was attached to one controller object. The controller
object was at the scene root.

— Options on Controller Script:

Options on attached ARUWP Controller.cs C# script are shown in Figure 3.43.

Camera Param is the name of the camera calibration file which was prepared be-
fore. This file must be stored in the Unity path Assets/StreamingAssets/.
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¥ [ ¥ ARUWP Controller (Script) @ %
Script ARUWPController o]
Enable [
Use Camera Param File [
Camera Param hololens826x504 . dat
Threshold . 100
Border Size [oz5 |
Threshold Mode | AR_LABELING_THRESH_MODE_MAMUAL |
Labeling Mode lAR_LAE-ELING_BLACK_REGION ]
Pattern Detection Mode | AR_MATRI¥ CODE_DETECTION 4]
Matrix Code Type | AR_MATRIX_CODE_3x32 ¢]:
Image Proc Mode | AR_IMAGE_PROC_FRAME_IMAGE ¢]!
Webcam Material W WebcammMaterial ]
Webcam Plane #Webcam Plane @
ARUWP Frame Rate Textbox ARFPSText (Text) =] :

Fig. 3.43 ARUWPController.cs C# script controller options shown on Unity.

Threshold Mode represents a threshold method for the processing the marker.
There are different threshold mode options. The threshold value is set
according to the Threshold Mode.

Border Size is the percentage of the border of the marker. It depends on the
marker which needs to be detected.

Labeling Mode configures the color of the border of the marker.

Pattern Detection Mode configures the marker detection algorithm. For ex-
ample, AR_ TEMPLATE_ MATCHING_ COLOR or AR_ TEMPLATE _
MATCHING_ MONO is for image template markers. AR_ MATRIX_
CODE_ DETECTION is only for 2D-barcode markers. AR_ TEMPLATE_
MATCHING_ COLOR_ AND_ MATRIX or AR_ TEMPLATE_ MATCH-
ING_ MONO_ AND_ MATRIX is for detecting both kinds of markers.

Image Proc Mode is the mode of image processing. For AR marker, frame
image mode is used.

Webcam Material is a Unity Material object that for saving the frame data.

Webcam Plane is used for displaying the current frame on a Unity Plane object.

ARUWP Frame Rate Textbox is for showing frame rate information during

tracking. It is for showing the system runtime status.

— Marker Script:

Tracking requires markers, and the number of marker scripts depends on how

many markers need to be detected. Following are some important options:

Figure 3.44 shows the inspector window in Unity when marker script is attached.
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Fig. 3.44 Marker script options for different types of markers

Type is for selecting marker type. When the image template marker needs to be
tracked, choose Single. The File Name option will appear. This is the file
name of the marker pattern according to the marker. The matched pattern file
must be in the root path of Unity path Assets/StreamingAssets/. When
the 2D-barcode marker needs to be tracked, choose Single_ barcode. Then
the Barcode ID will be required to differentiate it from the other markers.

Visualization Target connects with the detected marker and tracked object in
the Unity scene. It controls the tracked object that receives the pose of the

marker and creates augmented reality experience.

World anchor is a localization algorithm from HoloLens itself. It is added
inside the marker script. When Anchored to World is true, the marker stays
in the same positon, even the marker is occluded, or the HoloLens camera is

blocked. The tracked object will not move in the world coordinate system.
* Mesh Filter

The HoloLens has depth cameras which continually scan the user’s environment. These
cameras create three-dimensional geometric representations of the objects in the environment.
The HoloLens scans the environment to create a spatialize mesh representation of the physical
world. It takes the raw mesh data and put into a format that the unity developers may use. A
standard component in Unity called mesh filter component contains the mesh data.

A mesh filter component and a mesh render will be used together when rendering the
object. A mesh filter component and a mesh collider component can be used for interacting

with physical geometry and ray casting.

¢ Voice command
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The voice command is one of the features of HoloLens. By using HoloToolkit, such
features can be added in the designed application. The voice command is implemented in
the C# script KeywordsManagers.cs. In this script, it specifies keywords and methods in the
Unity (see Figure 3.45). It converts the keywords and the methods to the values so that the
recognized keywords can be linked to the UnityEvent class. Once the recognized keyword

exists, the corresponding method will be invoked.

v | ¥ Keyword Manager (Script) &,
Script KeywordManager (o]
Recognizer Start | Aute Start t]

¥ Keywords And Responses

Size z
¥ back
Keyword back
Key Code | Mone ¢ |
Response ()
[ Runtime Onl#] [ Loa|:|SceneOnCIick.LoadByInde:#]
. BackBu ©f 3 |
+ —
¥ video
Keyword video
Key Code | Mone al
Response ()
[ Runtime Onl#] [ GameObject.Sethctive #]
v
| Runtime ©nl# | | ComboBox.Openltems 4|
| Runtime Onl# | | GamaObject.SetActive el
v
| Runtime ©nl# | | ComboBox.Openltems 4|
+ -

Fig. 3.45 Example of voice command settings

In this project, there are three voice commands: “Start”, “Back”, and “Video”.

1. “Startf\Back” command: These two commands are for switching to another scene. The

“Start” command is used in the introduction scene to go to the application menu. “Back”
is used for going back to the main menu. When the command is recognized, the corre-
sponding function in class LoadSceneOnClick will be invoked. The LoadSceneOnClick
class is a C# script. It is attached to the “Start” button and the “Back” button.
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2. “Video” command: “Video” command controls the video plane on and off. When the

video is showing up, the command will let it disappear and vice versa. This function
are approached by functions SetActive() and Openltems().

© Inspector | &=
"4 ¥ [Manager [] Static =
Tag | Untagged 4| Layer | Default =
¥ .~ Transform %,
Position A 0.050000C Y 0.3125 Z|5
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Fig. 3.46 The Inspector window for Manager object in Unity

e Cursor

The cursor is the object that follows the camera gaze. It has the same functions as a
mouse cursor on a PC screen.

CursorManager class is from HoloToolkit. It has two parts ‘on Holograms’ and ‘off
Holograms’. It shows appropriate Cursor according to the desired Hologram position.

* Gaze Control and Gesture Manager

Gaze control and Gesture manager were written where functions were called from
HoloToolkit. Gaze Manager class determines the location of the user’s gaze, hit position and
normal direction. Gesture Manager class contains event handlers for subscribed gestures.
Interactible Manager class is called in the Gesture Manager for tracking and selecting the
object.
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Gaze Manager, Interactible Manager, and Gesture Manager Scripts can be attached to
one GameObject called Manager (Figure 3.46): The Manager object is put under the scene

root.
» Tagalong

The script Tagalong was written where functions were called from HoloToolkit. It allows
the object in the application to follow the user. The script is attached to the GameObject in
the Canvas which is the parent GameObject of the menu panel (Figure 3.47). Therefore, the
menu follows and appears in front of the user.

Set up in the Unity is important to make the Ul respond to the gaze and tap. A script
billboard should be attached to the same GameObject with Tagalong. A new layer should be
created in the Inspector Layer option and name it *"TagAlong’. Canvas object should be set
(but not its children) to be on the *"TagAlong’ layer. Then set the ’Raycast Layer Mask’ on
the GazeManager to ignore the *TagAlong’ layer as shown in Figure 3.46.

The Collider is a component in Unity that allows the GameObject to detect that it has
intersected with another GameObject. A box collider is needed for gaze to respond. The size
of the collider needs to fit around the UI elements.

In addition, Render Mode is set to World Space, and the Event Camera is set to the Main

Camera. These settings are necessary to make gaze and cursor work.
* Button function

Several types of buttons were created for different purposes. The C# script button be-
haviour was written where functions were called from HoloToolkit. The function OnSelect()
was called to trigger the button. It should be careful that the OnSelect() function does not
work unless the gaze vector collides with the game object. The button object should be inside
the collider. Based on this script, other scripts can be added under the same button to do a
different job. For example, the ’play’, ’pause’ and ’close’ buttons are created for making
the button control the video. The ComboBox script can be added to control the GameObject
activate and deactivate with the same button. The QButton class is attached to the button to

quit the application. The example button Inspect from the project is shown in Figure 3.48.
* Video play

In order to give vivid information, showing video is always a good choice. In this project,
the video is shown on a cube object. Since this project was initially created in Unity 5.5
however with release Unity 5.6 in April 2017, new steps were devised to Video Player

component. These steps are given as follows:
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PN — T
Tag |Untagged ¢ Layer [TagAlong ]

Fig. 3.47 Canvas appearance when Tagalong script is attached.



60

Methodology

| @ nspector |

VideoButtonl

Fig. 3.48 Example of a button inspector
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1. The prepared video should be saved as .ogv file and stored in the Unity path: Assets/

StreamingAssets/.
2. Make a new material and set the texture as the video.

3. Write the C# script for making the video play. In this script, the Audio Source
component is required so that it can show up on the Unity Inspector and give the sound
from the video. The variables defined in the script is also shown on the Inspector. Since
this project has more than one video to show in the different places, it is important to
define a variable for choosing different videos. The script also need to tell Unity that if

it has material to play.

4. Finally, go back to the Unity Inspect to set the options. The script Video Player and

the material created for showing video have to be attached to the cube object.
* Clicker Input

Clicker Input is a GameObject with only one component (only C# script) to control the
camera view on and off. All the details were written in the C# script. The ClickerInput class
was designed to recognize the clicker event. The event callback can be configured in Unity

Inspector.
e Load different scenes

The C# script “LoadSceneOnClick” was written for switching between different scenes.
In this class, the function (void LoadBylIndex (int scenelndex)) passed the integer (given
scene index) in from the button. When this function was called, the button would be able to
load the desired scene.

* Moving object

The tracked object can move from point to point to indicate the user where to look. In this
project, there are two moving objects, a right-hand shape 3D model, and a hand 2D image.
The hand shape 3D model (see Figure 3.49) was designed in Autodesk® Maya (.mb file) and
saved as .fbx file in order to import in Unity as a Prefab. A C# script was written to move the
object. This script has to be attached to the object to make it move. The moving path was
defined in another GameObject. The destination points are the children GameObjects of the
path game object where the point position is given.

In the script which is called pathfollower class, OnDrawGizmos() is for the destination

points visible in Unity scene. However, the Gizmo will not be seen in the application view
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Fig. 3.49 3D model of hand shape

because Gizmo is only an editor function for visualizing in the scene view in Unity. Moving
the object is done in the Update() function. The direction vector is calculated by subtracting
the moving object position from the destination position. The position is updated according
to the calculated vector.

e Texture material

In this project, some text information was needed to be given when the marker was
detected. This text was placed on the surface of a 3D object, for example, a cube. When
using 3D text from Unity directly, the 3D text appears on the top of the object but not on the

surface. Following steps were followed to make the texture material:
1. Make a new shader called 3DText.
2. Make a new material and assign the Shader.
3. Assign the Font Texture on this material (see Figure 3.50).
4. Assign the material file to the Mesh Renderer portion on the GameObject.

Then the text can be on the surface of the 3D object as a material.

3.3.3 Information Presenting Design

The purpose of the application is to show the information regarding Ship Bridge. The
text information was taken from the Technical Manual Section 5b - Instrumentation
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This is where to assign the Shader

© Inspector | / i_,.J
FontMatepial '
Shader{ | Custom/TextShader

Font Texture

Tiling X1
Offset X 0

==
ol

Text Color

Render Queue | From Shader / ¢ |

This is where to select the
Font Texture file

Fig. 3.50 Illustrate where to assign the Shader file and Font Texture file.

POLARIS [73]. Figure 3.51 shows the picture of Azimuth control on the Steering Panel.
The video information was taken from the teacher and students from the Nautical and

Navigation Team, Department of Engineering and Safety in UiT.

AZIMUTH CONTROL

o
g9 oL 9%

Fig. 3.51 Picture of Azimuth control on the Steering Panel from the manual[73].






Chapter 4

Results and Discussion

This chapter discusses the operation of the application (App). This App is a proof of concept
that AR technology can be implemented for maritime training. The App was tried in the

ship simulators (Kongsberg Ship Simulators, UiT The Arctic University of Norway). Results

are obtained by using Mixed Reality Capture (Figure 4.1). The results from each scene are

shown as follow. It should be noted that the captured scenes might not be as clear as they are

in HoloLens.

H Mixed Reality Capture
VIEWS
O Capture
I Holograms
¥ PV camera
PERFORMANCE # Mic Audio
¥ App Audio
High (720p. 30fps. 5 Mbits) v | Live preview quality

Stop live preview Record Take photo
SYSTEM

o exis the application.

[ Videos and photos

PLAY DELETE SAVE W TIME CREATED FILE NAME
n > W 5/31/2017,2:48:49 PM 20170531 054849 Hololensjpg

> W 5/31/2017, 2:48:45 PM 20170531 054845 HoloLens.jpg

e 20 200 4| Ui gy
e e

Fig. 4.1 Using Mixed Reality Capture to see the live preview.



66 Results and Discussion

4.1 Introduction

Once the App starts, the introduction scene shows up. Figure 4.2 shows the result in Unity

scene, and Figure 4.3 shows the result in Ship Bridge environment.

in the main menu; Stations. Panels, Helg,

main men.

Hel|

cammand in thig application. Air
main menu

Cuit option exits the: applic

Mow

Fig. 4.2 Introduction scene design result in Unity.

Fig. 4.3 Introduction scene running in Ship Bridge (Image is misguiding showing that text is
difficult to read. However it was not the same when using HoloLens).

4.2 Main Menu Design

The App goes from introduction scene to the menu scene after voice command “start”. There
are a title and four options on the menu. Help panel is also in this scene but not active. It
is only active when the Help button is clicked. Figure 4.4 shows the menu scene in Unity.
Figure 4.5 and Figure 4.6 shows the menu in the Ship Bridge environment. Figure 4.7 shows
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the help panel in the Ship Bridge environment. It is seen that when the options are gazed, the
button will change its colour to blue. When the button is selected, the button will change to

green.

. Cockpit Introduction Help

Live video hejps the user to dentFy the marker. Al- Tap

NowW yau san Al- Tap “back” BLttan to go to main rmenw.

I=E[=4

Fig. 4.4 Menu scene final aspect

Fig. 4.5 Menu in the Ship Bridge and the station option is gazed on.

4.3 Result of Station tracking scene design

Stations option has two marker tracking, one is for the Main Steering Station, and another
one is for Dynamic Position Operator Station. Since Main Steering Station is where most
operation happens, it will be given more information. Videos are shown in this tracking.
Figure 4.8 and Figure 4.9 show the tracking result of Main Steering Station. Figure 4.10
shows the tracking result in Dynamic Position Operator Station.
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w

Fig. 4.6 Help button is selected.

Fig. 4.7 Help panel in the Ship Bridge and back button is selected.

Marker is behind the virtual object

Fig. 4.8 Marker tracking on Steering Station
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Marker

Fig. 4.9 Marker tracking on Steering Station when video option is active

Alrtap ean turn off the camera view.

Fig. 4.10 Information about Dynamic Position Operator Station
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4.4 Panel Tracking Scene Design

WWith voice command “back”, the app will go back to the main menu. Air Tap panel option
will go to the panel tracking scene. There are four markers on the panel to introduce the
four controls: these are Throttle Control, Azimuth Control, Thruster, and Rudder. Figure
4.11 shows the position of the marker on the panel. From Figure 4.12 to Figure 4.15 show
the tracking results of the four markers. All information is given by text, video and moving
models.

Say "Back” when you want go back to main menu

Fig. 4.12 Tracking result from Rudder control on the steering panel.

Most videos without voice introduction are shown up directly when the marker is detected.
In tracking result of Throttle control button, the video shows up after voice command because
this video contains voice introduction (Figure 4.13).

The moving object will show the operation. In Azimuth Control tracking, there is a 3D
model hand guiding the operation (Figure 4.14). In Thruster control tracking, a 2D hand
model is moving up and down for pointing the button (Figure 4.15).
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()

Fig. 4.13 Tracking result from Throttle control button on the steering panel. (a) A live video
shows the view from the HoloLens. The instruction Video is not shown at the beginning of
the tracking. (b) The live video hides after the Air Tap. (c) After a voice command “video”,
video is on.
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In order to give a better visualization of tracking, every tracking scene has a live video

(for example in Figure 4.13(a)). Air Tap will control these live videos screen.

Fig. 4.14 Tracking results from Azimuth Control. The hand model shows the operation. It is
moving from point to point according to the button on the panel.

. ONTROL

-

ay "Back” when you want g0 back to main menu

Fig. 4.15 Tracking result from Thruster control button on the steering panel. Hand shape can
move up and down to point the button.

4.5 Jitter Issue

The built app has jitter during tracking. This was due to the fact that HoloLens processing
was being used at its max. It is possible to reduce it by either upgrading the hardware specs
of the HoloLens (expected in future models) or optimizing the tracking algorithm. This issue
is highlighted in the future works.

Efforts were made to reduce the jitter. It was found by trial and error that using 3D rather
2D texts, reduces the jitter. Therefore 3D texts were incorporated into all the virtual objects

(as shown from 4.8 to Figure 4.15).
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4.6 Summary

This AR App shows the basic information of a Ship Bridge. The App plays a role of tutor
that can guide the trainees to know the environment of the Ship Bridge and basic operation of
the panel on the station. When trainees are wearing the HoloLens, the information according
to the Ship Bridge will be shown up in front of the trainees. The text information gives the
detail of each position. The video information gives the knowledge to the trainees directly
perceived through their senses. The moving objects tell the trainee the operation steps directly.
The advanced features of the App such as voice command, gesture input, World anchor, etc.
make the App user-friendly.

The markers used in this study are given in Appendix-A. They can be printed and used
with the App.

The working of the App is recorded and provided as supplementary material. These can
be seen from the following link:https://youtu.be/zzJ6mEH91F4


https://youtu.be/zzJ6mEH91F4




Chapter 5

Conclusions, Challenges, Limitations
and Future Works

5.1 Conculsions

The objective of this thesis is to design an AR application for training maritime students. The
developed app is only for a demonstration purpose and can be viewed as a proof of concept.
The purpose of the app is to introduce a limited number of the stations and panels on a ship
bridge. In this work, the Kongsberg Ship Bridge Simulator in UiT The Arctic University
of Norway was focused. Microsoft® HoloLens has been chosen as a device for the app
deployment. The app is built for Windows® 10 operating system (OS) and developed in
Unity 5.5.1f1 Personal version.

* HoloLens was the good choice for training since it is a standalone device among all

kinds of wearable AR devices. Discussed in Chapter 1.
* AR technology has been proven effective in training as discussed in Chapter 2.

* Marker-based tracking and markerless-based tracking were compared. It was found
that marker based tracking is appropriate for the maritime training. Discussed in
Chapter 3.

* In marker based tracking two different types of markers were considered. These are

AR image markers and 2D-barcode markers. Discussed in Chapter 3.

* AR image markers are effective from long range however they take more processing to

detect. Discussed in Chapter 3.
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¢ 2D barcode markers are effective from a short distance and can be detected at the same

time. Discussed in Chapter 3.

* In this study, different Standard Development Kits (ARToolkit and Vuforia® SDKs)
were considered for tracking. ARToolkit SDK was used since its open source. However,
Vuforia® SDK is not. Chapter 3.

* AR Application can be used for maritime training as demonstrated in Chapter 4.

5.1.1 Challenges

Following challenges were encountered during this project,

* It was my first attempt to work with an AR system. It was challenging in the sense that
I had to learn multiple tools, SDKs, C# language, and Unity. Though it was hard and
sometimes seemed impossible, but perseverance paid off. I managed to learn all and 1
produced a functional application. I am really proud of myself.

* Though in my earlier plans, I wanted to conduct the trials. These were cut short from
my project because the application had jitter issues (discussed in section 4.5). I tried
my best in available time to overcome the issue. It appears that the issue was more
fundamental (HoloLens hardware limitation, tracking algorithm optimization) than
could be fixed at this stage.

5.1.2 Limitations

The application have following limitations,

* The App only can run in the HoloLens. Emulator of HoloLens cannot run the App
probably because the video configuration is fixed to 896 x 504.

» 2D-barcode marker ID does not match while tracking. The reason is that the image
RGBA data for tracking is provided by Unity WebcamTexture object, which uses
left-handed coordinate system. However, in ARToolKit, OpenCV, or OpenGL, the
pixel coordinates are the right-handed coordinate system. This issue can be fixed by
using mirrored IDs instead of original IDs while tracking and processing. Example for

marker ID = 1 with mirrored ID = 32 is shown in 5.1.

* It is important that the users be aware that the information presentation is connected
with the orientation of the marker. The user may be misguided if markers are placed in

incorrectly.
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(a) (b)
Fig. 5.1 2D-barcode marker (a) ID =1 (b) ID = 32

5.1.3 Future Work

AR is still in an infancy stage. There are many problems to overcome and issues to explore

in order to make AR widely used. Following are the list of future work,

* The trial is an important part of the App development. Questionnaires, interviews, and
surveys can be done on the trials. Analyse the data and improve the App can be the
next steps.

* Tracking stability can be improved. It was found that the developed App has jitter
which could be reduced by the future models of HoloLens or by optimizing the tracking

algorithm.

* For the purpose of introducing the Ship Bridge, the visual tracking was the only
tracking method applied. In future work, sensor tracking and hybrid tracking can be

used.
* Different Apps can be designed for the various purpose of maritime operations.

* More technology can be used for showing the maritime operation. For example, Leap
Motion SDK can be used for tracking the teacher’s operation by different sensors. The
application will collect the sensors data which can be used to make a tutorial for the

students.

» A different version of Unity has compatibility problems. An App designed in the

previous version of Unity, might not be able to compile in the latest version of Unity.
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This is not good to maintain an App for a long term basis. One of the solutions could

be to choose another design tool for the App design such as Microsoft® DirectX.
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Appendix A

Marker patterns
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AR markers used for Main Steering Station tracking
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AR markers used for Dynamic Operation Station tracking
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2D barcode markers

For Rudder tracking
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For Thruster Control tracking
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For Throttle Control tracking
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For Azimuth Control tracking
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