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Sea-spray wetting of ships operating in cold environments imposes a great safety risk

due to icing. For this reason marine-icing warnings have been a part of operational

weather forecasting for the last five decades. Yet verification of such warnings has

only been done sparingly. This paper evaluates different ship-icing methods applied

in operational weather forecasting. The methods are tested against a unique data set

from a single ship type from Arctic-Norwegian waters, and two screened data sets from

several ship types from Alaska and the east coast of Canada. Missing and uncertain

parameters in the latter data sets are supplemented by reanalysis data of different

sources. Continuous icing-rate verification and sensitivity tests are presented for the

physical icing models alongside categorical icing-rate verification which is applied in

order to also evaluate icing nomograms that are still in use by several forecasting

agencies. Furthermore, a newly proposed definition of the boundaries between the

icing-rate severity categories is applied in the categorical-verification procedure. The

overall best verification scores for the continuous and categorical icing rates are

obtained by the Marine Icing model for the Norwegian COast Guard (MINCOG)

and a physically-based Overland model updated from its initial version with a more

realistic heat transfer. Finally, sensitivity tests highlight that very low air and sea-

surface temperatures rarely occur over sea areas together with high waves due to fetch

limitations, even for strong winds. For this reason models and nomograms that do

not treat wind speed and wave height separately will provide inaccurate predictions

of icing rate in such areas. Consequently it is preferable that methods applied in

operational weather forecasting are replaced with methods capable of taking this effect

into account.
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1. Introduction12

Ships operating in Arctic waters in sub-freezing temperatures are exposed to ice accretion. This phenomenon called icing appears13

when water from either the atmosphere or the ocean freeze onto the ship. Water from the atmosphere is provided by precipitation,14

fog or even vapour deposited directly (Shekhtman 1971). Water from the ocean comes from sea-spray droplets created through the15

interaction between a ship and waves, or droplets ripped off from the top of the wave crests by the wind in breaking-wave situations.16

Large portions of sea water can also flood the deck and some of the remaining water may freeze and contribute to icing (Shellard 1974;17

Løset et al. 2006). The perils related to icing have been known for centuries. Panov (1978) cites Buchinskiy (1960) claiming that there18

have been reports of icing since the 15th-16th centuries from inhabitants in the White Sea sailing towards Arctic waters in the late19

autumn. However, until the 1920s icing had virtually not been studied (Panov 1978). Especially after the 1930s closer attention was20

drawn to this hazardous phenomenon when more ships, particularly fishing trawlers, started operating in Arctic waters (Mertins 1968).21

The greatest risk is associated with rapid ice accretion above deck level raising the centre of gravity of the vessel, which may lead to22

destabilization and eventually capsizing (Shellard 1974). Thus, uneven ice build-up on one of the sides of the hull or superstructure23

is especially dangerous. Shellard (1974) documents 81 ships that were lost due to icing in the decades after the Second World War.24

Sawada (1968) addresses a list of 19 ships sinking in the northern seas of Japan costing the lives of 296 people in a 5-year period25

during the 1960s. The numerous loss of lives related to icing increased the necessity of including marine-icing warnings in operational26

weather forecasts. This lead to the development of the nomogram of Mertins (1968). This categorical icing nomogram is a statistical27

forecasting method for pure spray icing which is empirically derived from temperature, wind-speed, and sea-surface-temperature data28

based on 400 slow-moving fishing vessels in the sea areas around Iceland and Greenland, the Labrador Sea, the Barents Sea, and the29

Baltic Sea (Mertins 1968). The method is still applied by several weather forecasting agencies in Europe today (Ekeberg 2010). In30

addition, it is the only ship-icing method mentioned in the Forecasters’ reference book of the UK Met Office (Meteorological Office31

College 1997). Even though the ships of today are more seaworthy than those in the 1950s and 1960s, there are still examples of32

fishing vessels capsizing due to icing in more recent decades. In February 2007 the fishing vessel ”Lady of Graze” capsized in the33

Nantucket Sound at the East Coast of the USA costing the lives of 4 people (United States Coast Guard 2008). A recent inspection34

of the database of ship accidents from the Norwegian Maritime Authority also revealed two fishing vessels, Borgøygutt and Sjøheim,35

capsizing in January 1999 at the coast of Northern Norway, one of those costing the lives of 3 people (Norwegian Maritime Authority36

2014). Icing may also be a concern for larger ships. Although capsizing is rare, icing can lead to slippery conditions on decks, ladders,37

and handrails. Iced-down rescue equipment is also a potentially dangerous outcome of icing. Finally, freezing antennas can hamper the38

radio communication (Løset et al. 2006).39

Examinations of approximately 6,000 icing events have revealed that pure sea spray is the most frequent cause of icing (Table 5.140

in Zakrzewski and Lozowski (1989)). However, spray in combination with precipitation or fog is also prevalent especially in Arctic-41

Russian and Arctic-Norwegian sea areas. Brown and Roebber (1985) and Brown and Agnew (1985) have pinpointed that the WMO42

(World Meteorological Organization) Synop code (WMO 2015) does not include spray and snow in combination as a cause of icing,43

although snow was reported together with spray during an icing event in more than 60% of 960 icing reports in Canadian waters.44

Eide (1983) also discovered that snow occurred together with sea spray during 12 icing events on the weather ship AMI situated45

on Tromsøflaket outside the coast of Northern Norway in the late 1970s. This is in agreement with the data of Samuelsen et al.46
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Ship-icing prediction methods 3

(2017) in which most of the spray-icing events occurred in conjunction with snow showers or Arctic sea smoke. However, it is not47

clear whether these atmospheric water sources really contribute extensively to icing, or if they are just features related to a weather48

situation with cold winds blowing over relatively warm water where icing mainly occur due to sea spray (Samuelsen et al. 2017).49

In any case, all methods used in operational weather forecasting are focusing on pure spray icing only. In addition to the statistical50

method of Mertins (1968), Lundqvist and Udin (1977) made a statistical forecasting method for spray icing for the Baltic sea. This51

statistical method is based on data collection from merchant ships with 500 to 7000 deadweight tonnage (dwt) moving with normal52

speeds of 10-15 knots in the less saltier Baltic sea. These categorical icing curves in relationship with temperature and wind speed53

are for instance used today by some German forecasters (pers. comm., Fregattenkapitän Ingmar Behrendt, April 2016). According to54

Ekeberg (2010) the Swedish Meteorological and Hydrological Institute (SMHI) applies this method in icing forecasts. However, there55

are also indications that forecasters at SMHI applies the predictor from Overland (pers. comm., anonymous forecaster SMHI Enköping,56

September 2015). Another statistical forecasting method based on the nomogram from Sawada (1962), which is also cited in Shellard57

(1974) and Lundqvist and Udin (1977), has been applied by Japanese forecasters (Ekeberg 2010), and is still in use by some Canadian58

forecasters (pers. comm., Serge Desjardins, April 2016).59

In addition to these statistical forecasting methods, several different physical forecasting models for wave-ship-interaction generated60

icing have been developed from the 1970s and onwards (Kachurin et al. 1974; Stallabrass 1980; Overland et al. 1986; Makkonen61

1987; Henry 1995; Lozowski et al. 2000; Samuelsen et al. 2017). Wave-ship-interaction generated sea spray provides several orders of62

magnitude larger spray amounts than the sea spray blown off the white caps of the waves, and it is therefore reckoned to be the most63

important water source in dangerous icing events (Stallabrass 1980; Zakrzewski 1987; Lozowski et al. 2000). Most of these models64

calculate the icing rate as a fraction of the flux of the incoming spray generated in the collision process between the ship and the65

waves, and solve a heat-balance equation assuming thermal equilibrium between the heat released by freezing and heat fluxes from the66

atmosphere and the sea spray acting upon the brine. Normally this heat balance is assumed on a surface with simplified geometry at a67

specific position of a ship. In the recent years there have also been developed models based on Computational Fluid Dynamics (CFD)68

calculations to simulate the local air stream and icing rate taking into account the more complete geometry of a specific ship or structure69

(Hansen 2012; Kulyakhtin and Tsarau 2014; Hansen and Teigen 2015). Despite the fact that numerous physical spray-icing models have70

been developed in the research areas of Technology and Meteorology in the past decades, only a few of these models are incorporated71

in the operational forecasting environment of today (2017). The model of Stallabrass (1980) modified by Ross Brown (Henry 1995),72

and the model of Overland (Overland et al. 1986; Overland 1990) with or without adjustments (Desjardins 2013), are, to the knowledge73

of the author, the only physically-based spray-icing models applied in operational weather forecasting. In addition, a simplified version74

of a newly developed Marine-Icing model for the Norwegian COast Guard (MINCOG) has recently been implemented in the MET75

Norway forecasting tool (Samuelsen et al. 2017).76

The predictor of Overland is divergent from the other approaches. This method is based on a physical model for wave-ship-77

interaction generated icing together with a simplified expression of the heat equation. However, instead of estimating the rate of78

icing for a specified spray flux, a constant freezing fraction is assumed. The freezing fraction is defined as the ratio between the79

icing flux and the spray flux. Overland (1990) applies the freezing fraction tuned in such a manner that fits best the observations of80

icing rates from Pease and Comiskey (1985) and Zakrzewski et al. (1989). Although being criticised for being unphysical and too81

sensitive to low sea-surface temperatures (Makkonen et al. 1991), it is probably the most widely used marine-icing method of today.82

The Overland predictor is applied by both Norwegian forecasters (Samuelsen et al. 2015), American forecasters (Nacional Oceanic83

and Atmospheric Administration 2015; Ryerson 2013), Canadian forecasters (with a slight adjustment, (Desjardins 2013)), Japanese84

forecasters (pers.comm., Satoshi Ogawa, Japan Meteorological Agency, November 2016), and Swedish forecasters. Additionally, it85

is widely used in several newer studies involving the topic of marine icing, e.g. climatology studies of icing in the Norwegian Sea,86
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the Barents Sea, and the Greenland Sea (Byrkjedal et al. 2011; Iden et al. 2012; Moore 2013), in several master theses in Science87

and Technology (Johansen 2013; Sollid 2013; Pedersen 2015; Gemynthe 2015), and in an American guide for ships operating in low88

temperatures (ABS - American Bureau of Shipping 2010).89

Whereas icing has been included in marine weather forecasts for almost 50 years, the ship-icing-prediction methods have only90

been verified sparingly. Both Brown and Roebber (1985) and Roebber and Mitten (1987) compare the methods of Mertins (1968),91

Kachurin et al. (1974), Wise and Comiskey (1980), and Stallabrass (1980) both continuously and categorically, but only the method92

of Mertins (1968) is still applied today. Roebber and Mitten (1987) also evaluate a modified version of Overland et al. (1986) due to93

some calculation errors in the third degree polynomial fit for large values of the predictor, but this version is not applied by Overland94

(1990) or in later studies. Overland (1990) argues that the Overland predictor was an improvement over previous methods (e.g. Wise95

and Comiskey (1980) which is an extension of Mertins (1968)) referring to a verification study by Feit (1987). However, the latter96

study only compares 10 situations with icing and 82 situations without icing, and does not compare the continuous or categorical97

icing rate provided by Overland et al. (1986). Hansen (2012) compares ice-thickness accumulation on the stationary Weather ship98

AMI with calculations from Overland (1990). Samuelsen et al. (2015) evaluate Overland, ModStall, and some other methods against99

ship-icing data that are recorded during a voyage of the Norwegian Coast Guard vessel KV Nordkapp in the Barents Sea on the west100

side of a developing polar low. Prior to these studies there is no documented verification of icing on ships in Arctic-Norwegian waters.101

Samuelsen et al. (2017) distribute a unique data set of 37 icing events from the KV Nordkapp ships with a collection of necessary input102

parameters and icing rates. The problem of applying wave heights and periods as direct functions of the wind speed, a commonly-103

applied relationship in marine-icing modelling, is here emphasised. In the current paper this unique data set of Samuelsen et al. (2017)104

is used in a meticulous and thorough evaluation of the different icing methods applied in operational weather forecasting of today.105

Furthermore, the methods are tested against a screened and updated version of the data sets applied in Overland et al. (1986) and106

Roebber and Mitten (1987). The data sets are supplemented with reanalysis data. Several physical models are tested against icing-rate107

observations from these three data sets, and the results from four to six of these models are presented in more detail. The continuous108

icing-rate values from the physical models are divided into the four categories applied in operational weather forecasting: no icing, light109

icing, moderate icing, and severe icing, and tested along with icing-severity output from different nomograms applied operationally110

today. All methods are evaluated categorically applying a newly derived definition of the thresholds between the icing categories111

obtained from icing climatology.112

2. Spray-icing forecasting methods113

2.1. Marine icing theory114

In the physical models for wave-ship-interaction icing the source of water is expressed in the term of a spray flux (Rw). This flux115

provides an upper boundary for the amount of ice that is accumulated pr. unit time. In order to derive the rate of ice accretion (Ri) on116

a certain position of the ship, a surface energy balance is assumed between the heat released from the freezing flux of water (Qf ), and117

the most important heat fluxes from the atmosphere, ocean, and the underlying surface. Furthermore, a freezing fraction (n) between118

Ri and Rw is calculated from this heat-balance equation. By taking into account the contribution from the turbulent heat fluxes from119

the atmosphere, the sensible or convective heat flux (Qc), and the latent or evaporative heat flux (Qe), the heat flux from the impinging120

water droplets or spray (Qd), and the net radiative heat flux (Qr), the following heat balance is obtained:121

Qf = Qc +Qe +Qd +Qr (1)
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Ship-icing prediction methods 5

A list of symbols explaining these and other terms is provided in the Appendix (Table A.I). A typical way of representing these heat122

fluxes is as follows:123

Qc = ha (Ts − Ta) (2)

Qe = he (es (Ts)−RHes (Ta)) (3)

Qd = Rwcw (Ts − Tsp) (4)

Qr =↑ LW− ↓ LW+ ↑ SW− ↓ SW

= σ(Ts + 273.15)4− ↓ LW − (1−A) ↓ SW (5)

In addition to these fluxes the conductive heat flux may also be important in the initial phase of icing and in pulsed spray conditions124

(Kulyakhtin et al. 2016). However, it is convenient to neglect conduction, whereby consideration of the initial ice thickness is avoided,125

when dealing with prediction models providing information about future icing. In addition, pulsed spray conditions are difficult to126

model accurately since the spraying of a ship during wave-ship interactions is highly irregular and probably stochastic (Samuelsen127

et al. 2017). Conduction is also negligible when applying continuous spray-icing models with or without time-averaging the spray-flux128

term. A more thorough explanation of the applied heat-flux terms and the underlying methodology is provided by Samuelsen et al.129

(2017).130

2.2. Physical models131

Table I provides an overview of the icing models that are applied in operational weather forecasting today. A short description of the132

basic assumptions and differences between the physical models are elaborated in the following section:

Table I. Overview of icing models applied in operational weather forecasting (Ekeberg (2010); pers.comm., forecasters in Norway, Sweden, Germany, Canada,
the USA, and Japan, 2014-2016).

Model/Method Applied in

Physical models

Overland USA, Canada†, Norway, Sweden, Japan
Modified Stallabrass Canada, Norway
MINCOG Norway††

Statistical methods/Nomograms

Mertins UK, Denmark, Norway
Lundqvist and Udin Germany, Sweden
Sawada Japan, Canada

† Applied with fetch factor (Section 2.2.3).
†† A simplified version is applied from the winter season 2016 to 2017.

133

2.2.1. Overland (Over)134

As mentioned in the introduction, the Overland predictor (Pr) has its basis in the heat equation similar to Eq.(1). Although Overland135

et al. (1986) initially take into account more terms in their heat-balance equation, they only use expressions from the convective heat136

flux (Qc) and the heat flux from the impinging spray (Qd) in the development of their commonly-applied predictor (Pr) which is defined137
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as follows:138

Pr =
V (Tf − Ta)

1 + Φ
(
SST− Tf

) (6)

The basic principal in the derivation of Eq.(6) may be summarised as follows:139

Qf = Qc +Qd (7)

using140

Qf = LfsRi (8)

Qd = cwRw(Tf − SST) = cw
Ri
n

(Tf − SST) (9)

Ri = ρi
dh

dt
(10)

Qc = ρacpCHV (Tf − Ta) = kV (Tf − Ta) (11)

gives141

LfsRi − cw
Ri
n

(Tf − SST) = kV (Tf − Ta) (12)

dh

dt
=

k
Lfsρi

V (Tf − Ta)

1 + cw
nLfs

(SST− Tf )
(13)

dh

dt
∝

V (Tf − Ta)

1 + Φ(SST− Tf )
= Pr, Φ =

cw
nLfs

A major difference between the Overland model and all the other sea-spray icing models, is the use of the so-called Bulk formulation142

for the sensible heat flux. By using this formulation Overland et al. (1986) indirectly assume that the turbulent fluxes governing the143

heat transfer between the atmosphere and the brine are based on applications of the Monin-Obukhov similarity theory to estimate the144

heat exchange between a surface on the earth and the atmosphere (Monin and Obukhov 1954). Details about how this method may145

be applied in climate or weather prediction models are found e.g. in Fairall et al. (2003). One important aspect of the theory is the146

assumption that the atmospheric flow is independent of the Reynolds number (Re) due to low viscosity. As a consequence the Qc is147

proportional to V instead of V 0.8 applied in the models of Stallabrass (1980) and Samuelsen et al. (2017) where it is assumed that148

the heat-transfer coefficient is approximately proportional to Re0.8 both for a turbulent air flow along-flow and cross-flow relative149

to a vertical plate or cylinder. Nevertheless, instead of applying the physical relationship in Eq.(13) by calculating the heat-transfer150

coefficient directly for a constant freezing fraction, Overland et al. (1986) find the best empirical relationship between the observed151

icing rate (dh/dt) and the predictor Pr calculated from the input parameters in Eq.(6) by using a polynomial fit:152

dh

dt
(cm h−1) = A1Pr +B1Pr2 + C1Pr3 (14)

where

A1 = 2.73× 10−2, B1 = 2.91× 10−4, C1 = 1.84× 10−6
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However, when combining Eqs.(6), (11), (13), and (14) it is apparent that CH also may be written as a function of Pr based on the153

coefficients from Eq.(14):154

dh

dt
(cm h−1) =

ρacpCHPr

Lfsρi
3.6× 105 (15)

CH = (A1 +B1Pr + C1Pr2)
Lfsρi

ρacp3.6× 105
(16)

The factor 3.6×105 is included in Eq.(16) in order to convert from cm h−1 to SI units. In other words, when assuming that the freezing155

fraction (n) is constant, the use of the polynomial fit from Eq.(14) is the same as applying a physical model of icing where the bulk-156

transfer coefficient for heat (CH ) is dependent on Pr which again is a function of V , Ta, and SST (Eq.(6)). Figure 1 illustrates how CH157

increases for increasing Pr in the above-mentioned physical model. In effect it is apparent that CH vary strongly over a typical range158

of Pr for the Overland model (Over). For a zero predictor CH is around 12×10−3. Overland et al. (1986) state that the unmodelled159

physics represent 30% of the sensible heat flux and hereby derive a value of CH = 9×10−3 when only using the linear term in Eq.(14).160

However, this value is still one order of magnitude higher than typical values of CH over open ocean (1-2×10−3, as e.g. seen in Figure161

9.13 in Wallace and Hobbs (2006) or Figure 6 in Bourassa et al. (2013) for neutral conditions). In addition, when using only the linear162

term in Eq.(14), one obtains only the minimum value of CH , i.e. when Pr = 0. For the onset of severe icing (Pr = 45.2) the value is163

around 20×10−3 using the full expression in Eq.(14).164

While Overland et al. (1986) apply 58 of 85 observations from different ship types from March 1979 to January 1984 (Pease and165

Comiskey 1985), Overland (1990) includes 44 observations from a single ship recorded during a two-weeks cruise in February 1988166

(Zakrzewski et al. 1989). This results in a higher freezing fraction in Overland (1990) compared to Overland et al. (1986), changing167

n from 0.04 (Φ = 0.4) in Overland et al. (1986) to 0.06 (Φ = 0.3) in Overland (1990) (Samuelsen et al. 2015). Overland (1990) also168

adjusts the predictor-value thresholds for the different icing-severity categories (Figure 1). However, Overland (1990) is not modifying169

the icing-rate (dh/dt) thresholds following the change in predictor-value thresholds. This may have been realised by applying Eq.(14).170

In order to exemplify: a change in the boundary between the light and moderate category, given by a Pr-value change from 20.4 to 22.4171

m s−1 K, would change the icing-rate boundary value from 0.69 to 0.78 cm h−1. Similarly would a change in the Pr boundary value172

between moderate and severe icing from Pr = 45.2 to 53.3 m s−1 K lead to a change in icing-rate boundary value from 2.00 to 2.56 cm173

h−1. For categorical icing-rate verification in the current study both sets of thresholds are tested. It is also throughout the study decided174

to only test the Overland model of the version from Overland (1990) with n = 0.06 (Φ = 0.3) and not that from Overland et al. (1986)175

with n = 0.04 (Φ = 0.4), since the former is the version most applied.176

2.2.2. Overland modified polynomial (Over mod)177

Roebber and Mitten (1987) state that there is an error in the polynomial fit in Overland et al. (1986), and suggest using a second order178

polynomial of the form:179

dh

dt
(cm h−1) = A2 +B2Pr + C2Pr2 (17)

where

A2 = 0.1982, B2 = 3.07× 10−2, C2 = 1.996× 10−4

Although this polynomial fit gives some discrepancies for low values of the predictor, it greatly reduces the icing rates for large values180

of the predictor. The effect of this new polynomial fit is also noticeable when investigating the bulk-transfer coefficient for heat (CH )181
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Figure 1. Illustration of how the bulk-transfer coefficient for heat (CH ) changes for different values of the Overland predictor (Pr) for the models Over, Over mod, Over
ff, and Over bulk. The wind speed (V ) presented on the top x-axis is calculated from the Predictor values by setting SST = 2.5 ◦C, Tf = −2 ◦C, and Ta = −10 ◦C
using Eq.(6). The vertical solid lines visualise the boundaries between the icing categories from Pr in Overland et al. (1986), while the vertical dashed lines illustrate the
boundaries from Overland (1990). Note that CH is unitless.

in Figure 1. If neglecting the smallest values of the Pr where CH goes to∞, this modified model provides a more constant CH with a182

mean value of 20×10−3 when Pr is in the range between 10 and 100 m s−1 K.183

2.2.3. Overland fetch factor (Over ff)184

Since there is no direct calculation of the spray flux in the Overland model, but an assumption of a constant ratio between the icing185

rate and spray flux in icing situations, there are inaccuracies when applying the model in fetch-limited areas. Thus, Desjardins (2013)186

introduces a fetch factor which is multiplied with the icing rate derived from the Overland model (Eq.(14)) in order to assign a wave-187

height dependency in the model and therefore reduce the magnitude of the predicted icing rate in such areas. This fetch factor is given188

as:189

FF =
Hs(

1.94V
13

)2 =
Hs

0.22V
2

g

(18)

Hs is the significant wave height, and the denominator is an expression for a theoretical maximum wave height following the Pierson-190

Moscowitz spectrum (Pierson and Moskowitz 1964) based on a fully developed sea. This implies that it is assumed that the waves are191

in equilibrium with the local prevailing wind which is often not the case in icing situations (Samuelsen et al. 2017). Swell waves are192

for instance not taken into account. The expression in Eq.(18) is adjusted from the original version to be able to apply wind speed (V )193

in m s−1 instead of knots. The overall icing rate (dh/dt) is then calculated by multiplying this factor (FF) to the icing rate calculated194

from the polynomial fit of Overland (1990) (Eq.(14)). Notice that this new expression is not valid for low wind speeds. The effect of195

this adjustment on the CH is visualised in Figure 1 ∗. It is apparent that the effect of Over ff is a reduction of the CH for increasing196

values of Pr. Notice that for different values of SST, Ta and Tf , the values of V and Hs may be different, and the reduction of the CH197

for the Over ff model compared to the original Overland model will during such circumstances also be somewhat different from what198

∗In Figure 1 it is assumed that Pr changes due to changes in wind speed only. The wind speed (V ) is then calculated from the fixed Pr by applying constant values for
the sea-surface temperature (SST = 2.5 ◦C), the freezing temperature of the brine set equal to the freezing temperature of the incoming sea water (Tf = −2 ◦C), and the
air temperature (Ta = −10 ◦C). In order to obtain an increase in wave height with increasing wind speed, Hs is calculated from V assuming a constant fetch of 100
nautical miles (nm) using a polynomial fit based on data listed in a handbook of oceanographic tables (Bialek 1966; Zakrzewski 1987; Samuelsen et al. 2017). In the later
calculations the observed wave heights are applied.
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is illustrated in Figure 1. For small values of V , FF is greater than 1, which results in very large CH . Note that the model is not defined199

for zero wind speed.200

Since the effect of both Over mod and Over ff is to reduce the icing rate in the original Overland model, it is decided to only present201

one combined model in the main article where both modifications are implemented (Over mod ff). However, the verification scores202

when applying these two methods separately are presented in the supplementary material.203

2.2.4. Overland bulk calculation (Over bulk)204

As illustrated in Figure 1 the result of fitting the predictor towards the observations in the Overland data set is yielding a largeCH which205

might be unrealistic. For this reason a new model is implemented where it is assumed that the heat transfer between the atmosphere206

and the ocean is comparable to the heat transfer between the atmosphere and those ship surfaces containing brine water. The basic207

idea of this model is that the atmospheric eddies governing the former heat transfer also are important for the latter. As a consequence,208

turbulent eddies that are generated by other sources, e.g. flow disturbances induced by the roughness or the movement of the ship, are209

neglected. A typical formulation of CH for the ocean-atmosphere exchange is expressed as follows (Eq.(11.17) Arya (2001)):210

CH =
κ2

(log z
z0
− ψm)(log z

z0T
− ψh)

(19)

κ is the von-Karman constant set to 0.4, z0 is the roughness length, and z0T is the roughness lengths for temperature set to 10%211

of z0 (Reijmer et al. 2003). ψm and ψh are stability correction terms which may be defined according to Eq.(2.85)-(2.89) in Foken212

and Nappo (2008). These terms are dependent on the static stability which may be calculated through the Bulk-Richardson number213

(Eq.(11.18) in Arya (2001)). Since the air flow before reaching the ship is mostly affected by the roughness over the open ocean, it is214

assumed that the roughness length may be approximated following the relation of Charnock taking into the account the roughness of215

the waves: z0 = 0.015(u∗)2g−1 (Eq.(7.4.1 h) in Stull (1988)). The friction velocity u∗ is then approximated according to a logarithmic216

wind profile: u∗ = κ2V 2 (log (z/z0))−2 φ−2m , and z0 is solved through an iterative process. φm is a non-dimensional wind shear which217

is defined according to the static stability (Eq.(11.9) of Arya (2001)). In Figure 1 the same values as in Over ff are applied for SST,218

Tf , Ta, and V . In addition, a reference height of z = 12 m is used since the observations of pressure and temperature on KV Nordkapp219

are recorded at this height (Samuelsen et al. 2015). In Figure 1 humidity is not taken into account, a constant density of 1.3 kg m−3220

is applied, and the virtual temperature (Tv) is approximated to be equal to the dry temperature. In later calculations the density is221

calculated through the ideal gas law (ρa = pR−1d T−1v ), and Tv is applied when calculating the Richardson number. As apparent in222

Figure 1, the CH in this new model is considerably lower than in the original Overland with a mean value of 1.4×10−3 for Pr ∈223

[0,100] m s−1 K.224

2.2.5. Overland bulk calculation 2 (Over bulk2)225

When reducing the bulk-transfer coefficient for heat by one order of magnitude as is done in the Over bulk model, the convective226

heat flux is also reduced similarly compared to the original version of the model. Since it is assumed that only 6% of the spray flux227

is freezing, the heat from the sea water (Qd) will greatly reduce the calculated icing rate than it will for higher freezing fractions,228

especially in relatively warm waters. For this reason the bulk model is further developed by including both the evaporative (Qe) and229

the radiative heat flux (Qr). The bulk-transfer coefficient for moisture (CE) is then set equal to the one for heat (CH = CE). It is230

assumed that the freezing brine radiates as a black body with a temperature equal to the freezing temperature of the incoming sea231

water. Incoming longwave and shortwave radiation from reanalysis data are applied as in the MINCOG model (Samuelsen et al. 2017).232

Qr is then the net effect of both the incoming and outgoing longwave and shortwave radiation. In addition, a constant freezing fraction233
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(n) of 0.5 is applied instead of 0.06. A value of n = 0.5 is more in agreement with the mean value of the calculated freezing fractions234

in the MINCOG model when applying the KV Nordkapp data and the Borisenkov spray-flux formulation (Table 3 in Samuelsen et al.235

(2017)).236

2.2.6. Stallabrass (Stall)237

The Stallabrass model is described in detail in Stallabrass (1979, 1980). The basic idea is to solve Eq.(1), but the radiative heat flux238

is neglected. Instead of assuming the same freezing temperature as the incoming sea water as in the Overland model, salt expulsion is239

incorporated in the freezing process. Thus a new freezing temperature of the brine is applied derived from experiments in Tabata et al.240

(1967):241

Ts = (1 + n)Tf (20)

The droplet temperature of the spray (Td) is solved through a droplet cooling equation, which provides a lower temperature than the242

SST used in the Overland model. One of the challenges is then to find a reasonable estimate of the droplet cooling time (∆t). Stallabrass243

(1980) assumes a ∆t = s/Wr where s is the distance travelled and Wr is the relative wind speed or the wind speed of the droplets in a244

coordinate system following the ship. The droplets are assumed to have a constant spherical size with a diameter of 2 mm which is used245

in the calculation of a terminal velocity in the droplet cooling equation. Originally s is set equal to a value of 20 m, which provided246

the best fit according to icing-rate observations in Stallabrass (1980), but such a constant s is not applied in the current study. Hence, s247

is calculated according to a mathematical expression of the distance from the gunwale to the freezing plate on KV Nordkapp (Eq.(12)248

in Samuelsen et al. (2017)) by applying the angle between the ship and wind (β) in a coordinate system following the ship. β is then249

defined to be in the interval [90,180] ◦ from a direction where the wind and ship are moving normal to each other to a direction where250

these two are moving in opposite directions. An advantage with such an approach for calculation of ∆t is that it takes into account the251

shorter distances that droplets have to travel when the direction between the wind and the ship is less than 180 ◦. For the front part of252

KV Nordkapp the distances are in the range of approximately 6 to 20 m. It is then assumed that the droplets follow a strait line from253

the gunwale to the midpoint of the plate.254

The spray-cloud liquid-water-content formulation (lwc) in the Stallabrass model is initially (Stallabrass 1979) adopted from Kachurin255

et al. (1974) and is a function of wave height (lwc = 10−3Hs), but is developed and adjusted according to observed icing-rate values256

in Stallabrass (1980) (lwc = 1.7× 10−4Hs). Furthermore, Stallabrass (1980) applies a vertical cylinder with a diameter of 3 m as a257

reference for the icing forecasts. This provides a heat-transfer coefficient of ha = 5.17W 0.8
r . The spray temperature (Tsp) is assumed258

to be equal to the droplet temperature (Td) of a spray consisting of separated droplets only. This temperature is derived from a droplet259

cooling equation:260

dTd
dt

=
6Nudka

ρwcwd2r
(Ta − Td)Xt (21)

where

Xt =

(
1 + ε

Lv
cpp

)
RHes (Ta)− es (Td)

Ta − Td

Nud = 0.37Re0.6d
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Stallabrass (1980) solved this equation by assuming that Xt is a constant when integrating Td. The resulting expression for Td is then261

solved by an iterative process. However, this leads to erroneous results for short droplet cooling times for low values of relative humidity262

(not shown). While Stallabrass applied a constantRH of 0.9, the observedRH is applied in the current study. When solving the ordinary263

differential equation directly (Eq.(21)) through numerical methods (e.g. Dormand and Prince (1980)) this error is circumvented.264

2.2.7. Modified Stallabrass (ModStall)265

The Modified Stallabrass model is developed by Ross Brown during the 1980s and 1990s (Henry 1995). It has its basis in the266

Stallabrass model, but some important changes are made regarding different formulations applied in the model. First and foremost267

the lwc-formulation from Zakrzewski (1986) is applied, but the constant in the beginning of the expression is slightly adjusted by268

Samuelsen et al. (2015) yielding the following equation for the water content of the sea spray:269

lwc = 6.36× 10−5HsV
2
r exp (−0.55(z − 3.5)) (22)

z ≥ 3.5 m

This formulation is based on spray data collected on the medium-sized fishing vessel (MFV) Narva (Borisenkov et al. 1975; Zakrzewski270

and Lozowski 1989). z = 0 m is originally set at the deck level, but is here adjusted to a calm mean sea level by subtracting the free-271

board height of an MFV of 3.5 m. In addition, according to Funk (2012), Canadian forecasters had experienced that the Stallabrass272

model underestimated icing rates. For this reason Brown adjusted the droplet-cooling time expression from Stallabrass (1980) in the273

ModStall model. Thus the droplet-cooling time is assumed to be equal to the spray-cloud duration time extracted from Figure 14 in274

Zakrzewski (1986) for ships travelling with an angle (α) of 180 ◦ relative to the waves, i.e. in the opposite direction of the waves.275

Zakrzewski (1986) is then assuming that the ship speed is a direct function of wind speed and heading (Table 6 in Zakrzewski (1986)).276

Moreover, wave height and wave period are in Zakrzewski (1986) calculated from the wind speed for an assumed fetch of 200 nautical277

miles (nm). The spray-cloud duration time, and hence the droplet-cooling time in ModStall, is therefore only a function of wind speed:278

τ = tdur = 11.25− V

4
(23)

Since Brown presumably wanted to create an algorithm that could be applied for several vessels for application in operational weather279

forecasting, the ship-dependent variables are neglected or set as constants in all expressions. Firstly, a constant relative speed between280

a ship and waves (Vr) of 10 m s−1 is applied in Eq.(22). Secondly, icing rates are calculated for every half meter 3.5 to 9 m above deck281

level, i.e. 7.0 to 12.5 m above sea level. This is the assumed height of the superstructure of an MFV. The final icing rate is determined282

by calculating the mean value of the icing rate derived from all these levels. Finally, the absolute wind speed is applied in the spray-flux283

expression instead of the normal component of the relative wind speed to a vertical cylinder.284

Since all the ship-dependent variables are masked in the original ModStall algorithm, a model that includes observed or calculated285

vessel speeds and directions is evaluated. In addition, z-values 6.5 to 8.5 m above sea level are applied adjusted for the location of the286

freezing plate on KV Nordkapp. Icing rates are calculated for every 0.1 m vertically. In the spray-flux term the normal component of287
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the relative wind speed according to a vertical plate is applied instead of the absolute wind speed:288

Rw = Wrnlwc

= (Wr · n1)× 6.36× 10−5HsV
2
r exp (−0.55(z − 3.5)) (24)

z ∈ [6.5, 8.5] m

However, the original droplet-cooling time expression (Eq.(23)) is kept, regardless of α, since the expression was not easily adjustable289

for different headings without changing it completely (Figure 14 in Zakrzewski (1986)). The results of the Modified Stallabrass with290

relative velocities (ModStall) is presented in the main article, whereas the supplementary material includes verification scores of the291

original Stallabrass model (Stall) and the original Modified Stallabrass model (ModStal org).292

2.2.8. MINCOG293

Samuelsen et al. (2017) developed a new model adjusted for the KV Nordkapp ship class. The spray flux derived from the294

Borisenkov et al. (1975) data is applied in the current study. For wind speeds below 5 m s−1, spray-cloud duration time (tdur =295

0.1230 + 0.7008VrHsV
−1) is held as a constant equal to V = 5 m s−1 to avoid unrealistic large spray fluxes for very low wind speeds.296

The rest of the calculations are completed in the same manner as in the original MINCOG model.297

2.3. Statistical methods/Nomograms298

In the physical models icing rate is derived based on calculations of the spray and heat fluxes in the wave-ship interaction icing process.299

In the statistical methods the icing rate is estimated based on empirical relationships between icing and important input parameters300

collected from several icing events. While in most of the physical models a continuous icing rate is calculated and the icing is divided301

into categories based on this continuous icing-rate calculation, the icing output from the nomograms is only categorical. The advantage302

of the statistical methods relative to the physical models is the possibility of omitting the complex and somewhat uncertain calculation of303

the wave-ship-interaction spray flux and the turbulent heat transfer. The drawback of these methods is the challenge of applying enough304

important input parameters in the nomograms to yield accurate and physically reasonable results. This is in particular a problem when305

these methods are applied in areas and weather situations different from those that these empirically-based methods are derived from.306

Three statistical methods are still applied in operational weather forecasting of today (Table I). These nomograms are reproduced307

and briefly described in the following section:308

2.3.1. Mertins309

The nomograms of Mertins (1968) are reproduced in Figure 2. The nomograms assume no icing for wind speeds below 10.8 m s−1310

(Beaufort 6), SST > 8 ◦C, or Ta > −2 ◦C. Vessel speed is not taken into account, and according to Mertins (1968) most of the ships,311

on which the nomograms are based, were only steaming at ”low” speeds during the observations.312

2.3.2. Lundqvist and Udin (LU), Sawada313

Figure 3 is a reproduction of the nomograms of Lundqvist and Udin (1977) and Sawada (1962). LU is based on observations from314

merchant ships in the Baltic seas, and the nomogram of Sawada (1962) is based on icing events from Japanese patrol and fishing315

vessels. Lundqvist and Udin (1977) state that their nomogram is valid for ships of size 500-7000 dwt with speeds of 10-15 knots (5.2316

to 7.7 m s−1). The onset of icing for somewhat higher temperatures than those in for instance Mertins (1968) is in Lundqvist and Udin317
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Figure 2. Reproduction of the nomograms of Mertins (1968). N, L, M, S, and VS are abbreviations applied for the icing categories ”no icing”, ”light icing”, ”moderate
icing”, ”severe icing”, and ”very severe icing”. The VS category is not applied in the current study.

(1977) emphasised to be an effect of the less saltier water in the Baltic sea. Moreover, according to Figure 3 the observed icing in the318

Japanese fishing grounds also has a similar onset of icing relative to temperature for strong winds. An interesting signature in the LU319

graph is the reduction in icing severity for decreasing temperatures for low temperatures. No observations below −10◦C were reported320

in conjunction with icing in the Baltic sea (Lundqvist and Udin 1977), and the graphs are here extrapolated linearly to −22 ◦C based321

on the extrapolation to −15 ◦C in the same paper. Lundqvist and Udin (1977) suggest that some of the reason for this decrease in icing322

for low temperatures is due to the fact that some of the droplets might freeze before hitting the ship in low temperatures. Lundqvist323

and Udin (1977) also discuss the effect of the sea-surface temperature on icing from their observations. Based on this discussion324

German forecasters have made a correction table to take into account the effect of sea-surface temperature on icing (pers. comm.,325

Fregattenkapitän Ingmar Behrendt, April 2016). Table II is a reconstruction of this table which is based on Figure 15 in Lundqvist and326

Udin (1977).327

Table II. Diagram to correct the icing-rate categories provided by LU according to the sea-surface temperature.

New icing category based on x = SST (◦C)
LU Cat.† x ≥ 6 6 > x ≥ 4 4 > x ≥ 2 x < 2

N N N N N
L N L L L
M N L M M
S N L M S

† N: No icing, L: Light icing, M: Moderate icing, S: Severe icing.
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Figure 3. Reproduction of the nomograms of Lundqvist and Udin (1977) and Sawada (1962). N, L, M, and S are abbreviations applied for the icing categories ”no icing”,
”light icing”, ”moderate icing”, and ”severe icing”. For the LU nomogram the boundaries between the categories are linearly extrapolated to -22 ◦C.
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3. Data sets applied328

Three data sets are applied in the evaluation of the different models. The main data set is the thoroughly screened and quality checked329

data set from a single ship type presented in Samuelsen et al. (2017). However, the models are also evaluated against two other data sets330

from different ship types in order to test a more general application of the models. The dataset from MT Zandberg applied by Overland331

(1990) is not evaluated since the position data are missing in Zakrzewski et al. (1989) and it is therefore not possible to substitute some332

of the missing parameters like relative humidity and wave period from reanalysis data.333

3.1. KV Nordkapp data (KVN)334

All methods are tested against the unique data set with 37 observations from the Norwegian coast-guard-vessel class: KV Nordkapp335

(Figure 4). In addition, 30 no-icing events are also included. In Samuelsen et al. (2017) a total of 41 no-icing events are included.336

However, in 11 of these events the subjective ice-accretion rate indicated icing, although the accumulated ice is measured to be 0 cm.337

These 11 events are removed in order to reduce the possibility of applying erroneous no-icing events.338

3.2. Pease and Comiskey data (P&C)339

Overland et al. (1986) apply 58 of the 85 observations from Pease and Comiskey (1985) collected outside Alaska. However, an340

additional screening of these data is necessary. Following the argumentation of Overland et al. (1986) that all the data points should341

be open ocean, only the data points that are flagged as ”open ocean” (o) are kept. For instance are all the data points with suspiciously342

high icing rates removed (marked with ”s” or ”so” in Pease and Comiskey (1985)). It is also necessary to remove data with zero vessel343

speed and an angle between the wind and ship (β) less than 90 ◦ in order to avoid downwind situations in which β is not defined for the344

distance calculation applied by some of the models. In contrast to the KVN data set, only one position point is provided for each event,345

although the duration of the event is from 1 to 24 h. Observations lasting longer than 12 h are removed to avoid excessive variations346

in the meteorological and oceanographic conditions during the accumulation period. The remaining 23 observations are visualised in347

Figure 5. Since no information is provided in Pease and Comiskey (1985) with regard to the representation of the numbers given for348

the position and meteorological variables for a certain event, it is assumed that the presented numbers are the middle values during349

the event. As suggested by Pease and Comiskey (1985) the National Weather Service temperature analysis is applied instead of the350

observed temperature, and a new saturation vapour pressure is calculated from this temperature value instead of applying the listed351
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Figure 4. Position of the 37 icing events from Arctic-Norwegian waters presented in Samuelsen et al. (2017). Start and end positions are marked with crosses. The straight
lines between the start and end positions illustrate the assumed paths. Wind barbs represent the mean observed wind speed (in knots) and direction between the start and
end positions.
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Figure 5. Positions of the 23 screened icing events outside Alaska in the Pease and Comiskey data set applied by Overland et al. (1986). The position of an event is marked
with a cross. Wind barbs represent the applied wind speed (in knots) and direction.

saturation vapour pressure. Relative humidity is then calculated from the listed vapour pressure and this newly derived saturation352

vapour pressure. Also following Pease and Comiskey (1985) the wind speed is derived from the maximum value of that visually353

estimated and that provided by the National Weather Service analysis. Other parameters not provided by Pease and Comiskey (1985)354

are extracted as follows:355

356

• Salinity (Sw) is collected from the annual climatology values (1900-1992) from the NODC WOA94 data provided by357

the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/358

(Monterey and Levitus 1997).359

• Mean sea-level pressure (p), incoming longwave radiation (↓ LW), and incoming shortwave radiation (↓ SW) are collected360

from ERA-Interim reanalysis data (Dee et al. 2011). Daily average values are derived from this data set and applied in icing361

calculations.362

• Wave period (Ps) and direction (DW ) are collected from the wave-hindcast data set named Wavewatch III provided by NOAA363

(Tolman 2014). Wave-period values are collected every three hour from 0000 UTC to 2100 UTC, and the daily average values364

are applied. Deep-water approximation is assumed for calculation of the wave speed and wave length. For the wave-direction365

parameter the dominating direction is applied by comparing the direction from all available junctures of a day. Both data sets366

with 1/15-2/15 ◦ horizontal resolution and 1/6-1/4 ◦ resolution are applied in order to cover all data points. For two of the data367

points close to the shoreline the wave-hindcast-data values are missing, and the wave period is calculated from the wind speed368

and a minimum fetch of 100 nautical miles from the formula provided by Zakrzewski (1987). The wave direction is in these369

events assumed to be equal to the wind direction.370

It is decided to not replace the visually-estimated wave heights provided by Pease and Comiskey (1985) with reanalysis data, since371

application of a visually-estimated value in MINCOG provides better verification scores of icing rates from the KV Nordkapp data372

compared to the application of significant wave height from reanalysis data with 10 km horizontal resolution (Samuelsen et al. 2017).373

It is also decided to apply as the observed rates the event icing rates instead of maximum icing rates, since it is uncertain how the latter374

ones are obtained (Section 4).375

3.3. Roebber and Mitten data (R&M)376

Roebber and Mitten (1987) present 307 icing events from several ship types. After selecting only those data with a given ship377

speed, wind direction, and longitude and latitude, only 27 observations of icing are remaining. Position data are necessary in order378

to supplement the data set with reanalysis data. In fact reanalysis temperature is applied from ERA-Interim, since it is believed that379
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Figure 6. Positions of the 24 screened icing events outside the east coast of Canada in the data set presented by Roebber and Mitten (1987). The position of an event is
marked with a cross. Wind barbs represent the observed wind speed (in knots) and direction.

there are some inaccuracies regarding the temperature measurements in the data set (e.g. −15.0 ◦C observed and −5.0 ◦C in the ERA-380

Interim data for a light icing case). When selecting only those events in which the ERA-Interim temperature is negative, a total of 24381

observations are remaining (Figure 6). On the contrary of the P&C data, neither sea-surface temperature or humidity data are provided382

in the original data set. Relative humidity is derived from the daily average temperature and dew-point temperature in the ERA-Interim383

data, while sea-surface temperature is collected from NOAA High Resolution SST data provided by the NOAA/OAR/ESRL PSD,384

Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/ (Reynolds et al. 2007). Salinity, mean385

sea-level pressure, incoming longwave and shortwave radiation, wave period, and wave direction are collected in the same manner as386

for the P&C data. However, for the wave parameters mostly the coarsest horizontal resolution of (1/2)×(1/2) ◦ of the Wavewatch III387

is available for these data points, but for two of the events the higher horizontal resolution of (1/6)×(1/4) ◦ is available and applied.388

The wave heights are stated to be estimated from the observed wind speed in Roebber and Mitten (1987), and by following Samuelsen389

et al. (2017) it would be preferable to not apply such empirically-based relationships between wind speed and wave height in icing390

modelling. However, due to the low wave heights obtained when applying the daily average value of the Wavewatch III with a course391

horizontal resolution of approximately 56 km (1/2 ◦ in north-south direction), it is decided to apply the estimated wave heights instead392

of the values obtained from reanalysis data. Only for the wave period and direction the Wavewatch III values are applied. As for the393

P&C data only one position point and a single date is presented for each event in the data set. These events may therefore last from 1 to394

24 h like the P&C data. However, since no duration time is provided for these events, it is not possible to only select the observations395

lasting less than 12 h as is done for the P&C data.396

4. Icing severity397

4.1. Challenges regarding icing-severity definition398

When forecasting icing severity there are several aspects that need to be considered. Firstly, when a ship moves spatially and temporally,399

atmosphere and ocean parameters vary as well as the rate of which ice can accumulate. For shorter time periods and shorter distances400

at open sea, the variations in these parameters are smaller. The total load of ice is dangerous but very ship-type dependent. On the401

other hand fast accumulation of ice makes the removal process of ice more difficult. In general prediction of icing is mainly based on402

the rate of ice accumulation and the ability to remove the ice rather than the overall load of ice. For shorter time periods the changes403

in the environmental parameters are less, and a calculated or predicted icing rate based on a certain set of input parameters are more404

reasonable to apply than the icing rate predicted for a longer time span. When applying nomograms like the ones in Figure 2 and 3 one405

must assume that the parameters remain constant or with little variation during the accumulation period or the period in consideration.406

Furthermore, ice will accumulate differently on different positions of a ship and among different ship types. Observed ice407

accumulation is often given with a single value in cm without providing information regarding the location on a ship at which ice408
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Table III. Different definitions of icing-rate severity categories collected from the literature. The lower panel presents the boundaries between the categories at
which the values are converted into units of cm h−1 and divided into the three main categories light, moderate, and severe.

Cat/Source Mertins (1968) LU† WMO†† WC † † † BR $ Overland $$

Trace - - - 0.25-0.64 cm (3h)−1 < 0.20 cm h−1 -
Light 1-3 cm (24h)−1 0.5-2 cm (12h)−1 1 cm (3h)−1 0.64-1.27 cm (3h)−1 0.20-0.40 cm h−1 < 0.7 cm h−1

Moderate 4-6 cm (24h)−1 1-3 cm (4h)−1 1-5 cm (3h)−1 1.27-1.91 cm (3h)−1 0.40-0.96 cm h−1 0.7-2.0 cm h−1

Severe 7-14 cm (24h)−1 >4 cm (4h)−1 6-12 cm (3h)−1 1.91-3.18 cm (3h)−1 > 0.96 cm h−1 2.0-4.0 cm h−1

Very Severe ≥ 15 cm (24h)−1 - >12cm (3h)−1 > 3.18 cm (3h)−1 - >4.0 cm h−1

Icing-rate unit
(
cm h−1

)
Light ≤ 0.17 ≤ 0.25 ≤ 0.33 ≤ 0.42 ≤ 0.40 ≤ 0.70
Moderate 0.17-0.29 0.25-1.0 0.33-2.0 0.42-0.64 0.40-0.96 0.70-2.0
Severe > 0.29 > 1.0 > 2.0 > 0.64 > 0.96 > 2.0

† Lundqvist and Udin (1977)
†† WMO definition from 1975 according to Lundqvist and Udin (1977)
† † † Converted from inches and derived from Fig. 6 in Wise and Comiskey (1980). The naming of the 5 categories are somewhat different in Wise and Comiskey (1980).
$ Brown and Roebber (1985)
$$ Overland et al. (1986), and very severe from Overland (1990).

was accumulated. In some data sets (Stallabrass 1980) the recorded icing rate is a weighted mean from measurements on various parts409

of the ship. Sometimes a total ice load accumulation rate (tonnes h−1) is given (Zakrzewski and Lozowski 1989), but this parameter410

also varies among ship types according to the total area of the ship on which the ice is accumulated.411

Due to these aforementioned circumstances it is not easy to define and divide icing-rate severity into general categories valid for412

all ship types. This is probably the reason why a large variety of definitions exists in the literature (Table III). In for instance Sawada413

(1962) no definition of the different icing-rate categories are provided at all. As seen in Table III there are also variations in the number414

of categories into which the icing-rate severity are divided. Most authors have at least divided the icing rates into the three categories:415

”light”, ”moderate” and ”severe”, and others include ”trace” and ”very severe” icing. At the Norwegian Meteorological Institute icing416

severity is only included in the marine weather forecasts whenever moderate or severe icing is expected (MET Norway 2015), whereas417

for instance the Japan Meteorological Agency also includes forecasts with light icing (Japan Meteorological Agency 2017). However,418

there is no clear information provided along with the warning or forecast stating the definition of the icing category applied. Probably419

it is dependent on the method a specific forecaster has applied when constructing the forecast. But a given forecast may also have been420

derived without the forecaster considering or having knowledge of the meaning of the specific icing category. Nevertheless, the current421

study will base the icing-rate category division on the three most common categories that are applied operationally: light, moderate and422

severe.423

4.2. New definitions of icing severity424

In addition to the large variations among the different definitions applied, it is also unclear how a certain definition is obtained. Overland425

et al. (1986) state that their definition is based on the ”subjective nomenclature from Alaskan observers”, and that this definition divide426

their 58 icing observations from the Pease and Comiskey (1985) data set equally. This is the same as stating that the light icing category427

represents the lower one-third amount (33rd percentile) of a cumulative distribution function (CDF) of icing observations ordered from428

low to high, and that the boundary between moderate and severe icing should be at the two-third amount (67th percentile) of such a429

CDF. Furthermore, Overland et al. (1986) also propose a definition of a so-called ”potential icing rate” as an average of the maximum430

icing rate and the event icing rate. While the event icing rate is defined as the total ice accumulation during a certain icing period431

divided by the number of hours of duration, it is unclear how the maximum icing rate is obtained; whether the maximum icing rate is432

calculated from the maximum event icing rate over a shorter time span during the same incident, or if there has been some additional433

instantaneous measurement of icing.434
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When applying observations from the KV Nordkapp data set, it therefore seems necessary to develop new icing-rate category435

definitions which are based both on the severity and the frequency of an expected icing-rate category for this particular ship type.436

In addition, a certain severity category should provide information about the danger or discomfort related to a certain icing rate.437

Borisenkov and Pchelko (1975) provide the following icing-category definitions based on the crews ability to remove ice for fishing438

vessels of length 30-40 m with displacements equal to 300-500 tonnes:439

- Gradual (light) icing: dMi/dt ≤ 1.5 tonnes h−1440

- Rapid (moderate) icing: dMi/dt ∈ 〈1.5,4.0] tonnes h−1441

- Very rapid (severe) icing: dMi/dt > 4.0 tonnes h−1442

443

According to Borisenkov and Pchelko (1975) this definition was confirmed by the ”seminar on the ice problem” in September444

1970. For a large ship like KV Nordkapp which is 105 m long with a displacement of approximately 3300 tonnes, it is reasonable445

to apply somewhat higher thresholds than the thresholds applied for fishing vessels during the 1970s. In addition, the observations446

are in general only given in total accumulation of ice on a certain position of a ship and not as ice loads. Fortunately, during the well447

documented severe icing event reported in Samuelsen et al. (2015), 110 tonnes of ice accumulated in a 17-hour period estimated from448

the readings of the ballast water. In the same time period 20 cm of ice accumulated at a fixed position of the ship. If one assumes that449

there is a relationship between the ice load accumulated on the whole ship, and the ice thickness accumulated at this fixed position,450

one may assume that 110 tonnes/17 h = 6.47 tonnes h−1 is approximately equal to 20 cm/17 h = 1.17 cm h−1. This implies that an451

ice-accumulation rate of 0.18 cm h−1 at this specific position may roughly be approximated as 1 tonnes h−1 on the whole ship. From452

the subjective estimation of icing rate from the crew at all junctures every 3 hour during the whole trip described with the Synop-code453
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Figure 7. Observed icing rates from a
)

the KVN data set (37 events), and b
)

all three data sets merged together (84 events). Icing-rate observations are plotted as crosses
together with the fitted lines of the observations following the three different distributions: log-normal, Weibull, and exponential. These distributions are organised in the
legend from the closest to the least close fit according to the values of the negative log-likelihood function (− logL). Dashed horizontal lines represent the 50th and 90th
percentile of the cumulative distribution function (CDF), i.e the 50th and the 10th percentile of the conjugative cumulative distribution function (CCDF). The vertical lines
illustrate the intersection between these percentiles and the log-normal distribution which has the lowest negative log-likelihood-function value.

c© 0000 Royal Meteorological Society

Prepared using qjrms4.cls



Ship-icing prediction methods 19

parameter RS = 2, the visual inspection of photographs from the aftermath, and personal communication with participants of the454

voyage (pers.comm., Sveinung Løset, October 2014), it seems appropriate that this particular event is classified as a severe icing event455

(Samuelsen et al. 2015). This average accumulation thickness during the trip may therefore be a starting point for a possible limit for456

what may be considered as severe icing for this large ship type.457

When investigating the observed icing rates of the 37 KV Nordkapp events, it is apparent that the ordered icing-rate observations458

follow a log-normal distribution most closely when investigating values of the negative log-likelihood function (− logL) of the different459

distributions presented in Figure 7 a
)
. A compilation of all 84 icing-rate observations from a mixture of ship types from all three data460

sets presented in Figure 7 b
)

also fits a log-normal distribution the best. The value of the average icing rate from the severe icing461

event mentioned in the previous paragraph (1.17 cm h−1), represents the boundary of the 87th percentile of the cumulative distribution462

function (CDF) of the log-normal distribution of the KVN data. When setting the boundary slightly higher at the 90th percentile, i.e.463

the 10th percentile of the conjugative cumulative distribution function (CCDF), the limit between moderate and severe icing would be464

at 1.31 cm h−1. Interestingly the 90th percentile of the merged data set from several ship types, is close to this value (1.37 cm h−1).465

For a 3-hour accumulation period the boundary would be around 4 cm. The question is then whether the 4 cm (3h)−1 (8 cm in 6 hours)466

observations should be placed in the moderate or severe category for the KVN data set. However, since the visual estimated icing rate467

from the synop code (RS) is only set equal to ”ice building up rapidly” (RS = 2) for the 3 of the 4 events with 5 cm (3h)−1 or more in468

the KVN data set, severe icing is defined as an icing-rate value exceeding 4 cm (3h)−1 (1.34 cm h−1). The exponential and empirical469

distribution also show thresholds between 4 and 5 cm (3h)−1 for the 90th percentile of the CDF of this data set. If one assumes a similar470

ratio for the KV Nordkapp ships for the boundary between moderate and severe icing, and the boundary between light and moderate471

icing, as the ratio of the boundaries applied for fishing vessels (4/1.5), the boundary between light and moderate icing would be around472

0.44 cm h−1. This value is only slightly lower than the 50th percentile value of 0.49 cm h−1 for the log-normal distribution of the KVN473

data, and 0.45 cm h−1 for the log-normal distribution of the merged data set (Figure 7). However, for observations in whole cm with a474

three-hour time interval, 1.5 cm (3h)−1 seems like a more natural threshold than 1.3 cm (3h)−1 or 1.4 cm (3h)−1. For this reason 0.50475

cm h−1 is selected as the threshold between light and moderate icing instead of 0.44 or 0.45 cm h−1.476

In summary the new definitions for light, moderate and severe icing for the KV Nordkapp ship class are as follows:477

• Light icing (L): dh
dt ≤ 0.50 cm h−1478

(1.5 cm (3h)−1)479

• Moderate icing (M): dh
dt ∈ 〈0.50, 1.34] cm h−1480 (

〈1.5, 4.0] cm (3h)−1
)

481

• Severe icing (S): dh
dt > 1.34 cm h−1482

(4.0 cm (3h)−1)483

Since these boundaries also approximately follow the 50th and 90th percentile of the merged data set from several ship types, it484

seems appropriate to apply these boundaries also when verifying categorical icing rates for other ship types than the KV Nordkapp485

data. Although this icing-rate category definition then is frequency based and based on observations, one must keep in mind that a486

single icing-category forecast of for instance moderate icing may be more dangerous for smaller ships than larger ships. At least for the487

KV Nordkapp ship type there is a similarity between this frequency definition applied for the severe events and the visually-estimated488

”rapid ice build-up” reports from the observers.489

5. Results and discussion490

In the following section results are presented that stem from the icing-rate calculations of the physical models applied operationally:491

Overland, Modified Stallabrass, and MINCOG. In addition, the combined effect of introducing a better polynomial fit from Roebber492
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Table IV. Verification scores for continuous icing rates for the KVN data, the two other data sets merged together, and all three data sets consolidated. Mean
error (BIAS), mean-absolute error (MAE), and root-mean-square error (RMSE) have units cm h−1, and the correlation coefficient (r) is unitless.

Name KVN data (N = 37) P&C and R&M data (N = 47) All three data sets (N = 84)
BIAS MAE RMSE r BIAS MAE RMSE r BIAS MAE RMSE r

† †† †† ††† † †† †† ††† † †† †† †††

Ref. 0.44 0.62 0.27 0.48 0.64 0.24 0.48 0.66 0.18

Over 7.66 7.76 18.33 −0.06 2.15 2.39 7.24 0.29 4.58 4.76 13.32 0.06

Over mod ff 1.73 1.79 2.89 0.06 0.78 1.13 2.92 0.21 1.20 1.42 2.91 0.16

Over bulk −0.38 0.51 0.67 0.09 −0.49 0.49 0.68 0.45 −0.44 0.50 0.67 0.23

Over bulk2 0.12 0.48 0.61 0.29 −0.11 0.33 0.43 0.59 −0.01 0.39 0.52 0.42

ModStall 1.18 1.28 1.82 0.55 0.64 0.81 1.22 0.40 0.88 1.02 1.52 0.47

MINCOG 0.06 0.50 0.64 0.38 −0.12 0.36 0.52 0.42 −0.04 0.42 0.58 0.39

† Non-boldface is indicating that the mean error in the model is significantly (5% significance level) greater or lower than zero error (BIAS = 0). Boldface is indicating that there is
not enough support from the data set to reject the null hypothesis that the BIAS in the model is greater or lower than zero (5% significance level).
†† The 95 % lower limit of the ordered MAE and RMSE when applying a Monte-Carlo simulation (N = 104) of a naı̈v reference error (Hyndman and Koehler 2006). Models with
an MAE and an RMSE value below this reference value, have an MASE and an RMSSE significantly lower than 1 and these values are marked with boldface (see text for details).
††† The 95 % upper limit of no positive correlation (r = 0) assuming t-distribution. Models with an r-value marked with boldface are greater than this highlighted reference value.

and Mitten (1987) (Over mod), and the introduction of a fetch factor (Over ff) in the Overland model is presented and analysed in493

a model named Over mod ff. This combined model is included in the analysis since the Over ff model is applied operationally by494

Environment Canada (Table I), and the Over mod model is used in a former verification study of the Overland et al. (1986) model495

(Roebber and Mitten 1987). Moreover, the effect of applying a more realistic heat transfer in the Overland model is tested by analysing496

the results from the new model named Over bulk with the application of two additional heat flux terms and a higher freezing fraction in497

the model named Over bulk2. Verification of the continuous icing-rate values is presented for all these models. However, it is decided498

to only present plots and sensitivity analyses of important input variables for the three main models: Overland, Modified Stallabrass,499

and MINCOG, in addition to the Over bulk2 model that obtains the best verification scores among the other models. Furthermore, after500

having divided the computed icing rates into icing severity categories all these models are compared with each other, and compared501

with the three icing-severity nomograms named Mertins, LU, and Sawada. For completeness the verification scores of the Over mod,502

Over ff, the original Stallabrass model (Stall), and the original Modified Stallabrass model (ModStall org), and the variant of LU with503

a correction for sea-surface temperature (LUsst) (Table II) are presented in the supplementary material of this paper. For the multi-504

categorical verification scores only those results that apply the newly derived severity definition are presented in the main article. There505

is also an additional verification describing the scores when the following definitions are applied: the original definition of Overland506

et al. (1986), the original definition of the nomograms of Mertins (1968) and Lundqvist and Udin (1977) (Table III), and the predictor507

thresholds from Overland (1990). The tables describing the results from these latter analyses are all added to the supplementary508

material.509

5.1. Continuous icing-rate verification510

Table IV provides a summary of the verification scores for the predicted icing rates of the physical models for the KVN data set alone,511

the P&C and R&M data sets merged together, and for all three data sets merged together. In Figure 8 observed icing rates in cm h−1512

are compared to the calculated ones for the main models for each of the data set separately. From both Table IV and Figure 8 it is513

apparent that the Overland model is heavily overestimating the icing rates. Although the overestimation is the smallest when applying514

the P&C data, some of the predicted rates are still one order of magnitude higher than the observed ones. The effect of changing the515

polynomial fit (Over mod) and introducing a fetch factor (Over ff) is clearly to reduce this overestimation. However, the model which516

combines both effects (Over mod ff) is still overestimating the icing rates (Table IV). The idea of applying a bulk-transfer coefficient517

for heat more in agreement with the coefficients applied in numerical weather prediction models for the heat exchange between the518
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Figure 8. Predicted (P) against observed (O) icing rate for the main physical models applying input parameters from the following data sets: a
)

the KVN data, b
)

the
P&C data, and c

)
the R&M data. Notice that the scaling on the axes are different for the models Over and ModStall since these two models are heavily overestimating the

icing rates compared to the other two models presented. In addition, in order to enhance readability, four data points (3 in the KVN data set and 1 in the R&M data set)
with predictions above 17.5 cm h−1 are left out of the plots for the Over model. The predicted values of these data points are 23, 73, and 76 cm h−1, respectively, for the
KVN data set, and 48 cm h−1 for the R&M data set. The observed values for these events are all below 2.0 cm h−1, and three of them are below 1.34 cm h−1, i.e. light or
moderate icing is observed.

ocean and the atmosphere, is apparently a more effective method of reducing the icing rate as is apparent from the negative mean error519

(BIAS) in Table IV for the Over bulk model. However, since the freezing fraction (n) is assumed to be only 0.06 in the Over, Over520

mod ff, and the Over bulk model, the spray flux (Rw) is 17 times higher than the icing flux (Ri). This provides a large negative Qd521

which contributes to melting (Figure 9). Hence, Over bulk has a distinct negative BIAS since the heat transfer coefficient is reduced by522

an order of magnitude compared to the original Overland algorithm (Figure 1). Reducing the spray flux to only the double of the icing523

flux (n = 0.5), and also taking into account the evaporative and radiative heat fluxes (Over bulk2), appear to provide more reasonable524

predictions compared to the predictions from the Over bulk model, and also compared to the predictions from the Over and the Over525

mod ff model. This change in freezing fraction is in effect a reduction of the spray flux by an order of magnitude from around hundreds526

of g m−2 s−1 to around tens of g m−2 s−1. Figure 10 shows that both the spray flux and the icing flux are effectively reduced by527

several orders of magnitude in the Over bulk2 model compared to the Over model. It is apparent that the Over bulk2 fluxes are more528

realistic compared to the magnitude of the observed icing fluxes and the spray fluxes obtained by the other models, at least for the lower529

wave heights. In Figure 10 the mean values from the KVN data set are applied as standard conditions (Std)†. However, since the wave530

period is dependent on the wave height, it was decided to let these two variables vary together in this figure (Std2). The dependency531

†Ta = −10.4 ◦C, V = 15.4 m s−1, Hs = 3.9 m, β = α = 149 ◦, Vs = 4.0 m s−1, Ps = 6.0 s (deep-water approximation applied), Sw = 34.9 ppt, RH = 0.85, SST = 2.3
◦C, ↓ LW = 236 W m−2, ↓ SW = 0 W m−2, p = 1002 hPa (Table 2 in Samuelsen et al. (2017))
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between Ps and Hs is then calculated by applying a linear fit from the KVN data set (Ps = 4.97 + 0.34Hs, r = 0.74). Although there532

are other variables with possibly strong dependencies, like wind speed and wave height, it is not corrected for those since the correlation533

between these two variables is lower when an event occurred near land or sea ice with the wind blowing from the land or sea ice. This534

is specifically noticeable in the P&C data set (Figure 11). In the R&M data on the other hand the correlation is probably unrealistically535

high since the wave height is not observed, but estimated directly from the observed wind speed based on a linear dependency between536

those two parameters.537

Table IV and Figure 8 also illustrate that the Modified Stallabrass model overestimates icing rates. The main reason for this538

overestimation is the long droplet cooling time, which alters the sign of the heat flux of the spray (Qd), changing it to become a539

cooling term which is unique for this model compared to the other models (positive value in Figure 9). In fact applying a more540

realistic relative wind speed instead of the absolute speed, and applying the water contents from lower elevations in agreement with541

the elevations of the measurement site of KV Nordkapp increase this negative spray flux and hence increase the calculated icing rates.542

For this reason the overestimation in the ModStall model is even larger than in the original model (Table S.I). In addition, the ModStall543

model does not take into account the fact that the spray amounts are affecting the ship in pulses since a time-averaging term is not544

included in the calculation of the spray-flux, i.e. spray frequency and spray-cloud duration time are not taken into account which leads545

to an overall larger spray flux relative to that in the original Stallabrass (not shown) and the MINCOG model (Figure 10). In the original546

Stallabrass model the time-averaging and height effect are indirectly included in the Rw-term since the water amount is calibrated from547

icing observations on fishing trawlers. Moreover, the Stallabrass model and the MINCOG model have shorter droplet cooling times,548

and the Qd-term therefore contributes to melting (Figure 9). Regarding the negative Qd-term in the MINCOG model this is in part549

also due to the fact that the spray temperature is calculated as the average value of the sea-surface temperature and the temperature of550

the individual droplets. The reasoning behind this argument is that the spray may consist of both individual and consolidated droplets.551

Figure 10 also illustrates how high waves provide large spray fluxes and contribute to melting in the MINCOG model and freezing in552
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Figure 9. Mean values of the calculated heat fluxes for the main physical models for the three data sets applied. Data set 1 is the KVN data, data set 2 is the P&C data,
and data set 3 is the R&M data. Notice that the scaling on the y-axes are different for Over and ModStall due to higher heat flux absolute values in these models compared
to the other two models.
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the ModStall model. This is evident from a considerable increase in the icing flux (Ri) for increasing wave heights in the ModStall,553

while the icing flux in the MINCOG model decreases for increasing wave height (Std2).554

The MINCOG model has together with Over bulk2 the lowest errors for all three data sets, both when the data sets are considered555

separately or when these are merged together (Table IV). For all three data sets merged together, the differences between these two556

models in the mean-absolute error (MAE) and the root-mean-square error (RMSE) are only ±0.09 cm h−1. However, the correlation557

coefficient (r) is the highest in the MINCOG model compared to this other low-error model. For the P&C and R&M data merged558

together, the Over bulk2 has the lowest MAE and RMSE, and the highest r compared to these scores for the other models. It is however559

interesting that the MINCOG model, that is adjusted for the KV Nordkapp ship type, still provide quite accurate predictions for the560

mixed data set with several different ship types. This is particularly noticeable when comparing the scores of MINCOG to the other561

two operationally-applied models Overland and ModStall. When all three data sets are merged together, the Over bulk2 still have the562

lowest MAE and RMSE, and the highest r. A relatively high correlation coefficient, and relatively small errors for the Over bulk2 and563

the MINCOG model in each of the three data sets are also apparent from a visual inspection of Figure 8. It is namely noticeable that564

the points in these two models are closest to the diagonal compared to the other two models presented. Although the correlation in the565

ModStall model is high when investigating icing rate-predictions and observations from all three data sets separately (Figure 8), the566

marked overestimation in the model is also observable from this figure.567

In Table IV reference values are applied in the top row to get an idea of the magnitude of the errors and correlation coefficient568

between the modelled and observed icing rates for the different data sets. For the BIAS and the correlation coefficient t-tests are569

performed to test whether the values are statistical greater or lower than zero (5% significance level). For the BIAS there is a different570

threshold for each of the models. For the models that are not significantly greater or lower than zero, the BIAS-values are marked571

with boldface in Table IV. For the correlation coefficient there is only one threshold value for each data set for all models, and only572
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Figure 10. Predicted spray flux (Rw), and predicted and observed icing flux (Ri), plotted on a logarithmic scale for the main physical models versus wave height (Hs).
Predicted (Pred) spray and icing fluxes for all 84 observations are marked with grey and black dots, respectively. For the KVN data the mean wave height between the start
and the end position is applied. Observed icing flux converted from icing rate by applying an ice density (ρi) of 890 kg m−3 is plotted with circles (Obs). In addition,
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the models with greater correlation than this given threshold are highlighted as statistically significant positive correlation (r >0). For573

the MAE and the RMSE it is initially difficult to state whether such icing-rate errors are large or small by just examining the values.574

However, Hyndman and Koehler (2006) suggest to introduce the scaled error scores mean-absolute-scaled error (MASE) and root-575

mean-square-scaled error (RMSSE) by dividing the MAE and RMSE with a ”naı̈v reference error” (Appendix Table A.I). As a ”naı̈v576

reference error” or ”random walk error” a method is applied that calculates the mean-absolute difference and the root-mean-square577

difference between all observations organised in a certain order, e.g. chronologically. However, this method may be sensitive to this578

initially arranged order of the observations. Thus, a Monte-Carlo simulation is applied which redistributes the order of the observations579

randomly 10,000 times. A reference value is selected as being the 95% lower limit of these errors of random distributions organised580

in an order from low to high values. The reasoning behind the introduction of naı̈v reference errors in this context is to obtain an idea581

of the magnitude of the errors provided by the MAE and the RMSE for continuous icing rates relative to an error obtained from a582

forecast without skill. The models that have an error lower than the reference value are highlighted implying that these models also583

have an MASE or RMSSE significantly lower than one. A value below one indicates skill in these scaled error scores. It is observed584

that for the KVN data set, Over bulk2 is the only model with an RMSE significantly lower than this reference error, and none of the585

models have an MAE lower than the reference. On the contrary the MINCOG model has similar magnitudes for the MAE and RMSE586

compared to the Over bulk2, but the values are not low enough for this sample size (N = 37) to be statistically significantly lower587

than the values of the 95 % lower boundary of the naı̈v reference errors organised from low to high values. The mean values of the588

naı̈v errors are 0.53 cm h−1 and 0.73 cm h−1, respectively, and the MAE and RMSE of MINCOG are at least lower than these values.589

Regarding the correlation coefficient between the predictions and the observations of icing rates for the KVN data both Over bulk2 and590

MINCOG have values above the reference of zero positive correlation. However, the correlation coefficient for MINCOG is the largest591

of these two models. Interestingly the ModStall model has a higher correlation coefficient than the MINCOG model. Nevertheless,592

as also visualised in Figure 8 a
)
, the large positive BIAS, high MAE, and high RMSE in the ModStall model, in general make the593

predictions of the icing rates in this model less accurate than in the MINCOG model (Table IV).594

For the P&C and R&M data merged together only the two low-error models have better MAE, RMSE, and r than the reference595

value. However, there is a significant underestimation in icing rate for the Over bulk2 model. In the MINCOG model there is also an596

underestimation that is not reckoned as significant. This is the case since the spread in the individual errors between the forecast and597

observation is larger in the MINCOG model than the Over bulk2 model, and there is therefore not enough support from the data to598

reject a null hypothesis of greater or equal to zero BIAS for the MINCOG model. One of the reasons for the underestimation in the599

MINCOG model might be that the P&C and R&M data include observations from other ship types than KV Nordkapp in which the600

estimations of the spray fluxes adjusted for KV Nordkapp are less accurate. In the screened P&C data the lengths of the ships are from601

20 to 89 m, with a mean value of 44 m. Although the MINCOG model applies a water-content formulation from a 39 m long ship, the602
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Figure 11. Observed wind speeds compared to observed wave heights for the 3 different data sets applied. Mean values between the start and end position of the KVN
data set are plotted as crosses, P&C data are plotted as circles, and R&M data are plotted as asterisks. Wave heights in the R&M data are directly estimated from the
wind speed, but in the other two data sets they are visually estimated independently of the observed wind speed. The KVN wave heights are also modified by applying a
correction method of Gulev and Hasse (1998) described in more details by Samuelsen et al. (2017).
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spray frequency and spray-cloud duration time are adjusted for the front position of a longer ship. The relative speed of the spray is603

also calculated from a mathematical expression of the gunwale of the KV Nordkapp ship, and for ships with very different gunwale604

shapes this approach is seemingly inaccurate. The freezing fraction applied in Over bulk2 is collected from the calculated fractions in605

the MINCOG applied on the KVN data set, and for smaller ships with lower free boards it is reasonable to assume that the freezing606

fraction should in general be lower than the value applied. However, in this model a higher icing rate is obtained if the freezing fraction607

increases when other parameters are held constant, since the overall heat from the spray is similarly reduced in this manner, i.e Qd608

becomes less negative. This is clearly apparent when comparing the icing-rate BIAS of the Over bulk2 to the Over bulk model. The609

Over bulk model has a considerable lower freezing fraction than has the Over bulk2, and in addition it also considers a lower amount610

of heat fluxes, in total contributing to less freezing compared to the other model (not shown). Consequently, the underestimation in the611

Over bulk2 model for the P&C and R&M data may be due to other factors than the freezing fraction adjustment for a different ship,612

like the assumption of a droplet temperature equal to the sea-surface temperature, and the negligence of the turbulence generated by613

the local flow pattern in and around the ship, or in general the inaccuracies generated when applying a constant freezing fraction in614

marine-icing modelling.615

For the combined data set of all 84 observations, the Over bulk2 and MINCOG are the only models with the MAE, RMSE, and r616

values that are better than the reference. The BIAS is also close to zero for these two models in this combined set of all observations.617

Particularly the Overland model which is the most common operationally-applied model (Table I), have notably the least accurate618

predictions of all models. One may argue that the original Overland model is adjusted for the ”potential icing rate” instead of the619

event icing rate and therefore should yield higher rates. However, some of the icing rates with values around 40-80 cm h−1, which are620

apparent in Figure 8, heat and spray fluxes with values of several thousands W m−2 (Figure 9) or g m−2 s−1 (Figure 10), are obviously621

unrealistic also if the observed icing-rate values are instantaneous.622

5.2. Icing-rate sensitivity to important input parameters623

Figures 12 and 13 illustrate how the predicted and the observed icing rates for all 84 icing events vary when six of the most important624

atmospheric, oceanographic, and ship parameters are plotted along the x-axis in the range of the values that are observed. Furthermore,625

the sensitivity of a selected variable to icing rate is plotted for predictions in which other parameters are set to standard constant626

conditions (Std). It is noticeable that for the observations in Figures 12 and 13 for all of the six variables, the icing rates are varying for627

a single constant value of a selected variable. This illustrates the importance of taking into account the complex interaction between the628

environmental parameters and the ship, and not just considering the variation in one or just a few of these parameters when forecasting629

icing. In Figure 12 a
)

it is apparent that the ModStall model predicts high values of icing rates for high waves and long wave periods630

specifically for other constant conditions. The reason for this sensitivity is that the spray flux is directly proportional toHs and V 2
r in the631

ModStall model. V 2
r is a linear function of P 2

s . Since all of the spray acts towards cooling through theQd-term in this model (Figure 9),632

the icing rate will increase strongly since the heat flux and available spray are acting in the same direction. For the MINCOG model high633

waves and long periods lead to a high negative Qd, and the icing rate is therefore reduced for high waves and long periods compared634

to the smaller waves and shorter periods. Time-averaging is also reducing the calculated spray flux in the MINCOG model compared635

to the spray flux from the ModStall model. Another interesting aspect of Figure 12 a
)

is the insensitivity in the Overland model and636

the Over bulk2 model to the wave parameters. Although one initially may argue that the Overland predictor (Eq.(6)) is dependent on637

wind speed which is also affecting the wave height, this wind-speed dependency is originally developed from the convective heat flux638

and the heat transported away from the freezing brine. The spray generation, on the other hand, is a part of the freezing fraction, which639

is assumed to be constant. Also from Figure 11 it is clear that the observed significant wave height is not only determined by the local640

wind speed; the low correlation in the P&C data is not unanticipated considering the positions of the ships in conjunction with the641
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Figure 12. Icing-rate sensitivity to important atmospheric and oceanographic parameters for the main physical models. The following parameters are visualised: a
)

Significant wave height (Hs), b
)

Wind speed (V ), c
)

Temperature (Ta), and d
)

Sea-surface temperature (SST). Predictions (Pred) are marked with dots, Observations
(Obs) are marked with circles, and the icing-rate severity boundaries (Bnd) are marked with dashed lines. The icing-rate sensitivity of the different models to the selected
variables is plotted for constant standard conditions (Std) and in a

)
the wave period is also a function of wave height (Std2). For the KVN data set only the mean values

between the start and the end positions are applied.

wind direction with regard to the coastline (Figure 5). Fetch-limitation is obvious, and it is also surprising that these events are defined642

as open ocean events by both Pease and Comiskey (1985) and Overland et al. (1986). In the more advanced physical models like643

ModStall and MINCOG, the heat-balance equation is only a part of the icing-calculation process, since the spray generation, which644
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Figure 13. As Figure 12, but for the ship parameters a
)

Ship speed (Vs), and b
)

Angle between the ship and wind (β). In b
)

it is assumed that the direction between the
wave and ship (α) is equal and is determined by β for the standard conditions.

is almost physically independent of the temperature, sets the upper limit for the icing flux. The assumption of applying a constant645

relationship between the icing flux and spray flux also imposes problems for the low-temperature events which is revealed from the646

observed temperatures and icing rates. From Figure 12 c
)

it is apparent that the most severe icing events do not occur for the lowest647

temperatures. A possible explanation for this seemingly observed incoherence, is that the lowest air temperature over sea areas occur648

near the ice edge or cold land areas during winter time. However, these areas do also have in general lower wave heights compared649

to areas further away from the coast or ice due to fetch limitation when the wind is blowing from the land or the solid packed sea650

ice. Fractional sea-ice cover in some of these areas will also reduce wave build-up. At a distance away from the land or sea ice there651

is strong mixing occurring between the relatively warm sea and the overlying cold air due to low static stability. This mixing will652

eventually raise the temperature. The claim that high waves do not occur for very low temperatures over sea areas is further underlined653

by approximately 145,000 ship observations in the Greenland Sea, the Barents Sea, and the Norwegian Sea collected in the period654

1976 to 2007 (Figure 14 a
)
). In this figure there are for instance no occurrences of waves above 4 meter when the temperature is below655

−20 ◦C. A map and wind rose illustrating the position and the wind direction of these recorded 156 observations with temperatures656

below −20 ◦C further underline this argumentation (Figures 14 b
)

and c
)
). The dominating wind direction in these events are namely657

from around the north and the northeast in which the sea ice normally is located in periods of the year. For the observations south of658

Svalbard winds from around the north may originate from the cold land areas of this archipelago.659

This opposite relationship between wave height and air temperature may also explain why the strongest icing events do not occur660

for the lowest sea-surface temperatures (Figure 12 d
)
). However, this does not imply that cold water impose less icing than warm water661

physically, but the sensitivity of icing is presumably higher to the spray-flux generation controlled by among other things the wave662

height. In other words low air temperatures and sea-surface temperatures even in moderate winds, do not imply the high icing rates663

suggested by the Overland model in Figure 12 since the spray generation in the areas these are observed in are too low. This is probably664

also a feasible explanation why the icing severity in the nomogram of Lundqvist and Udin (1977) based on experimental data in the665

c© 0000 Royal Meteorological Society

Prepared using qjrms4.cls



Ship-icing prediction methods 28

Baltic Sea decreases for decreasing air temperature for low values of temperature (Figure 3). Figure 15 in Lundqvist and Udin (1977)666

also highlights that most severe icing events do not occur for the lowest sea-surface temperatures. Figure 12 b
)

visualises that high667

wind speeds are important in order to get high icing rates. Actually all severe icing events are observed when the wind speeds are from668

around 20 m s−1.669

The model calculations of MINCOG also indicate that the icing-rate sensitivity to vessel speed alone is not that strong (Figure 13670

a
)
). For the MINCOG model there is actually a decrease in icing rate for the highest vessel speeds in Figure 13 a

)
. This issue is671

also supported by the observations. For the ModStall model the unrealistically high sensitivity of the icing rate to vessel speed is as a672

consequence the high sensitivity to the spray flux due to the positive and increasing values of Qd for increasing Rw. The relative speed673

between the wind and ship, and the waves and ship, depend both on the vessel speed, and are included in the spray-flux term. Since674

the icing-rate predictions in the ModStall model are particularly sensitive to Vr , the predictions from this model are more sensitivity675

to vessel speed than are those of the other models. The last variable presented in conjunction with icing rate is the angle between the676

wind and a ship (β) which is plotted in Figure 13 b
)
. The observations indicate that there is somewhat less icing when β is close to 90677

◦, than for higher angles. This observed sensitivity of the icing rate to the low β-angles is in general most apparent in the MINCOG678

model compared to the other models. For the ModStall model the overestimation related to the high values of the spray flux for high β-679

values is the most apparent signature. Icing-rate sensitivity to other variables like incoming sea-water salinity (Sw), incoming longwave680

radiation (↓ LW), and incoming shortwave radiation (↓ SW) is not presented, since the predicted and observed icing rates have low681

sensitivities to these variables, and specifically to the range of the values of these parameters applied in the current study. For instance682

there is only one observation with a Sw-value below 30 ppt.683

5.3. Categorical icing-rate verification684

In order to be able to verify the models ability to separate between events with ice accumulation and those without an accumulation,685

an additional category of no icing (N) is also applied to the analysis when verifying the icing rates divided into categories. Predictions686

encountering a value below 0.05 cm h−1 are considered as no icing. The reason for not using 0 cm h−1 as the boundary between no687

and light icing is the possibility of very low icing-rate predictions being included in the light-icing category when applying a threshold688

exactly equal to zero. In fact this application of a higher threshold than zero resulted in the circumstance that the lowermost icing-rate689

value in the R&M data is hereby classified as no icing instead of light icing since it has a value of 0.04 cm h−1. Furthermore, all690

icing-rate values from the models and the observations are divided into 4×4 contingency tables with predictions versus observations.691

These four categories are no icing, light icing, moderate icing, and severe icing. The following multi-categorical verification scores are692

calculated from these contingency tables: Percent Correct (PC), Heidke Skill Score (HSS), Peirce Skill Score (PSS), and Gandin-693

Murphy Skill Score (GMSS) which is also named Gerrity score. The use of multi-categorical skill scores is a condense way of694

summarising the information from the contingency tables. Details about these scores may be found in Samuelsen et al. (2017) and695

in Wilks (2011) (Ch. 8). In short the PC, HSS, and PSS are scores taking into account the number of hits for each category relative696

to the total number of events with (HSS, PSS) or without (PC) adjustments for those hits occurring due to random chance. While PC,697

HSS, and PSS are characterised by rewarding hits on the diagonal of the contingency table, the Gandin-Murphy Skill Score (GMSS)698

considers all entries in the contingency table by applying a scoring weight to each element in the matrix based on sample climatology.699

Misses for the less common categories close to the diagonal are weighted higher than misses of the more common categories, or misses700

further away from the diagonal. As the HSS and PSS, GMSS is equitable and penalises hits occurring due to random chance alone.701

In order to test the icing models prediction ability relative to a random placement of numbers in a predicted category, a Monte-Carlo702

simulation is executed which distribute numbers randomly 10,000 times in the different categories, and the skill scores are calculated703

from these randomly distributed numbers. Two different random distributions are considered, one that distributes numbers equally704
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Figure 14. a
)

Observed wave heights and temperatures from ships operating north of 68 ◦N and between 20 ◦W and 50 ◦E in the Greenland Sea, the Barents Sea, and
the Norwegian Sea collected in the period 1976 to 2007. For the visually-estimated wave heights a correction method of Gulev and Hasse (1998) is applied described in
more details by Samuelsen et al. (2017).
b
)

The positions of the ship observations from a
)
. Observations with temperatures below −20 ◦C are marked with a large cross. All other observations are marked with

a smaller cross. Three selected relative frequencies of an ice concentration (CI ) more than 0.4 from all days in the years 1979 to 2007 provided by OSISAF (2015) are
plotted with solid lines. Areas with CI < 0.4 contain presumably enough water to generate waves, and this boundary is also applied for the selection of icing events in
Samuelsen et al. (2017).
c
)

Wind rose for the observations in b
)

with Ta < −20 ◦C.

in each category, and one that distributes numbers according to the distribution of the observed icing rates in each category for the705

different data sets evaluated.706

Table V describes the verification scores of both the six physical models and the three statistical methods evaluated. In general707

categorical verification is sensitive to the boundary values selected. For this reason a newly proposed definition of icing-rate categories708

adjusted towards the KV Nordkapp ship class is applied. Since the limits between light, moderate, and severe icing, when applying the709

50th and 90th percentile of the CDF of the observed icing rates for the merged data set with several different ship types, are not far from710

the boundaries obtained when applying the KVN data alone (Figure 7), these new boundary values are also applied when verifying the711

merged data set in Table V. In order to compare the verification scores obtained by this new definition, the verification scores when712

applying the old definition used by Overland et al. (1986) and Samuelsen et al. (2017) are also evaluated. Moreover, verification scores713

when applying the original definition from Mertins, LU, and Overland (1990) are tested. The results of the scores from these latter714

evaluations are provided by the supplementary material of this article (Table S.III).715
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Table V. Verification scores for the 4×4 contingency tables with predicted versus observed icing rates distributed in the four categories no-icing, light icing,
moderate icing, and severe icing according to the newly proposed definition of the thresholds between these categories (Section 4.2). The scores of the six
physical models and the three nomograms are all listed below the reference values (Ref.) with the scores of the nomograms in the lowermost panel.

Modelname KVN with no-icing (N = 67) P&C and R&M (N = 47) All data (N = 114)
PC HSS PSS GMSS PC HSS PSS GMSS PC HSS PSS GMSS

New category definition

Ref. (unif.)† 0.34 0.11 0.13 0.19 0.36 0.12 0.16 0.33 0.32 0.09 0.09 0.14

Ref. (obs.)†† 0.42 0.13 0.13 0.14 0.53 0.18 0.18 0.14 0.37 0.10 0.10 0.10

Over 0.21 0.05 0.07 0.28 0.32 0.05 0.06 0.45 0.25 0.07 0.08 0.22

Over mod ff 0.22 0.05 0.07 0.33 0.30 −0.02 −0.02 0.34 0.25 0.03 0.04 0.17

Over bulk 0.31 −0.00 −0.00 0.06 0.34 −0.00 −0.00 0.23 0.32 −0.03 −0.03 0.03

Over bulk 2 0.30 0.07 0.08 0.22 0.60 0.30 0.29 0.56 0.42 0.16 0.15 0.24

ModStall 0.19 0.05 0.06 0.26 0.34 0.16 0.21 0.56 0.25 0.10 0.12 0.29

MINCOG 0.40 0.17 0.18 0.30 0.51 0.21 0.21 0.44 0.45 0.20 0.20 0.26

Mertins 0.34 0.14 0.16 0.39 0.40 0.16 0.20 0.14 0.37 0.18 0.19 0.32

LU 0.18 0.02 0.03 0.26 0.26 0.04 0.05 0.10 0.21 0.03 0.03 0.20

Sawada 0.19 0.04 0.04 0.28 0.38 0.13 0.16 0.18 0.27 0.09 0.10 0.24

† The 95 % upper limit of the ordered distribution organised from low to high of the different verification scores when applying Monte-Carlo simulations (N = 104) assuming that
the predictions are uniformly distributed inside each category.
†† The 95 % upper limit of the ordered distribution organised from low to high of the different verification scores when applying Monte-Carlo simulations (N = 104) assuming that
the predictions are distributed in the same manner as the observations.

From a diligent inspection of Table V it is apparent that the MINCOG model, the Over Bulk2 model, and the Mertins method are the716

only methods having better verification scores than all the reference scores generated from random values for both random distributions717

when all data points are considered. However, the Over bulk2 model, which had the overall best scores for continuous icing rates when718

all three data sets are consolidated (Table IV), has less accurate predictions when no icing events are included. When investigating719

the contingency table for the Over bulk2 model in detail for the 67 KVN events, it is revealed that only two of the 30 no-icing events720

for the KV Nordkapp ships are observed with an icing rate below 0.05 cm h−1 in this model (not shown). The MINCOG model on721

the other hand has the highest PC, HSS, and PSS values for the KVN data alone and when considering all data points. Regarding722

the scores of the nomograms which are not evaluated in the previous sections, LU is performing worse than most of the other models,723

while Sawada is comparable to the model performance of ModStall. Interestingly both Mertins and the LU methods have more accurate724

predictions when applying this new category definition for the predictions compared to the original definitions of these nomograms725

(Table V compared to Table S.III). Mertins has in fact a better GMSS value than the MINCOG model for both the KVN data and the726

consolidation of all data. This difference is due to somewhat more hits for the moderate and severe events in the contingency table727

of Mertins compared to MINCOG. However, Mertins has more overestimations of a single category than has the MINCOG model.728

Indeed it is noticeable that the GMSS value is generally very sensitive to hits for the severe events. This is the reason why the GMSS729

value being relatively high for the clearly overestimating models of Overland and ModStall, where most severe icing events are in fact730

predicted as severe. The scoring matrix is designed in such a way that the overpredictions of the three other categories than the severe731

category are not penalised as much as the credit gained by hitting the severe events. This is underlined even more when investigating732

the verification scores when applying the original Overland category definition (Table S.III) in which only the overestimating models733

of Overland, ModStall, and Mertins are performing better than the reference forecast for the GMSS.734
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5.4. Data set uncertainty735

Indeed the uncertainty regarding the location on the ship in which the icing has been reported in the P&C and R&M data, might be736

an argument for not relying excessively on the verification results of the icing-rate calculations when applying input parameters from737

these two data sets. However, it is believed that the observations are collected in front of the ship on the superstructure, which are the738

common practice for icing observations according to WMO (1962) which state that ice accretion should be reported in the synop code739

when it is ”encountered on the superstructure of the ship”. In addition, it is not unreasonable to assume that the estimation from the740

MINCOG model of both the spray temperature and the spray speed is valid also for other ships with similar bow shapes as the KV741

Nordkapp. The distance from the bow in which freezing transpires in the front of the ship should neither be too far from that of KV742

Nordkapp. On the KV Nordkapp ships the distance from the gunwale to the location in which icing is measured is around 20 m from743

the bow and not far in the back of the 105 m long ships. This will probably make the calculations adjusted towards the KV Nordkapp744

ships more applicable for other shorter ships than otherwise.745

An additional issue with the P&C and R&M data is the uncertainty regarding the applied meteorological and oceanographic746

parameters, specifically since more parameters are obtained from reanalysis data, and that reanalysis data with courser horizontal747

resolution is applied compared to the KVN data. There is also in particular a concern regarding the use of the wave height in the748

R&M data set derived from the wind speed. For this reason the verification results from the KVN data alone are probably the most749

reliable ones. On the contrary, the in general thorough selection and screening of the P&C and R&M data, and the supplementation of750

missing parameters by using reanalysis data, probably enhances accuracy and applicability of these two data sets compared to previous751

verification and modelling of icing rate applying these data (Brown and Roebber 1985; Overland et al. 1986; Roebber and Mitten752

1987). Moreover, the verification results from these two data sets lead to generally the same conclusions as the results from the KVN753

data, i.e. that Overland and ModStall are overestimating icing rates and that Over bulk2 and the MINCOG model are the most accurate754

icing models verified in the current study.755

6. Summary and conclusions756

This study incorporates several unprecedented results regarding ship-icing prediction models and nomograms. Firstly, the study757

provides a comprehensive overview of the methods applied in operational weather forecasting. Secondly, the physical bases and758

assumptions of the icing models are critical evaluated by presenting and testing several modifications of the models including models in759

which most of the original assumptions have been changed. Hence, it is highlighted that the current version of the commonly-applied760

models of Overland (1990) and Modified Stallabrass (Henry 1995) are immensely overestimating the icing rates. Samuelsen et al.761

(2015) highlighted the challenges with these two models for a severe icing event related to a developing polar-low situation in the762

Barents Sea. The current study has fulfilled this evaluation by applying a more complete data set. This is probably the first time all of763

these methods are evaluated thoroughly against more comprehensive data sets including most atmosphere, ocean, and ship parameters764

involved in the icing process. The overestimation in the Overland (1990) model is particularly noticeable for low air and sea-surface765

temperatures. Nevertheless, it is discovered that instead of reducing the icing rates in the Overland model somewhat artificially by766

changing the polynomial fit or introducing a fetch factor, it is possible to formulate a simple physical Overland model providing more767

accurate predictions than the original one. This is obtained by applying a typical bulk-transfer coefficient for the heat exchange between768

the ocean and atmosphere, and including the evaporative and radiative heat flux in the calculation of icing rate. The evaporative heat769

flux is notably important in the calculation of the icing rates when applying input parameters from the P&C and R&M data sets in which770

the temperatures are higher than in the KVN data set (Figure 9). However, this new model, named Over bulk2, has also challenges771

regarding an in general overestimation of the icing rates in fetch-limited regions with very low air and sea-surface temperatures (Figure772

12 c
)

and d
)
).773
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Regarding the modifications done in the model of Stallabrass (1980) in a model named Modified Stallabrass, it is apparent that the774

application of a longer droplet cooling time results in cooling from the sea spray instead of melting, which provides unrealistically775

high icing rates. The removal of the ship dependent variables, as is done in the original Modified Stallabrass model, is reducing this776

overestimation by lowering the calculated spray amounts, but the icing-rate predictions are still improbably high. In fact, the original777

Stallabrass (1980) model has better verification scores than the Modified Stallabrass model (Table IV vs. Table S.I, and Table V vs.778

Table S.II).779

Simple nomograms with the definitions attached are not very accurate compared to the other methods. However, if applying a780

category definition which is more in agreement with the climatology of icing observations from the ships from which the nomograms are781

evaluated, these methods are more accurate (Table V vs. Table S.III). Indeed the nomogram of Mertins (1968) is providing reasonable782

results, specifically for the severe icing events and may be applied as a simplistic method when using the new category definition of783

this paper. Observations also indicate that a lower threshold for wind speed around 10.8 m s−1 (Beaufort 6) in icing events as applied784

in Mertins (1968), is not an unreasonable assumption based on the icing observations from the three data sets applied (Figure 12 b
)
).785

On the other hand this does not indicate that it is not possible for icing to occur at lower wind speeds. In addition, this nomogram does786

not apply wave height as a separate input parameter. As a matter of fact it is revealed that high waves and very low air temperatures787

rarely occur in conjunction over sea areas (Figure 14). For this reason models and nomograms that do not treat wind speed and wave788

height separately, will overestimate icing in such areas. Consequently it is preferable to apply methods taking this effect into account.789

Finally, the overall best model from the results of this study is the MINCOG model. This is apparent when considering both the790

continuous and categorically verification scores, in addition to the predicted icing-rate sensitivity to important input parameters involved791

in the ship-icing process when compared to the sensitivity of the icing-rate observations to the same parameters. In general it is rather792

encouraging that this relatively simple, stationary model has more accurate predictions compared to the ModStall and Overland model,793

also when this model is tested against icing-rate observations from ship types that the model is not adjusted for. However, there are still794

uncertainties regarding the accuracy of the icing observations and data sets applied in the current study, and the use of the same spray-795

flux formulation in icing-rate calculations for different types of ships. This is probably the reason for the errors in general still being796

relatively high and the correlation relatively low for the MINCOG model, also when comparing errors and skill scores obtained by this797

model with naı̈v reference errors or skill scores generated from random numbers. A possible way to handle all this uncertainty in future798

marine-icing forecasts is to introduce ensembles by applying different expressions for the spray flux, spray temperature, heat-transfer799

coefficient or other uncertain factors. Including input parameters that stems from different ensembles as well, may then generate a800

large ensemble prediction system of icing. Whether such ensemble icing-rate forecasts will provide information that has high enough801

quality to be applicable in operational weather forecasting is then a question that needs to be addressed in further investigations. Such802

models must also be tested against hopefully more accurate icing-rate observations from a range of ship types from future marine-icing803

observation field programs.804
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Appendix817

Table A.I contains an explanation of the different symbols applied in the paper.818

Table A.I. List of symbols

A Albedo of freezing surface

BIAS Mean error: 1
n′
∑n′

i=1 (Pi − Oi),
n′ number of events, Pi predictions,Oi observations

CE Bulk-transfer coefficient for moisture
CH Bulk-transfer coefficient for heat
CI Ice concentration (fraction)
c Wave-phase speed (m s−1)
cg Wave-group speed (m s−1)
cp Specific heat capacity of air (1004 J kg−1 ◦C−1)
cw Specific heat capacity of sea water (4000 J kg−1 ◦C−1)
dr Droplet diameter (2.0×10−3 m)
DW Wave direction (◦)
es Saturation vapour pressure (hPa)
g Gravitational acceleration (9.81 m s−2)
dh/dt Icing rate (cm h−1)
ha Heat-transfer coefficient (W m−2 ◦C−1)
he Evaporative heat-transfer coefficient (W m−2 ◦C−1)
Hs Significant wave height (m)
k Transfer coefficient (J m−3 ◦C−1)
ka Thermal conductivity of air (0.023 W m−1 ◦C−1)
Lfs Latent heat of freezing of saline water (J kg−1)
Lv Latent heat of vaporisation (2.5×106 J kg−1)
lwc Liquid water content in spray (kg m−3)
↓↑ LW Incoming and outgoing longwave radiation (W m−2)
dMi/dt The accumulation rate of the total mass of ice (tonnes h−1)

MAE Mean-absolute error: 1
n′
∑n′

i=1 |Pi − Oi|
MASE Mean-absolute-scaled error:

MAE×
(

1
n′−1

∑n′
i=2

∣∣Oi − Oi−1

∣∣)−1

N Number of elements
n Freezing fraction
n1 Normal vector towards freezing plate
Nud Droplet Nusselt number
Ps Significant wave period (s)
p Air pressure at mean sea level (hPa)
Qc Convective heat flux (W m−2)
Qd Heat flux from incoming water droplets (W m−2)
Qe Evaporative heat flux (W m−2)
Qf Heat flux released by freezing (W m−2)
Qr Radiative heat flux (W m−2)
r Correlation coefficient
Re Reynolds number
Red Droplet Reynolds number
Rd Gass constant of dry air (287 J kg−1 K−1)
Ri Ice accretion flux (kg m−2 s−1)
RH Relative humidity of air (fraction)
RS Visually-estimated icing rate (code)
Rw Spray flux (kg m−2 s−1)

RMSE Root-mean-squared error:
√

1
n′
∑n′

i=1 (Pi − Oi)
2

RMSSE Root-mean-squared-scaled error:

RMSE×
(

1
n′−1

∑n′
i=2

(
Oi − Oi−1

)2)−1/2

Sw Salinity of sea water (ppt)
↓↑ SW Incoming and reflected shortwave radiation (W m−2)
s Distance from freezing plate to gunwale (m)
SST Sea-surface temperature (◦C)
Ta Air temperature at ship level (◦C)
Td Temperature of individual droplets (◦C)
Tf Freezing temperature of sea water (◦C)
Ts Freezing temperature of brine (◦C)
Tsp Temperature of the spray at the position where icing occurs (◦C)
Tv Virtual air temperature at ship level (◦C)
tdur Time duration of spray cloud (s)
∆t Droplet cooling time (s)
u∗ Friction velocity (m s−1)
V Absolute wind speed (m s−1)
Vr Relative speed between a ship and an oncoming wave (m s−1)
Vgr Relative speed between a ship and wave groups (m s−1)
Vs Ship speed (m s−1)
Wr Relative velocity between a ship and the wind (m s−1 and ◦ for direction)
Wrn Normal component of Wr relative to a vertical plate (m s−1)
z Height above sea level (m)
z0 Roughness length (m)
z0T Roughness length of temperature (m)
α Angle between a ship and waves (◦)
β Angle between a ship and wind (◦)
ε Ratio of molecular weights of water and air (0.622)
κ von-Karman constant (0.4)
L Likelihood function
ρa Density of air (1.3 kg m−3)
ρi Density of ice (890 kg m−3)
ρw Density of sea water (1028 kg m−3)
σ Stefan-Boltzmann constant (5.67× 10−8 W m−2 K−4)
ψm Stability correction term for momentum
ψh Stability correction term for heat
φm Non-dimensional wind shear
Φ Parameter from Overland et al. (1986) equal to cwn−1L−1

fs
(◦C−1)
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Supporting information819

Table S.I. As Table IV, but for the models Over mod, Over ff, Stall, and ModStall org not presented in Section 5.1 of the main article.

Table S.II. As table V, but for the models Over mod, Over ff, Stall, and ModStall org not presented in Section 5.3 of the main article.

Table S.III. As table V in Section 5.3, but the verifications scores for all methods are calculated with the original Overland category definition from Table III in
the upper panel. In the lower panel the original category definitions are applied for the methods of Over1990, Mertins, LU, and LUsst.
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Table S.I. As Table IV, but for the models Over mod, Over ff, Stall, and ModStall org not presented in Section 5.1 of the main article.

Name KVN data (N = 37) P&C and R&M data (N = 47) All three data sets (N = 84)
BIAS MAE RMSE r BIAS MAE RMSE r BIAS MAE RMSE r

† †† †† ††† † †† †† ††† † †† †† †††

Ref. 0.44 0.62 0.27 0.48 0.64 0.24 0.48 0.66 0.18

Over mod 3.74 3.78 6.73 −0.02 1.38 1.54 3.08 0.36 2.42 2.53 5.02 0.13

Over ff 3.29 3.41 6.94 −0.04 1.49 1.88 7.33 0.21 2.29 2.55 7.16 0.11

Stall 0.05 0.46 0.59 0.24 −0.18 0.32 0.47 0.55 −0.07 0.38 0.53 0.39

ModStall org 1.18 1.28 1.82 0.55 0.64 0.81 1.22 0.40 0.88 1.02 1.52 0.47

† Non-boldface is indicating that the mean error in the model is significantly (5% significance level) greater or lower than zero error (BIAS = 0). Boldface is indicating that there is
not enough support from the data set to reject the null hypothesis that the BIAS in the model is greater or lower than zero (5% significance level).
†† The 95 % lower limit of the ordered MAE and RMSE when applying a Monte-Carlo simulation (N = 104) of a naı̈v reference error (Hyndman and Koehler 2006). Models with
an MAE and an RMSE value below this reference value, have an MASE and an RMSSE significantly lower than 1 and these values are marked with boldface (see Section 5.1 for
details).
††† The 95 % upper limit of no positive correlation (r = 0) assuming t-distribution. Models with an r-value marked with boldface are greater than this highlighted reference value.

Table S.II. As table V, but for the models Over mod, Over ff, Stall, and ModStall org not presented in Section 5.3 of the main article.

Modelname KVN with no-icing (N = 67) P&C and R&M (N = 47) All data (N = 114)
PC HSS PSS GMSS PC HSS PSS GMSS PC HSS PSS GMSS

New category definition (Section 4.2)

Ref. (unif.)† 0.34 0.11 0.13 0.19 0.36 0.12 0.16 0.33 0.32 0.09 0.09 0.14

Ref. (obs.)†† 0.42 0.13 0.13 0.14 0.53 0.18 0.18 0.14 0.37 0.10 0.10 0.10

Over mod 0.18 0.04 0.05 0.23 0.23 −0.02 −0.02 0.40 0.20 0.02 0.03 0.16

Over ff 0.25 0.08 0.10 0.35 0.34 0.00 0.00 0.34 0.29 0.08 0.08 0.19

Stall 0.27 0.01 0.01 0.20 0.57 0.30 0.31 0.50 0.39 0.13 0.12 0.21

ModStall org 0.22 0.02 0.02 0.36 0.38 0.14 0.16 0.55 0.29 0.08 0.09 0.33

LUsst 0.28 0.07 0.08 0.19 0.28 −0.03 −0.04 −0.09 0.28 0.03 0.03 0.07

† The 95 % upper limit of the ordered distribution organised from low to high of the different verification scores when applying Monte-Carlo simulations (N = 104) assuming that
the predictions are uniformly distributed inside each category.
†† The 95 % upper limit of the ordered distribution organised from low to high of the different verification scores when applying Monte-Carlo simulations (N = 104) assuming that
the predictions are distributed in the same manner as the observations.



Table S.III. As table V in Section 5.3, but the verifications scores for all methods are calculated with the original Overland category definition from Table III in
the upper panel. In the lower panel the original category definitions are applied for the methods of Over1990, Mertins, LU, and LUsst.

Modelname KVN with no-icing (N = 67) P&C and R&M (N = 47) All data (N = 114)
PC HSS PSS GMSS PC HSS PSS GMSS PC HSS PSS GMSS

Overland category definition

Ref. (unif.)† 0.34 0.11 0.13 0.34 0.36 0.11 0.18 0.22 0.32 0.08 0.10 0.31

Ref. (obs.)†† 0.49 0.15 0.15 0.11 0.66 0.23 0.23 0.09 0.46 0.11 0.11 0.08

Over 0.21 0.05 0.07 0.35 0.40 0.12 0.19 0.33 0.29 0.10 0.13 0.37

Over mod 0.16 0.05 0.07 0.28 0.36 0.08 0.13 0.31 0.25 0.07 0.09 0.31

Over ff 0.22 0.01 0.01 0.41 0.49 0.12 0.16 0.35 0.33 0.07 0.08 0.41

Over mod ff 0.19 0.03 0.04 0.38 0.49 0.10 0.12 0.33 0.32 0.07 0.08 0.35

Over bulk 0.45 0.07 0.07 0.07 0.43 −0.02 −0.02 0.24 0.44 −0.00 −0.00 0.04

Over bulk2 0.27 −0.08 −0.09 0.05 0.70 0.32 0.31 0.42 0.45 0.05 0.05 0.08

Stall 0.31 0.01 0.01 0.15 0.68 0.35 0.39 0.42 0.46 0.13 0.13 0.14

ModStall org 0.25 0.03 0.04 0.45 0.55 0.25 0.33 0.40 0.38 0.13 0.15 0.45

ModStall 0.15 −0.00 −0.00 0.32 0.34 0.13 0.22 0.31 0.23 0.06 0.08 0.35

MINCOG 0.46 0.21 0.23 0.29 0.60 0.22 0.25 0.40 0.52 0.23 0.24 0.23

Mertins 0.25 0.04 0.06 0.37 0.43 0.19 0.30 0.02 0.32 0.13 0.17 0.42

LU 0.12 −0.01 −0.02 0.26 0.13 −0.04 −0.07 −0.15 0.12 −0.03 −0.04 0.24

LUsst 0.22 0.01 0.02 −0.01 0.32 0.05 0.08 −0.07 0.26 0.02 0.03 −0.01

Sawada 0.12 −0.02 −0.03 0.28 0.32 0.07 0.12 −0.05 0.20 0.04 0.05 0.29

Other category definitions

Over 1990$ 0.19 0.00 0.01 0.35 0.45 0.11 0.15 0.37 0.30 0.07 0.09 0.38

Mertins org$$ 0.39 0.15 0.19 0.21 0.30 −0.02 −0.02 0.02 0.35 0.10 0.12 0.17

LU org$$$ 0.21 0.01 0.01 0.23 0.40 0.12 0.14 0.13 0.29 0.05 0.06 0.18

LUsst org$$$ 0.28 0.02 0.02 0.11 0.28 −0.12 −0.13 −0.07 0.28 −0.04 −0.04 0.03

† The 95 % upper limit of the ordered distribution organised from low to high of the different verification scores when applying Monte-Carlo simulations (N = 104) assuming that
the predictions are uniformly distributed inside each category.
†† The 95 % upper limit of the ordered distribution organised from low to high of the different verification scores when applying Monte-Carlo simulations (N = 104) assuming that
the predictions are distributed in the same manner as the observations.
$ Applying the Overland (1990) definition of the boundaries for the predictions as described in Section 2.2.1, and illustrated by the vertical dashed lines in Figure 1. The observations
are however organised in the same manner as the Overland et al. (1986) category definition.
$$ Applying the original category definition of Mertins from Table III.
$$$ Applying the original category definition of LU from Table III.
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