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Summary

Venous thromboembolism (VTE) is a collective term for deep vein thrombosis and pulmonary embolism. VTE is the third most common cardiovascular disease, causing significant morbidity and mortality. Despite preventive strategies, the incidence of VTE has been stable or slightly increasing during the last decades, affecting 1-2 per 1000 individuals each year. Up to half of all VTE patients have no obvious cause of the disease. Thus, identifying novel biomarkers and unraveling underlying disease mechanisms might help diminish the health burden of VTE. Red cell distribution width (RDW) is a measure of the variability of size of the circulating red blood cells. It can increase due to various conditions that alter the bone marrow’s production of red blood cells, such as iron deficiency. Recent years, RDW has been associated with risk of several diseases. The first aim of this thesis was to investigate whether RDW is associated with future risk of VTE and mortality among VTE patients. Secondly, we aimed to investigate whether the association could be explained by underlying iron deficiency or intermediate development of other diseases.

All papers in this thesis use data from the Tromsø Study, a large population-based cohort study. Our study populations were recruited from the fourth survey. For paper I, subjects were followed from date of inclusion in 1994/95 through January 1, 2012. In paper III and IV, study participants were followed from date of inclusion through December 31, 2010. Paper II is a nested case-control study with cases and controls selected among participants in Tromsø 4. Validated events of VTE, cancer, myocardial infarction (MI) and stroke were registered throughout the study periods.

We found that RDW was associated with future risk of VTE and all-cause mortality among VTE-patients. The association could not be explained by underlying iron deficiency. Further, RDW was associated with future risk of cancer, but intermediate development of cancer, stroke or MI did not explain the association between RDW and VTE.
Sammendrag


Vi fant en sammenheng mellom høy RDW og økt risiko for fremtidig VTE, samt risiko for dødelighet blant VTE-pasienter. Sammenhengen kom ikke som en følge av jernmangel. Vi fant også en sammenheng mellom høy RDW og risiko for kreft, men hverken utvikling av kreft, hjerneslag eller hjerteinfarkt kunne forklare sammenhengen mellom RDW og VTE.
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ACT  anticoagulant treatment
AUC  area under receiver-operating curve
BMI  body mass index
CI   confidence interval
CRP  C-reactive protein
CTEPH chronic thromboembolic pulmonary hypertension
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SNPs single-nucleotide polymorphisms
TF   tissue factor
VTE  venous thromboembolism
1. Introduction

1.1 Epidemiology of venous thrombosis

Deep vein thrombosis (DVT) is the formation of a blood clot in a deep vein, usually in the lower limbs, obstructing the venous flow. Pulmonary embolism (PE) might occur secondary to a DVT if a part of the thrombus, an emboli, breaks loose and is carried by the bloodstream. As the pulmonary arteries decrease in size, the emboli is eventually wedged, obstructing the blood flow. However, no detectable DVT is found in up to half of all PE patients investigated with ultrasonography or magnetic resonance imaging (MRI) (1-3). In these cases, the entire thrombus might have embolized or dissolved. Alternatively, the emboli might have formed in the right atrium of the heart, or the thrombus could arise de novo in the lungs. Atrial fibrillation was associated with higher risk of PE than DVT, and explained 20% of PE events in the Tromsø study (4). Venous thromboembolism (VTE) is a collective term for DVT and PE. VTE is the third most common cardiovascular disease, causing significant morbidity and mortality (5). The incidence rate of VTE increases markedly with age, from one per 10 000 person-years in young adults to one per 100 person-years in the elderly (6, 7). Despite preventive strategies, the incidence has been stable or slightly increasing during the last decades (7, 8). Young women are more often affected than young men, while older men are more affected than older women (9).

VTE is a disease with serious acute and long-term complications. PE is the most common avoidable cause of death among hospitalized patients (10). Approximately one in every four PE-event is lethal (11), and the mortality rate remains increased up to 8 years following a VTE-event (12). In observational studies, 5-10% of VTE-patients died within one month, and 20-30% died within 5 years (6, 13-15). The mortality is highest for patients with underlying malignancy. The one-year survival rate in patients with cancer-related VTE was
12% in a Danish population-based study (16). In addition to increased mortality, a high proportion of VTE-patients suffer from long-term complications, such as recurrent events, post-thrombotic syndrome (PTS) and/or chronic thromboembolic pulmonary hypertension (CTEPH). The cumulative proportion of patients with VTE recurrence is approximately 30% after 10 years (17, 18), with highest risk the first 6-12 months (13, 17). Transient risk factors, such as surgery, is associated with a low risk of recurrence, while the risk of recurrence is high for patients with persisting risk factors, such as underlying malignancy or inherited thrombophilias, as well as for patients with unprovoked VTE (19-21). Moreover, the recurrent event tend to occur at the same location as the previous event (i.e. PE-patients develop a new PE rather than a DVT) (22). In the California Patient Discharge Data Set, 6.4% of DVT patients developed recurrent VTE within 6 months of hospital discharge, of which 85% developed a second DVT (23). In the same study, 70% of PE patients admitted with recurrent VTE were diagnosed with a PE. CTEPH is defined as chronic (more than 6 months) hypertension in arteria pulmonalis following a PE-event (11). The condition affects 2-4% of PE-patients, often causing dyspnea and progressive heart failure (11, 24). PTS is a condition characterized by chronic pain, edema and dermatitis, and severely affected patients may develop venous leg ulcers (25, 26). PTS affects 20 to 50% of DVT patients, and risk factors include obesity, female sex, proximal DVT location and recurrent DVTs (18, 27). PTS may considerably impair mobility and quality of life (25), which may explain the association between DVT and subsequent work-related disability (28).

The VTE diagnosis is set using a combination of clinical prediction scores, laboratory tests and radiological imaging. For DVT, assessment of the clinical Wells score is combined with levels of D-dimer to exclude the diagnosis, while ultrasound is considered to be a confirmatory diagnostic test (29). Similarly, clinical prediction tools and D-dimer might rule out PE, whereas computed tomography pulmonary angiography (CTPA) confirms the diagnosis.
The increasing use of CTPA has led to an increased incidence of PE (31). In a study from the Nationwide Inpatient Sample and Multiple Cause-of-Death databases, the implementation of CTPA led to a 81% increase in the incidence rate of PE, a minimal change in mortality, and a 71% increase in presumed complications of anticoagulation (32). The high sensitivity of CTPA has led to increased ability to detect less severe PEs with unknown clinical significance (33). Thus, several PE-patients receive potential harmful treatment without clear benefit (34). New biomarkers might aid clinicians in VTE risk assessment, and might improve the prognostic prediction. The identification of novel risk factors and prognostic markers can potentially improve the benefit-to-harm ratio for both prevention and treatment of VTE.
1.2 Pathophysiology of venous thrombosis

The human body is equipped with a sophisticated system for maintaining a physiological balance between bleeding and thrombosis. Arterial clots are formed under high shear stress, typically after rupture of an atherosclerotic plaque or other damage to the vessel wall (35). If the vessel wall is injured, prothrombotic elements (such as collagen, ADP and tissue factor (TF)) are exposed on the luminal side, leading to accumulation and activation of platelets, activation of the coagulation cascade, and ultimately the formation of a thrombus (36). Venous blood clots form under low shear stress on the surface of a largely intact endothelium (37), and the exact mechanisms are not as well established as for arterial blood clots. The German scientist Rudolph Virchow proposed as early as 1856 that there is a triad of elements central in the pathogenesis of venous thrombosis (Figure 1). The triad, known as Virchow’s triad, consists of stasis of the blood flow, changes in the blood composition (i.e. hypercoagulability) and endothelial damage or dysfunction. Most of the recognized risk factors for VTE connect with one or more of these key elements.

![Figure 1. Virchow’s triad illustrating the three central elements in the pathogenesis of venous thrombosis](image-url)
DVTs most often develop in the sinuses of the venous valves (38). The endothelium contains natural anticoagulants like endothelial protein C-receptor, tissue factor pathway inhibitor, thrombomodulin and heparin-like proteoglycans. In the large veins, the ratio between the endothelial surface area and blood volume is low, and the anticoagulant properties of the endothelium is less effective than in smaller veins (39-41). In addition, the turbulent blood flow and the effect of gravity may lead to the formation of secondary vortexes with localized hypoxia in the venous valve pocket (Figure 2) (42). The innermost layer of the endothelium receives its oxygen supply from the luminal erythrocytes. Hypoxia might cause endothelial dysfunction with downregulation of the endothelial anticoagulant properties, promoting prothrombotic processes (43, 44). Moreover, hypoxia promotes the activation of leukocytes and platelets, which in turn might release TF-containing microvesicles (37). The activated leukocytes might express TF on the cell surface, recruit platelets and release neutrophil extracellular traps (NETs), and is suggested to play a key role in inflammatory mediated thrombosis (45, 46). However, the underlying mechanisms between microvesicles, NETs and VTE remain to be established.

Figure 2. Schematic representation of the blood flow observed around the venous valves of the deep veins. Oxygen tension is color coded with a gradient from red to blue: the darker the blue, the greater the hypoxia. The solid arrows illustrate blood flow direction with the development of vortexes in the venous valve pocket (42).
2. Risk factors

2.1 Risk factors for VTE

VTE is a complex disease with several known risk factors, but the underlying cause is still unknown in up to 50% of the cases (47). VTE is described as a multifactorial disease requiring the presence of more than one risk factor at the same time for an event to occur (48), as illustrated in the thrombosis potential model (Figure 3). A single risk factor is usually not sufficient for a thrombus to form, but the effect of multiple risk factors might overpower the physiological antithrombotic mechanisms.

Figure 3. The thrombosis potential model modified from Frits Rosendaal (48). The green line represents an inherited risk factor such as factor V Leiden (FVL) that is stable over time. The purple line represents the effect of a risk factor that increases over time, such as age. The blue line represents the joint effect of an inherited risk factor, age and provoking events. The figure illustrates how several risk factors for VTE might be required to reach the thrombosis threshold.
2.1.1 Inherited risk factors for VTE

Studies have indicated that genetic factors account for up to 60% of all VTE events (49, 50), and a family history of VTE is associated with a two- to threefold increase in risk of VTE (51-54). Inherited thrombophilias are generally caused by mutations that either decrease endogenous antithrombotic factors (loss-of-function), or potentiate prothrombotic factors (gain-of-function) (55). Loss-of-function mutations are quite rare (approximately 1% of the population), but are associated with high risk of VTE (56-58). Mutations causing deficiencies in antithrombin, protein C and protein S are associated with a 4 to 30-fold increased risk of VTE, but as they are rare in the total population, these mutations account for only a small proportion of VTE-events (55, 59).

Gain-of-function mutations are generally associated with a weak to moderate increase in risk of VTE, and are rather common in the population. Factor V Leiden is a mutation causing resistance to the anticoagulant effect of protein C (60), and is seen in approximately 5% of people of Caucasian heritage (59). Heterozygous carriers have a two to fivefold increased risk of VTE, while homozygous carriers have up to 12-fold increased risk (59, 61, 62). Prothrombin G20210A is a mutation causing increased levels of prothrombin and is associated with up to threefold increased risk of VTE for heterozygous carriers (59, 62). The mutation is present in 1-2% of the population, with some geographical variation (63). The most prevalent inherited risk factor for VTE, non-O blood type, is present in as much as 60% of the population (64), and is associated with up to twofold higher risk of VTE than people with O blood type (59). As several of the inherited risk factors for VTE are rather common, multiple risk factors might occur in the same person, conducting a synergistic effect on the risk of VTE. For instance, those heterozygous for both FVL and prothrombin G20210A have a 20-fold higher risk of VTE than the general population (65).
As mentioned, family studies indicate that genetic predisposition accounts for 60% of the VTE events. However, the known genetic variants only account for 10-20% of all VTEs (49), and there are likely several unknown inherited risk factors. During the last decades, genome-wide association studies (GWAS) have identified several novel single-nucleotide polymorphisms (SNPs) associated with VTE. GWAS test the association of a huge number of SNPs in participants classified by clinical phenotype (e.g. VTE), and is able to detect common alleles with modest phenotypic effects (66). Indeed, most of the newly discovered SNPs have only modest effect on the VTE risk and the clinical relevance is limited. De Haan and colleagues proposed the inclusion of selected SNPs in a VTE risk prediction model (67). Inclusion of the five most strongly associated SNPs to a non-genetic risk prediction model significantly improved the performance of the model (areas under receiver-operating curve (AUC) increased from 0.77 to 0.82). The risk prediction model included recent leg injury, surgery, pregnancy/postpartum, immobilization, oral contraceptive use, hormone replacement therapy, obesity and cancer. However, a validation study of the five SNP weighted risk score reported AUC of 0.59 in whites and 0.56 in African Americans (68). Nevertheless, these type of genetic risk scores might be clinically useful and cost-effective in high-risk persons (such as cancer or trauma patients), and novel biomarkers can prove helpful in identifying persons who will benefit from genetic profiling (67).
2.1.2 Acquired risk factors for VTE

**Age and gender:** The incidence of VTE increases exponentially by increasing age (6, 7, 69). In The Tromsø-study, persons above 70 years have 11-fold higher risk of VTE than those below 50 years (70). Similar results were found in The Nord-Trøndelag Health Study (HUNT) and the Longitudinal Investigation of Thromboembolism Etiology (LITE) study (69, 71). The incidence of hospitalization doubles with age, and hospitalization might account for 40-50% of VTE-events in the elderly (72). Moreover, ageing may be associated with increased prevalence of conventional risk factors (e.g. immobility, malignancy, co-morbidity and haemostatic factors) (72-74). However, further studies are warranted to identify age-specific risk factors for VTE, as well as possible interactions between established risk factors and high age.

In the LITE study, which consists of participants aged 45 years and older, men had higher incidence of VTE than women (69). In contrast, the incidence rate of VTE was slightly higher for women than men in the HUNT study (71). The HUNT study consist of subjects 20 years or older. No association between sex and risk of VTE was seen in the Tromsø Study (75). Women have increased risk of VTE during pregnancy (76), and use of estrogen in combined oral contraceptives or as hormone replacement therapy is associated with a two to threefold increased risk of VTE (77-79). This may explain the different risk of VTE in men and women of different age groups.

**Obesity and body height:** Worldwide, the obesity (BMI>30) prevalence has nearly tripled since 1975, and 13% of adults above 18 years were obese in 2016 (80). Obesity is associated with two to threefold increased risk of VTE (75, 81, 82), and there is a dose-response relationship between increasing BMI and risk of VTE (81). In the Tromsø study, the VTE risk increased by 30% per 1 SD increase in BMI (83), and further weight gain was associated with further increased VTE risk (84). Results from two Mendelian randomization studies imply a
causal relationship between obesity and VTE (85, 86). Obese people have higher concentrations of plasminogen activator inhibitor, TF, fibrinogen, Factor VIII and von Willebrand factor (87). Adipose tissue secrete leptin, a hormone found to promote thrombosis by increased platelet aggregation and TF expression (88). In addition, obesity might promote venous thrombosis by impaired venous return due to increased intra-abdominal pressure (89). Moreover, C-reactive protein (CRP) was associated with both obesity, myocardial infarction (MI) and VTE among female participants in the Tromsø-study, suggesting that inflammation might be a shared pathway for MI and VTE in obese patients (90). Tall men have higher risk of VTE than those of short stature, and there is a synergistic effect of body height and weight on the risk of VTE (5, 91, 92). Tall stature might cause venous stasis, and it increases the number of venous valves. However, the exact mechanisms for the association between height and VTE is unknown.

**Cancer:** The association between cancer and VTE was first described by Jean Baptiste Bouillaud in 1823 (93). The French physician Armand Trousseau described the phenomena of migratory thrombophlebitis (inflammation in the vessel wall at various locations) as an early sign of cancer (94), a sign later known as Trousseau’s syndrome (95). Approximately 20% of incident VTEs are associated with underlying malignancy, and cancer patients have a four to sevenfold increased risk of VTE (96, 97). Malignant diseases might increase the activation of platelets, reduce the synthesis of antithrombotic factors and increase the half-life of coagulation factors (98). Cancer cells might express TF, or produce TF-containing microvesicles (99). Moreover, tumor growth can damage or compress veins (100), and cancer patients are exposed to numerous risk factors for VTE such as surgery, infectious diseases and immobilization. Khorana et al developed a predictive model for VTE in cancer patients in 2008 (101), and several risk assessment models have been developed during the following years (102). However, in an external validation study, none of the included models had sufficient discriminating properties to justify introduction in clinical practice (103).
**Trauma, surgery and acute medical conditions:** The incidence of in-hospital VTE is more than 100 times greater than the incidence in the general population (104), and 25-60% of VTE-events occur in either hospitalized, institutionalized or recently hospitalized patients (105-107). The risk of VTE remains elevated for a substantial period of time after discharge, and might even be higher during the first three months after discharge than during the admission period (108). Between 70 and 80% of all fatal PE events occur in hospitalized medical patients (109). Surgery caused more than 40% of all provoked VTE events in the LITE study (6). Patients admitted to a trauma unit had 50% risk of developing a DVT without prophylactic treatment (110), and the risk of VTE was increased also in trauma patients receiving prophylactic anticoagulant treatment (111). VTE prevention in hospitalized patients is challenging, as these patients are at high risk of both bleeding and thrombosis. Several risk assessment models have been developed to improve VTE prevention in hospitalized medical patients, but the majority have limited generalizability and validation (112, 113). The Padua prediction score is perhaps the most recognized. The Padua score consists of 11 clinical features and was developed to discriminate between medical patients with high and low risk of VTE (114). In the original paper, patients with a high Padua score (≥4) had a 32-fold higher risk of VTE than patients with a Padua score <4. In a large, external validation study, patients with a Padua score ≥4 had only threefold higher risk of VTE than patients with a Padua score <4 (112), and the Padua score demonstrated a moderate degree of discrimination (Harrell’s C-index 0.60). Similar results were found in another large, multicenter validation study (115).

**Immobilization:** Hospitalized patients tend to be immobilized, and immobilization is a known risk factor for VTE (116). However, the risk of VTE by hospitalization far exceeds the risk of VTE by immobilization alone, and underlying disease is a major and independent cause of VTE. Long haul traveling (airplane, bus, train, car) is associated with an almost threefold increased risk of VTE, and the risk increases with increasing travel time (117).
Gene-environmental interactions: Several of the inherited and acquired risk factors for VTE display a synergistic relationship, i.e. the effect of the combined risk factors exceeds the sum of the effect from the individual components. For instance, patients with factor V Leiden have approximately a 4-fold increased risk of VTE, and women taking oral contraceptives have approximately a 3-fold increased risk of VTE, while patients with factor V Leiden taking oral contraceptives have a 15-fold increased risk of VTE (118). Women with inherited thrombophilias are at high risk of thrombosis during pregnancy and puerperium (48), and a synergistic effect has been described for obesity, inherited thrombophilia and use of oral contraceptives (82, 119, 120).

Despite the discovery of several inherited and acquired risk factors, up to 50% of all VTE events are unprovoked, i.e. the patients have no obvious risk factors triggering the event (47). Moreover, the incident rate of VTE has not decreased during the last decades (8, 11), and identification of novel risk factors and biomarkers could improve our understanding, prevention and treatment of the disease.
2.2 Red cell distribution width and risk of diseases

The British hematologist Cecil Price-Jones published a paper in 1922 in which he described a method for calculating the coefficient of the variation in the diameter of red blood cells (121). A Price-Jones curve refers to a distribution curve of the measured diameter of red blood cells, whereas the red cell distribution width express the width of the distribution curve of the measured volume of the red blood cells (i.e. the variation of corpuscular volume) (122). RDW can be calculated by a few different approaches. Most automated blood cell counters calculate the RDW-coefficient of variation (RDW-CV). (Figure 4)(122). RDW-CV is calculated by dividing the standard deviation of the mean corpuscular volume (MCV) by MCV and multiplying by 100 to yield a percentage value (122). As MCV is in the equation, a homogenous cell population with low MCV might have increased RDW, whereas a heterogeneous cell population with high MCV might have a normal RDW. The RDW-standard deviation (RDW-SD) is not dependent on MCV, and thus a more accurate reflection of red cell size variance. Nevertheless, as the vast majority of published studies and clinicians use the RDW-CV, I will refer to RDW-CV when I discuss RDW in this thesis.

Figure 4: Obtainment of RDW-CV and RDW-SD from a tentative erytrocyte volume distribution histogram. RDW-CV: Red cell distribution width – coefficient of variation; RDW-SD: Red cell distribution width – standard deviation; CV: corpuscular volume; MCV: Mean corpuscular volume. Modified from Caporal et al (122).
RDW increases with increasing age, but no consistent association is found between RDW and sex (123-125). People of African origin have higher RDW than Caucasians (125-127), and RDW is increased during pregnancy (128, 129). In a study of 26 individuals having monthly blood samples during one calendar year, the intra-individual biological variability in RDW was 3.4%, while the variability due to monthly differences was 1.6% (130). To date, no condition has been associated with an abnormally low RDW, but several diseases are associated with increased RDW (discussed in detail later). RDW has traditionally been used in a classification system for anemias developed by Bessman and colleagues in 1983 (131). High RDW may be caused by deficiencies in iron, B12 or folate (Table 1), but can also be caused by hemoglobinopathies, hemolysis and hemolytic anemia (132-134).

<table>
<thead>
<tr>
<th>Normal RDW</th>
<th>Low MCV</th>
<th>Normal MCV</th>
<th>High MCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal RDW</td>
<td>Thalassemia minor</td>
<td>Chronic disease</td>
<td>Aplastic anemia</td>
</tr>
<tr>
<td></td>
<td>Chronic disease</td>
<td>Hereditary spherocytosis</td>
<td>Myelodysplastic syndrome</td>
</tr>
<tr>
<td></td>
<td>Hemorrhage</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Classification system for anemias by RDW and MCV. Modified from Bessman et al (131)

Recent studies have found several associations between RDW and human pathology. In 2007, Felker et al. published the first study suggesting that RDW could be used in clinics beyond the differential diagnosis of anemia (135). A broad range of laboratory measures, including RDW, was measured in 2679 symptomatic heart failure patients from the North American Candesartan in Heart Failure: Assessment of Reduction in Mortality and Morbidity (CHARM) program and 2140 patients with symptomatic heart failure from the Duke Databank. During a median follow-up of 34 months, 952 of the patients in the CHARM program suffered...
a primary outcome (cardiovascular death or heart failure hospitalization). One standard deviation (SD) increase in RDW was associated with a 17% increased risk of adverse outcome (HR 1.17, 95% CI 1.10-1.25). The results were replicated in patients from the Duke Databank: RDW was associated with increased risk of all-cause mortality (HR 1.29 per 1-SD increase, 95% CI 1.16-1.43) (135). The study by Felker and colleagues was followed by several studies demonstrating that RDW was associated with risk of mortality and/or cardiovascular events in patients with cardiovascular disease (136-139), as well as in the general population (126, 140, 141).

Only a few studies have investigated the association between RDW and VTE. In 2013, a small case-control study by Cay et al. found that increased RDW was associated with presence of DVT (142). These findings were supported by findings from the Multiple Environmental and Genetic Assessment of risk factors for venous thrombosis (MEGA) study (143). In the latter study, individuals with RDW above the 95th percentile (RDW>14.1%) had a threefold higher risk of VTE compared to those with RDW values between the 5th and 95th percentiles (RDW range 11.7-14.1%). In both studies, the thrombotic event preceded the blood sampling. It was therefore impossible to determine whether high RDW was an actual risk factor or a consequence of VTE. An acute VTE event is accompanied by a prolonged inflammatory response, and inflammatory processes might influence RDW (139, 144). The effect of RDW on risk of incident VTE, VTE recurrence and mortality among VTE patients has not been studied in a prospective study.

2.2.1 Iron metabolism and risk of VTE

Iron has the capacity to accept and donate electrons, interconverting between ferric (Fe3+) and ferrous (Fe2+) forms (145), and iron is useful and required for adequate erythrocyte function, oxidative metabolism and many enzymes (146). However, iron can also damage
tissues by catalyzing the formation of free-radical ions that attack cellular membranes, proteins and DNA (145). Therefore, the iron metabolism is carefully regulated (Figure 5) (147).

**Figure 5**: Systemic iron homeostasis. Enterocytes take up iron from the intestinal lumen. Iron is exported into the bloodstream via ferroportin (FPN), a transporter regulated by hepcidin. Iron is transported in the bloodstream bound to transferrin (Tf-Fe2), which binds to the transferrin-receptor in iron demanding tissue, and is mostly used in the hemoglobinization of new red blood cells (RBC). Hepatocytes store excess iron as ferritin and express FPN for iron export. Iron-recycling macrophages engulf and degrade senescent RBCs to release heme into the phagolysosome. Heme is then processed to release iron which is either stored in ferritin or exported into the circulation via FPN with the assistance of ceruloplasmin (CP) ferroxidase. Fibroblasts of the kidney sense iron and oxygen deficiency and release erythropoietin (EPO) to enhance erythropoiesis. Iron utilization by the erythroid marrow and its recycling by macrophages account for the major iron fluxes in the body. Courtesy of Elsevier, license number 4223710421685 (147).
The body has no mechanism for active excretion of iron and the regulation of dietary iron absorption from the duodenum plays a critical role in human iron homeostasis (148). Ferroportin 1 (Fpn1, also known as Ireg1 and MTP 1) is the only known iron exporter identified to date (149). Ferroportin exports iron from enterocytes, macrophages and hepatocytes (148). The expression of ferroportin is regulated by the hormone hepcidin (150). Hepcidin binds to ferroportin causing its internalization and degradation, thereby inhibiting iron influx into plasma from duodenal enterocytes, macrophages and hepatocytes (151). The synthesis of hepcidin is stimulated by iron loading and inflammation, while iron deficiency decreases the hepcidin levels (152). Once transported across the basal membrane, iron is bound to plasma transferrin, and iron uptake from plasma is highly dependent on receptor-mediated endocytosis of transferrin bound to transferrin receptors (145). When increased iron uptake is needed (as in iron deficiency anemia), the expression of transferrin receptors are upregulated (146). Most of the body iron content is incorporated into hemoglobin in erythroid precursors or mature erythrocytes, and in myoglobin in muscles. The majority of remaining body iron is stored in the liver and in macrophages, mostly bound to ferritin proteins (153). Human ferritin is composed of two protein subunits, the H and L chain (154). Ferritin heavy-chain (FtH) takes up and releases iron rapidly, while the ferritin light-chain (FtL) is mainly an iron storage with less catalytic property (154). Moreover, inflammation upregulates FtH rather than FtL, as the catalytic properties of FtH are important for reducing iron availability (which is an important defense mechanism against pathogens) (153). The iron metabolism is continuously regulated in order to meet cellular iron demands, avoid oxidative damage and assist the immune system in its defense against pathogens. Hepcidin, ferritin and transferrin receptors seem to be key players in maintaining iron homeostasis (145, 147, 152, 153).

The association between body iron levels and VTE is scarcely investigated. Iron deficiency is the most common cause of anemia (155), and anemia has been associated with
cerebral venous thrombosis in several case reports and a case-control study (156, 157). Moreover, patients with PE had lower hemoglobin levels than age and sex-matched controls in a case-control study (158). Iron deficiency might cause thrombocytosis, and secondary thrombocytosis might explain an association between anemia and VTE (159). The abovementioned studies were conducted on small or highly selected study populations, and might not be relevant for the general population. Moreover, anemia might be caused by several conditions other than iron deficiency (160, 161), and iron deficiency does not always lead to anemia (162). In the third national health and nutrition examination survey, 9-11% of adolescent girls and women of childbearing age were iron deficient, whereas the prevalence of iron deficiency anemia was 2-5% in the same group (163). Thus, the association between iron metabolism and VTE remains to be investigated.
3. Aims of the thesis

- To investigate the association between RDW and risk of incident and recurrent VTE, and the association between RDW and risk of all-cause mortality among VTE-patients.

- To assess the impact of iron metabolism on risk of VTE and whether altered iron metabolism could explain the association between RDW and VTE.

- To investigate the association between RDW and risk of incident cancer, cancer stage and mortality among cancer patients.

- To assess whether the effect of RDW on VTE could be explained by intermediate development of MI, stroke or cancer.
4. Study Population and Methods

4.1 The Tromsø Study

The Tromsø Study is a population-based cohort study founded by the University of Tromsø in 1974. Its primary aim was to determine factors related to the high cardiovascular mortality observed in the northern part of Norway (164). Seven surveys have been conducted, the first in 1974 and the most recent in 2015-16, and several diseases and conditions have been included.

All four papers included in this thesis are based on the fourth survey of the Tromsø study (Tromsø 4) conducted in 1994-95. All inhabitants aged ≥25 years were invited to the first screening visit, and 27,158 participated (77% of the eligible population). All participants aged 55 to 74 years and 5-8% samples in the other 5-years birth cohorts were invited to a more extensive second screening visit. Of the 10,542 eligible subjects, 78% (7,965) attended the second visit (164).

Papers I-III in this thesis are based on prospective follow-up studies on Tromsø 4 participants. For paper I, subjects were followed from the date of inclusion in 1994/95 through January 1, 2012. In paper II and III, study participants were followed from the date of inclusion through December 31, 2010. Paper IV is a nested case-control study with cases and controls selected among participants in Tromsø 4. The cases were drawn from participants diagnosed with a VTE event between 1994/95 and 2007. For each VTE-patient, two age-, sex-and index-date-matched controls were selected. The index-date was the time of the VTE event, meaning the controls had to be alive and without a VTE-diagnosis at the time of the VTE event in the corresponding case.
4.2 Baseline measurements (Tromsø 4)

Baseline information was collected by self-administered questionnaires, blood samples and a physical examination. Non-fasting blood samples were collected from an antecubital vein and analyzed at the department of Clinical Chemistry, University Hospital of North Norway. Serum and citrated plasma were prepared by centrifugation after one hour respite at room temperature, and frozen at -70ºC. For measurement of blood cell count, including RDW, 5 ml of blood was drawn into a vacutainer tube containing EDTA (K3-EDTA 40 µL, 0.37mol/L per tube) as an anticoagulant, and analyzed within 12 hours in an automated blood cell counter (Coulter Counter®, Coulter Electronics, Luton, UK). RDW was calculated by dividing the standard deviation of the mean corpuscular volume (MCV) by MCV and multiplying by 100 to express the result as a percentage (133). For measurements of CRP, hepcidin, FtL and sTfR, plasma samples were thawed and analyzed by enzyme-linked immunosorbent assays. Height and weight were measured with participants wearing light clothes and no shoes, and BMI was calculated as weight in kilograms divided by the square of height in meters (kg/m²). Information on smoking habits, family history of cardiovascular diseases, hormone therapy and concurrent diseases was obtained from a self-administered questionnaire.
4.3 Outcome measures

The University Hospital of North Norway is the only hospital in the region, and all diagnostic radiology and hospital care is provided exclusively by this hospital. The hospital discharge diagnosis registry covers both hospitalizations and outpatient clinic visits. Moreover, the unique Norwegian national 11-digit identification number allows linkage to national and local diagnosis registries. The National Registry covers all subjects registered as inhabitants of Norway at the time of their death, without regard to whether the death took place in Norway or abroad.

4.3.1 Identification and validation of venous thromboembolic events

All VTE events during follow-up were identified by searching the hospital discharge diagnosis registry, the autopsy registry and the radiology procedure registry at the University Hospital of North Norway. The relevant discharge codes were International Classification of Diseases (ICD), revision 9 codes 325, 415.1, 451, 452, 453, 671.3, 671.4, 671.9 for the period 1994-98, and ICD-10 codes I26, I80, I81, I82, I67.6, O22.3, O22.5, O87.1, O87.3 for the period 1999-2012. Trained personnel reviewed and validated each potential VTE case by assessment of the patient’s medical record. For the potential cases derived from either the hospital discharge registry or the radiological procedure registry, all following four criteria were required for a VTE event to be recorded; 1) The presence of signs and symptoms accordant with either a DVT, PE, or both; 2) Objective confirmation by a diagnostic procedure (i.e. compression ultrasonography, venography, spiral computed tomography, perfusion-ventilation scan, pulmonary angiography or autopsy); 3) A diagnosis of a DVT or PE noted by a physician in the patient’s medical records, and 4) Initiation of VTE treatment (i.e. anticoagulant medication, thrombolysis, vascular surgery) unless contraindications were specified. For the potential cases
derived from the autopsy registry, a VTE was only recorded when the autopsy report indicated VTE as the cause of death or as a significant condition associated with the cause of death.

VTE events were classified as DVT or PE, and if DVT and PE occurred simultaneously, it was recorded as a PE. Moreover, the VTE events were classified as provoked or unprovoked depending on the presence of provoking factors at the time of diagnosis. Provoking factors were recent surgery or trauma (within the previous 8 weeks), acute medical conditions (MI, ischemic stroke or major infectious disease), active cancer, immobilization (bed rest >3 days, wheelchair use or long-distance travel) or any other specific factors described by a physician in the medical record (for instance intravascular catheter).

Recurrent VTE was defined as symptomatic, objectively confirmed DVT or PE at (i) another location than the first VTE, or at (ii) the same location as the first VTE in cases where the recurrence occurred more than 7 days after the initial event.

4.3.2 Identification and validation of cancer

All cancer diagnoses in the Norwegian population are registered in the Cancer Registry of Norway and information about cancer in the cohort was obtained by linkage to the cancer registry using the unique 11-digit personal identification number. In a recent evaluation of the data quality, the Cancer Registry of Norway had a completeness of 98.8% with 94% of the cases being histologically verified (165). The cancer registry provided information on the date of diagnosis, location of disease (ICD-7 codes 140-205, except for non-melanoma skin cancer (ICD-7 code 191)) and cancer stage. Information on mortality was obtained by linkage to the National Causes of Death registry kept by Statistics Norway.
4.3.3 Identification and validation of myocardial infarction

All first-time events of MI were identified by linkage to the diagnosis registries at University Hospital of North Norway (outpatient diagnoses included) and the National Causes of Death Registry at Statistics Norway. Cases of possible incident nonfatal and fatal MI were identified by a broad search for the ICD-9 codes 410 to 414, 430 to 438, and 798 to 799 in the period 1994–1998 and thereafter for the ICD-10 codes I20 to I25, I60 to I69, and R96, R98, and R99. An independent endpoint committee validated all possible events of MI. The hospital medical records were retrieved for case validation. Information from the National Causes of Death Registry and from death certificates was used to collect relevant information of the event from additional sources such as autopsy reports and records from nursing homes, ambulance services, and general practitioners. Manual and/or electronic text searches in paper versions (used until 2001) and digital versions of hospital records were conducted for notes on MI in all participants with one or more of the abovementioned diagnosis (ICD-codes).

All incident events were classified as definite, probable, or possible MI, based on a classification algorithm that included clinical symptoms and signs, findings in electrocardiograms (ECG), values of cardiac biomarkers, and autopsy reports, when applicable. Definite MI was defined by one of the following sets of conditions; (1) Typical, atypical, or inadequately described symptoms plus a definite new infarction in ECG recordings; (2) Typical symptoms plus significantly higher myocardial enzymes and/or troponin levels; (3) Atypical or inadequately described symptoms plus significantly higher myocardial enzymes and/or troponin levels plus a probable new infarction in ECG recordings or (4) Postmortem evidence of recent MI or thrombosis.
4.3.4 Identification and validation of stroke

Stroke was defined according to the WHO definition as rapidly developing clinical signs of focal or global disturbance of cerebral function, with symptoms lasting 24 hours or longer or leading to death, and with no apparent cause other than vascular origin (166). First-ever non-fatal and fatal strokes were identified by a search for the ICD-9 codes 430-438 and ICD-10 codes I60-I69 in the diagnosis registries at the University Hospital of North Norway (diagnoses from outpatient clinics included), and the National Causes of Death Registry at Statistics Norway. An independent endpoint committee reviewed hospital medical records for validation of all possible hospitalized and out of hospital stroke events. Information from the National Causes of Death Registry and from death certificates was used to collect relevant information of the event from additional sources such as autopsy reports and records from nursing homes, ambulance services, and general practitioners. Event ascertainment followed a detailed protocol, according to established diagnostic criteria. Each case was reviewed separately. Moreover, manual and/or electronic text searches were performed in paper versions (used until 2001) and digital versions of hospital records for notes on stroke in all participants with a diagnosis of ICD-9 410-414, 798-799, and ICD-10 I20-I25, R96, R98, and R99.
5. Main results

5.1 Paper I

RED CELL DISTRIBUTION WIDTH IS ASSOCIATED WITH INCIDENT VENOUS THROMBOEMBOLISM (VTE) AND CASE-FATALITY AFTER VTE IN A GENERAL POPULATION

RDW is associated with cardiovascular event rate, cardiovascular mortality and all-cause mortality. Previously, two case-control studies and one cohort study suggested an association between RDW and incident VTE. Whether RDW is associated with recurrence or mortality in VTE patients had not been investigated. This prospective, population-based cohort study was conducted to investigate the impact of RDW on risk of incident and recurrent VTE, and case-fatality in a general population. RDW was measured in 26,223 subjects enrolled in the Tromsø Study in 1994-95. All verified incident and recurrent VTE events among the study participants were registered until January 1, 2012. Overall, study participants with RDW≥13.3% (the upper population-based quartile) had a 50% higher risk of incident VTE than those with RDW<13.3% (lower quartile). The risk estimates were especially high for unprovoked deep vein thrombosis (HR highest versus lowest quartile of RDW: 1.9, 95% CI 1.2-3.2), supporting the idea that RDW may influence rheological properties of circulating erythrocytes. RDW was not associated with risk of VTE recurrence, but subjects with RDW≥13.3% had 30% higher risk of all-cause mortality after the initial VTE-event compared to those with RDW<13.3%. In conclusion, high RDW is a risk factor of incident VTE, and a predictor of all-cause mortality in VTE patients.
PLASMA HEPcidIN IS ASSOCIATED WITh FUTURE RISK OF VEnOUS THROMBOEmBOLISM

RDW is associated with numerous diseases, including VTE, but the underlying mechanism(s) are unsettled. Iron deficiency anemia is associated with high RDW, and studies suggest an association between iron deficiency and VTE. Thus, underlying iron deficiency may explain the association between RDW and VTE. In this nested case-control study, 390 VTE-patients and 802 age- and sex-matched controls were selected from the fourth survey of the Tromsø study. Iron status was assessed by measurement of hepcidin and ferritin-light-chain (FtL). RDW was inversely correlated with plasma levels of hepcidin, FtL and hemoglobin (Pearson correlation coefficient: -0.17, -0.11 and -0.17, respectively). The risk of VTE increased linearly across categories of higher plasma hepcidin levels. Participants with hepcidin in the highest quartile had an OR for VTE of 1.32 (95% CI 1.00-2.42) and those above the 90% percentile had an OR for VTE of 1.66 (95% CI 1.14-2.42) compared to the reference group (quartile 2 and 3). Similar results were found for FtL, albeit statistically not significant. The risk of VTE increased by categories of higher RDW, and was strengthened after inclusion of hepcidin and FtL in the multivariable model. In conclusion, our findings rejected the hypothesis that iron deficiency explained the association between RDW and VTE, and suggested, in contrast, that high body iron levels might increase the risk of VTE.
5.3 Paper III

**IMPACT OF RED CELL DISTRIBUTION WIDTH ON FUTURE RISK OF CANCER AND ALL-CAUSE MORTALITY AMONG CANCER PATIENTS – THE TROMSØ STUDY**

RDW has been associated with several malignancies, poor cancer prognosis and all-cause mortality in cancer patients and the general population. To the best of our knowledge, this prospective, population-based study was the first to investigate the association between RDW and future risk of cancer, cancer stage and mortality among cancer patients. RDW was measured in 25,383 participants in the Tromsø study, and all incident cancer diagnoses and deaths among the study participants were recorded until December 31, 2010. During a median follow-up time of 15.7 years, 1191 men and 1114 women were diagnosed with cancer. Men with RDW≥13.2% (the upper quartile) had a 30% increased risk of cancer compared to men with RDW<12.3% (lower quartile) (HR 1.30, 95% CI 1.07–1.59). Furthermore, RDW was associated with increased risk of cancer in women of postmenopausal age (≥55 years), whereas no association was found in women of premenopausal age (<55 years). In men, a 1% increase in RDW was associated with a 21% increased risk of regional cancer spread (HR 1.21, 95% CI 1.11–1.33) and a 19% increased risk of distal metastasis (HR 1.19, 95% CI 1.06–1.33). High RDW was associated with increased all-cause mortality in both male and female cancer patients. In conclusion, RDW was associated with future risk of incident cancer in men and women of postmenopausal age, as well as increased risk off all-cause mortality among cancer patients.
THE ASSOCIATION BETWEEN RED CELL DISTRIBUTION WIDTH AND VENOUS THROMBOEMBOLISM IS NOT EXPLAINED BY MYOCARDIAL INFARCTION, STROKE OR CANCER

RDW is a risk marker of VTE, myocardial infarction (MI), stroke and cancer. As RDW is a numerical concept, it is likely to assume that the observed associations between RDW and various diseases are explained by underlying pathological mechanisms. However, the underlying explanation for the association between RDW and VTE remains unsettled. A relation between arterial thromboembolic diseases and risk of VTE has been reported in several studies. Moreover, cancer is associated with increased risk of VTE. Due to the established interrelations between these diseases, the apparent association between RDW and VTE could be explained by intermediate development of MI, stroke or cancer. In this prospective, population-based study, 24,363 participants from the Tromsø Study were followed for a median of 16 years. RDW was measured at baseline, and all incident events of VTE, MI, stroke and cancer among the study participants were registered. Conventional and cause-specific Cox-regression models were used to estimate hazard ratios for VTE according to RDW. In cause specific analysis, where each individual contributed with person-time until the first occurring event (i.e. first occurring event out of MI, stroke, cancer or VTE), the risk estimates were essentially similar to the results from the conventional Cox-regression analysis. These findings suggest that the association between RDW and future risk of VTE could not be explained by intermediate development of MI, stroke or cancer.
6. General discussion

6.1 Methodological considerations

6.1.1 Study design

All papers in the thesis utilize a large population-based cohort study, the Tromsø Study. Paper I, III and IV have a traditional, prospective cohort study design, whereas paper II is a nested case-control study derived from the Tromsø Study. Cohort studies have several advantages compared to other study designs. Entire populations might participate, increasing the external generalizability and the chance of finding a valid association. In a cohort study, participants are followed from attendance date until the occurrence of an outcome (e.g. disease), until the participant cannot be followed (i.e. diseased or moved from the study area) or until the end of the study period. Thus, it is possible to assess and compare rates of outcome in participants with various traits (e.g. exposures) with a clear temporal sequence between exposure and outcome. However, cohort studies are not well suited for rare diseases unless the cohort is very large (167). VTE is a relatively common disease and suitable for cohort studies.

Cohort studies are non-experimental, but not without ethical concerns. Cohort studies are costly and resource demanding, and will, at least if publically funded, draw resources from other areas of the health care system. More importantly, cohort studies require healthy individuals to undergo various medical tests. Even the best tests generate false positive results, and the positive predictive value depends on the prevalence of disease in the test population. As most diseases are relatively rare in the general population, the positive predictive value of most tests are low in cohort studies. Thus, cohort studies generate a significant amount of false positive test results requiring resource demanding and potentially harmful confirmation tests, and both the economic and human cost/benefit-ratio require attention when designing cohort studies. All participants in the Tromsø study with deviating results (outside normal ranges) are
referred to their GPs or a relevant outpatient clinic at the University hospital of North Norway for further examinations. Thus, the Tromsø study generates substantial economic and human costs in addition to the actual survey, and invited participants must receive valid and thorough information on both benefits and risks before deciding to participate or not. However, the society considers the information and knowledge obtained from the study to outweigh the cost.

Large cohort studies increase the likelihood of statistically significant results (e.g. p-values below 0.05). However, statistical significance does not always equal clinical significance, and the researcher should formulate a clinical or biological meaningful hypothesis before performing the analysis. Case-control studies are more efficient and less resource demanding than cohorts, and better suited to investigate rare disorders. However, most case-control studies are retrospective and prone to reverse causation and recall bias, and cannot assess cause-and-effect relationships. For instance, a meta-analysis based on four case-control studies and one prospective study concluded that HDL-cholesterol protected against VTE (81). However, inflammation might decrease HDL-cholesterol levels (168), and low HDL could be an effect rather than a cause of VTE. In accordance with this, three independent cohort studies found no significant association between low HDL and risk of VTE (169-171). Furthermore, the selection of controls can be problematic in case-control studies. Ideally, controls should be sampled from the source population of cases, rather than from the entire non-diseased population (172). However, a nested case-control study design can draw advantages from “both worlds” (173). In paper II of this thesis, cases and controls were sampled from the background cohort and blood samples taken several years previously were thawed and analyzed. This enabled us to limit the use of expensive analyses without sacrificing the temporal advantage of cohort studies. Moreover, the cases and controls were sampled from the same population and matched on age, sex and index-date, as previously described.
Even though cohort studies can establish temporal associations, they cannot establish causality. Randomized controlled trials (RCT) randomly allocate individuals to an exposure (or intervention) before assessing the effect on outcome. In cohort studies, allocation of individuals is not by chance, and the observed difference in outcome might be attributed to factors other than the exposure (confounding). Moreover, cohort studies are not able to obtain experimental evidence for the detected association, one of the Bradford-Hill criteria of causality (174). Nevertheless, as RCTs require large resources and substantial ethical considerations, cohort studies are useful to identify associations for further investigation in RCTs.

6.1.2 Information bias, misclassification and regression dilution bias

All measurements and calculations will have some degree of error, and could possibly lead to information bias. Measurement errors occur when continuous variables are measured incorrectly, while misclassification errors might be present in categorical variables. Both errors might be random or systematical. If the error is systematical, we get information bias. For instance, if only one cuff size is used to measure blood pressure in a study and an inappropriate cuff size yield erroneous results, obese subjects would have more erroneous measurements than normal-weight subjects. Self-administered questionnaires may cause errors and possible bias. The questions might be difficult to answer correctly, either because the participants do not understand the question, do not know what to answer (e.g. do not remember how many units of alcohol they consume during a period), or study participants might answer incorrectly (e.g. underestimate their body weight). Alternatively, the questions might be interpreted differently than intended. Many of these errors are likely to be of a random nature, while some information is more likely to be systematically wrong. It is more likely to get an overestimation of body height and an underestimation of body weight than the opposite. In the Tromsø study, height
and weight were measured at the time of the physical examination. Paper I includes self-reported information on previous cardiovascular disease, smoking habits and hormone therapy. The validity of self-reported stroke has been assessed by Engstad et al. (175). They estimated the sensitivity of self-reported stroke in Tromsø4 to be 80% and the specificity to be 99%. They concluded that the self-administered questionnaire is suitable to assess the prevalence of stroke. The questions regarding smoking and use of hormone therapy are not validated.

Another type of measurement error arises from errors in the measurement process, either human error or error within measurement instruments. Measurement errors due to analytical variation are typically of a random nature as long as the instruments are calibrated regularly. The department of Clinical Chemistry at the University Hospital of North Norway report the analytical variation of RDW measurement to be less than 3%. Finally, punching the collected data into the dataset could be a source of errors.

Taken together, it is likely to assume some misclassification errors in our data. The effect of misclassification on the risk estimates depends on the type of misclassification error. If the misclassification is evenly distributed among study participants and independent of other variables, it is non-differential. In general, non-differential misclassification is thought to lead to bias towards the null, i.e. the observed effect is smaller than the true effect (176). Even though the classification process yields errors non-differentially, the misclassification in the data might in fact be differential due to chance (177). Thus, even random measurement errors might cause biased estimates greater than the true estimates, and one cannot always claim that the observed effect must be an underestimation (178). Differential misclassification errors would inevitably lead to bias as the error is not evenly distributed among the study participants (179). One example of the latter is recall bias. Study participants with a disease are more likely to report the presence of a risk factor than healthy study participants are. The magnitude of the bias depends on the sensitivity and specificity of the measurement. For instance, if the sum of
the sensitivity and specificity for the self-administered questionnaire on smoking habits in the Tromsø Study were less than one, the direction of the observed association (for an outcome with smoking as risk factor) would be reversed from the true association. However, the abovementioned study by Engstad et.al indicate much better test properties for the self-administered questionnaire. Moreover, information from self-administered questionnaires were only used to control for possible confounders in paper I of this thesis and the effect of misclassification errors on the risk estimates should not be substantial. The endpoint-committees were blinded for the baseline variables, and any misclassification in outcome assessment should not be influenced by exposure status.

In all papers of this thesis, RDW was measured at baseline only, and could potentially change during the relatively long follow-up. Mean time from baseline to outcome was 9 years in paper I, III and IV and 7 years in paper II. For cohort studies with long time-lapse from exposure and outcome, modifiable risk factors might cause regression dilution bias (180). For instance, if a person has a low RDW-value at baseline, she would be placed in quartile 1 (e.g. the reference group). If the RDW-value subsequently increases, she would still be in quartile 1 in the study, but perhaps in quartile 3 or 4 in reality. Another person might have measured a high RDW at baseline that subsequently decreases. Thus, person 1 has a higher risk during follow-up than the baseline value indicates, whereas the opposite is the case for person 2. As a result, the risk estimates for VTE is attenuated (180). The regression dilution bias increases the risk of missing true positive associations (type II errors), but can be corrected using repeated measurements from a representative sample of the study population. Unfortunately, no repeated measurements were available for RDW in our study population.
6.1.3 Confounding and effect modification

Confounding is a central issue for all epidemiologic study designs. A simple definition of confounding is “the confusion of effects”, implying that the effect of the exposure is mixed with the effect of another variable, leading to a bias (167). A confounder is a variable related to both the exposure and the outcome that is not directly in the causal pathway (181). In a cohort study, this means that the confounding variable must differ between the comparison groups and it must influence the outcome. Naturally, confounding is a potential problem for causality assessment, and it might, if not noticed, lead to wrong conclusions on associations. Confounding can lead to over- or underestimation of the true effect. It can also reverse the apparent direction of an effect. It differs from selection and information bias in the way that a confounded association is real (but not causal). Cohort studies are prone to confounding because the study design does not contain randomization (as RCTs do), but there are approaches for controlling the effect of confounding (181, 182). First, one must identify possible confounders, ideally by review of the available literature. The next step is to assess whether the distribution of potential confounders varies between study participants. After selecting available confounders, there are in general two possible actions to control confounding: stratification and multivariable models. Stratification of continuous variables is possible after categorization. The range in these categories must not be too wide in order to avoid residual confounding. However, narrow ranges would create small study populations for each analysis, which is a major limitation to stratification (183). Small sample sizes reduce the statistical power and yield uncertain risk estimates with wide confidence intervals. Moreover, as each subgroup is analyzed individually, the risk of false positive results (type 1 error) in one or more of the subgroups increases with the number of subgroups analyzed (184). If we test a null hypothesis that is in fact true, using 0.05 as the significance level, the probability of coming to a non-significant (correct) conclusion is 0.95. If the hypothesis is tested in two subgroups, the probability that
neither test will be significant is $0.95^2 = 0.90$. The probability of getting at least one significant result (i.e. a type 1 error) would be $1-0.90=0.10$. If the hypothesis is tested in many subgroups, the probability of conducting at least one type 1 error would in fact be greater than 0.5. The Bonferroni correction is a method used to control for the increased risk of type 1 errors (185). However, the Bonferroni correction has been criticized for yielding a high rate of false negative results (type II errors) due to its conservative design. Traditionally, scientific journals are reluctant to publish papers without statistical significant findings (publication bias), and the Bonferroni correction might enhance this problem. Thus, alternative methods have been developed (186, 187). However, the major concern regarding subgroup analysis and multiplicity is the lack of concern. Wang et al assessed the quantity and quality of subgroup analysis reported in a high-ranked journal during a one year period (188). Results from subgroup analysis were reported for 59 out of 97 trials. For 43 (72%) of these trials, it was unclear whether the subgroup analysis were predefined or post hoc, and interaction tests were completely reported in only 16 (27%) trials. Multiple comparison issues were addressed in only two of the 15 trials claiming heterogeneity of treatment effects. Stratification should be predefined to avoid post hoc data exploration, and statistical tests for interaction between subgroups should be evaluated (184, 189). Moreover, findings in subgroup analysis should be interpreted with caution and confirmed in independent studies before conclusions can be drawn (190).

In paper III, there was a significant interaction between RDW and sex on the risk of cancer. Therefore, we stratified the cohort on gender. Moreover, we stratified the female cohort into two age groups based on presumed menopausal status (55 years). The stratification by age was done with a biological rationale, as premenopausal women are prone to iron deficiency which might cause elevated RDW. Thus, the rationale for stratification is valid, but the risk
estimates must nevertheless be interpreted with caution. In paper IV, we performed the same stratifications as in paper III, for the same reasons.

### 6.1.4 Multivariable regression models

Multivariable regression modelling solves the problem of abundant subgroups and allows a more efficient way to control for several variables simultaneously (167). In multivariable regression, the regression coefficient for each variable is estimated by fitting the model to the data and adjusting for all other variables in the model (183). However, results from the regression model are susceptible to bias if the model is not a good fit to the data. For the Cox proportional hazard model, the underlying assumption is that the exposure is associated with a constant increase in relative risk of the outcome, i.e. an exponential dose-response curve between exposure and outcome (181). This assumption is also referred to as the proportionality assumption (183), and can be tested by adding Schoenfeld residuals in the model and applying the tests of the non-zero slope developed by Therneau and Grambsch (191). This method was applied in paper I, III and IV, and no violation was found.

The selection of covariates in multivariable models requires consideration. Adjusting for any given variable implies an adjustment, at least partially, for other variables related to it (181). Over-adjustment occurs if the adjusted variable is in the causal pathway between the exposure and outcome, or if the variable is so strongly associated with the exposure or outcome that their true relationship is altered (181). In order to avoid over-adjustment, it is important to know the biological mechanisms behind the observed association, and to assess the relationship between the confounding variable and the exposure and outcome. In addition, careless selection of covariates may give rise to a statistical phenomenon described as the vibration of effects. Patel et al assessed the variance of the effect size obtained by different combinations of
adjustment variables (192). Using data from the National Health and Nutrition Examination Survey (NHANES), they found that vitamin E was associated with both increased and decreased risk of all-cause mortality, depending on which covariates included in the model. One exposure cannot both increase and decrease the risk of the same outcome in the same study population simultaneously, so some of the obtained effect sizes are clearly misleading. This study emphasizes the importance of predetermination of covariates with valid biological or clinical significance when designing statistical models. As the underlying biological mechanism(s) for the association between RDW and VTE is largely unknown, it is likely that some of the covariates included in the papers I-IV are not actual confounders, and over-adjustment might have occurred to some extent. However, our findings are in accordance with several findings from other study populations.

Although several known confounders have been adjusted for, there is still a possibility of residual confounding. Residual confounding occurs when either the categories of the confounder controlled for are too broad or when some confounding variables are not measured or for other reasons remain unaccounted for (181). The latter is most likely for the papers in the present thesis, as the underlying mechanisms for the association between RDW and VTE are unknown. Underlying conditions such as inflammatory diseases and the use of various medication may influence RDW, and some of them are also likely to influence the risk of VTE. Unfortunately, we have limited baseline information on these conditions, and residual confounding cannot be ruled out.
6.1.5 Detection and validation of outcomes

The outcome measurements are also prone to error. All outcomes in this thesis were identified by searching for specific diagnoses in different registers. It is likely to assume that some of the diagnoses were erroneously registered or coded. For instance, some DVT patients may have been registered with a superficial vein thrombosis or vice versa. In order to minimize the risk of missing outcomes due to coding errors, the initial search for diagnosis included several ICD-codes in addition to the “VTE-codes”, such as thrombophlebitis, unspecified venous complication and more. Secondly, trained personnel reviewed all possible cases. They applied, as previously described, strict and objective criteria to each possible case. This approach minimizes the risk of false positive cases in the study population. The University Hospital of North Norway is the only hospital in the region, providing all diagnostic radiology and hospital care. However, some cases may have been missed if they were diagnosed and treated elsewhere, or if the participant decided not to seek medical assistance. The personnel registering the outcomes were blinded to the baseline information, and any misclassification errors are likely to be non-differential.

6.1.6 Selection bias, missing variables and external validity

Even though the participation rate is quite high in the Tromsø Study, there is still a significant part of the population not attending and non-response bias cannot be ruled out. In the fourth survey, 77% of the eligible population participated. It is a common perception that those not attending health surveys are from a lower socioeconomic class and thus likely to have a poorer health in general than those attending (193). Selection bias occurs when a systematic error in the recruitment of study participants results in a tendency toward distorting the measure expressing the association between exposure and outcome (181). More than 85% of those aged 45-74 participated in the study, but the remaining 15% might differ in disease burden.
Moreover, the attendance rate among the oldest and youngest was considerably lower. Among those younger than 30 years, the low attendance rate can reflect a proportion living outside Tromsø even though officially registered as inhabitants of Tromsø (i.e. for studying, working offshore etc.). There are, to the best of my knowledge, no obvious reasons why young people living outside of Tromsø should differ much from those remaining in the city. Langhammer et al. conducted a study on a similar cohort (the HUNT study) where they stated that the most important reason for non-participation in the 30-year-old subjects was lack of time or an inconvenient time for appointment (194). However, the low attendance rate for those above 80 years of age is more likely to cause some selection bias. Langhammer et al. found that the non-participation reason of feeling too ill to participate was of increasing importance with increasing age (194). This effect of the most ill persons missing out is called survivor bias (182). On the other hand, those who volunteer for health surveys might have considerations for their own health. These biases counteract each other, but the net bias is unknown as we do not have information regarding those not attending. However, we assessed whether the effect of RDW on risk of VTE varied among different age groups (Paper I). The risk estimates were similar for all three age groups, suggesting that selection bias is not a major problem for the results presented in this thesis. In paper II, which is a nested case-control study, cases and controls were selected from the same population, and they were matched on age, sex and index-date. These measures reduce the risk of selection bias.

Missing data is a problem occurring in almost all studies, due to several reasons. Study participants might not complete the questionnaire, data values are missing because of equipment failure, laboratory samples are lost in transit or technically unsatisfactory, study participants are lost from follow-up, or data is missing because of unknown reasons (195). The standard approach to the problem is to exclude individuals with missing data from the analysis. This practice is appropriate if the data is missing completely at random and the magnitude is
limited. However, it might yield problems with statistical power if many subjects are excluded, or it can yield biased results if those excluded differ from the remaining study population (196). Alternative approaches is to omit the variables with many missing values or to replace the missing values with a predicted value (imputation). However, no really satisfactory solution exists for missing data (195). The main concern is whether the missing data could introduce bias. In paper I, III and IV, around 2% of the eligible population was omitted due to missing data, and in paper II, 5 out of 1266 subjects were omitted due to missing hepcidin values. Thus, missing data is not likely to introduce bias in the papers of this thesis.

The external validity of a study is determined by several factors, most importantly the attendance rate and quality of the data. A study has high external validity if the results are applicable to the whole source population and similar populations, i.e. the study has high generalizability. The age and sex distribution of the Tromsø population is comparable with other Western populations (6, 197). The incidence and prevalence of cardiovascular diseases, traditional cardiovascular risk factors as well as the incidence of VTE and cancer is comparable with the incidence found in other studies of similar populations (6, 11, 197). The high attendance rate and quality of the data suggest that the study has high external validity, but the possible selection bias might, at least to a limited degree, reduce the generalizability for the older (above 80) age groups. Moreover, the results of our studies might not be representative to other ethnicities, as the vast majority of participants in the Tromsø study are of Caucasian ethnicity and RDW differs somewhat between ethnic groups (125-127),

The measurement and calculation of RDW is not standardized, which is a considerable limitation to the external validity of our results. As mentioned, RDW can be calculated via more than one method. Some studies, for instance studies from the Malmö Cancer and Diet cohort, calculate the RDW-SD in contrast to the more commonly used RDW-CV (198). In a study of 806 whole blood samples, Caporal and Comar calculated the ability of various measurements
of RDW to identify anisocytosis, using manual microscopic evaluation as the gold standard (122). For microcytic samples, RDW-CV outperformed RDW-SD in regards to sensitivity and negative predictive value, while RDW-SD had higher specificity and positive predictive value. For normocytic and macrocytic samples, RDW-SD had better overall performance than RDW-CV. Lippi and colleagues assessed and compared four hematological analyzers and found that RDW values varied among different analyzers, which limits the comparability between laboratories (199). The imprecision within the different hemocytometers was between 0.3-1.2 percent, indicating that the internal validity for RDW measurements is high as long as the same analyzer is used for the whole study population. Thus, the results obtained in our studies are valid, but no optimal cut-off values for RDW can be made until the measurement is standardized.
7. Discussion of main results

7.1 RDW as a biomarker for risk of VTE, cancer and mortality

Growing evidence suggest that RDW may have clinical applications for many disorders, including cardiovascular disease, heart failure and all-cause mortality (126, 135-140, 200, 201). Previously, two case-control studies (142, 143) and one cohort study (198) have reported an association between RDW and VTE. However, the effect of RDW on risk of all-cause mortality among VTE patients is not previously studied. RDW has been associated with presence of colon cancer (202), malign causes of biliary obstruction and weight loss (203, 204), as well as poor prognosis in patients with lung cancer and multiple myeloma (205, 206). Previously, the association between RDW and cancer has not been assessed in a prospective study.

In a large population-based case-control study of 2473 VTE patients and 2935 controls, Rezende et al found a strong and consistent association between RDW and risk of VTE (143). Individuals with RDW above the 95th percentile (RDW>14.1%) had a threefold higher risk of VTE compared to those with RDW values between the 5th and 95th percentiles (RDW range 11.7-14.1%). Moreover, patients with DVT (n=216) had higher RDW than controls (n=215) referred to duplex ultrasonography with suspicion of DVT (142). In a Swedish population-based cohort study, individuals with RDW in the upper quartile had a 1.7-fold higher risk of VTE than those in the lower quartile (198). Similarly, we found that individuals with RDW in the upper quartile had a 1.5-fold higher risk of incident VTE than those in the lowest quartile of RDW (paper I). The risk estimate was particularly high for unprovoked DVT, and RDW was associated with increased risk of mortality among VTE patients. RDW predicted long-term mortality independent of hemoglobin-levels in patients undergoing percutaneous coronary intervention (137), and in patients with myocardial infarction (207). In a study of participants 45 years or older in the NHANES, the risk of all-cause mortality increased by 22% for every
1% increase in RDW (126). Moreover, a meta-analysis of seven community-based studies showed a dose-response relationship between RDW and risk of death among elderly with and without age-associated disease (201). Our findings in paper I suggest that RDW also predicts mortality among VTE patients.

In a case-control study, RDW was higher in 225 patients with colon cancer compared to 494 cancer-free controls (202), and RDW was a useful tool to differentiate between benign and malign causes of biliary obstruction in a retrospective analysis (203). As RDW was measured at the time of diagnosis in these studies, it is possible that the observed elevation of RDW is a consequence of rather than a cause of cancer. As occult cancer may affect RDW through low-grade inflammation, we excluded 131 participants who were diagnosed with cancer within one year after the inclusion date, resulting in a mean time from inclusion to diagnosis of 9 years (median: 9 years) (paper III). Further, sensitivity analysis was performed by extending the exclusion interval from one to two years from study inclusion to cancer diagnosis (excluding additional 127 subjects) without affecting the risk estimates for cancer by RDW. Moreover, adding the time from baseline to cancer diagnosis as an extra adjustment variable did not alter the results. Thus, the findings in paper III demonstrate a clear temporal sequence between exposure (RDW) and outcome (incident cancer).

RDW was associated with advanced cancer stage and worsened prognosis in our study. Accordingly, elevated RDW was associated with more advanced cancers and worse prognosis in a study of 146 patients with multiple myeloma (206), and an association was found between elevated RDW, cancer stage and prognosis among lung cancer patients (205). Two previous cohort studies from NHANES found an association between RDW and cancer mortality (126, 140). The risk of cancer-related death was two-fold higher among participants in the highest compared to the lowest quintile (126), and the risk increased by 28% per 1-SD increase in RDW (140). In our study, the apparent association between RDW and mortality in cancer patients
was substantially weakened after adjustment for regional and distant metastasis at cancer diagnosis. These findings suggest that the relation between high RDW and cancer-related mortality is explained by advanced cancer stage at diagnosis.

7.2 Possible underlying mechanisms for the association between RDW and VTE

In principle, three theoretical models might explain the underlying mechanisms for the association between RDW and VTE (Figure 6). In model A, RDW is in the causal pathway similar to a mediator. In this case, the increased RDW is caused by factors not directly related to VTE, and the increased risk of VTE is a direct consequence of elevated RDW. Alternatively, the apparent association between RDW and VTE might be a consequence of intermediate development of another condition or disease (model B). Model C is essentially a confounding model as the association is explained by other underlying factors associated with both RDW and VTE. For instance, iron deficiency might cause elevated RDW. If iron deficiency also increases the risk of VTE, this would fit model C. Possible factors for each of the models are discussed in the following sections.

![Figure 6. Theoretical models explaining the underlying mechanisms for the association between RDW and VTE. Panel A: RDW is increased due to factors (X) not related to VTE, and the increased risk of VTE is explained by direct effects from increased RDW. Panel B: High RDW increases the risk of developing a condition or disease (Y), and this condition increases the risk of VTE. Panel C: A factor (Z) causes both increased RDW and increased risk of VTE. RDW: Red cell distribution width, VTE: Venous thromboembolism.](image)
7.2.1 Prothrombotic effects of RDW

Some line of evidence support a direct effect of RDW on risk of VTE (Figure 6A). In paper I in this thesis, we hypothesized that hypercoagulability or erythrocyte aggregation may play a role in promoting thrombosis formation in individuals with high RDW. Increased RDW has been associated with decreased red blood cell deformability (208), and red cell deformability has been related to erythrocyte aggregation and altered blood viscosity (209). Hematocrit, one of the major determinants of blood viscosity, has been shown to predict future risk of venous thrombosis (210), and increased erythrocyte aggregation might promote thrombosis (211). Similar to RDW, inherited hypercoagulability caused by FV-Leiden favor development of DVT rather than PE (65, 212). However, there are no studies on the direct effect of RDW on blood viscosity. In paper IV, we found that RDW was not associated with VTE in women younger than 55 years, whereas older women had similar risk of VTE as men. If high RDW directly increases coagulability, one would expect the effect to be independent of sex. Moreover, RDW is associated with several diseases in which coagulation is not likely to play a role (213), and RDW is even shown to predict bleeding after percutaneous coronary intervention (214). Taken together, RDW is not likely to be a causal mediator of hypercoagulability.

7.2.2 Intermediate development of other diseases

In addition to VTE and cancer (paper I and III), RDW has been associated with risk of MI, stroke and carotid atherosclerosis progression in the Tromsø Study (215-217). A relation between arterial thromboembolic diseases and risk of VTE was reported in several studies (218-221). Moreover, cancer is associated with a four- to sevenfold increased risk of VTE (97, 222-224). In paper IV, we hypothesized that the observed association between RDW and VTE could
be explained by intermediate development of cancer or arterial thromboembolic disorders (figure 6B). To test this hypothesis, we conducted conventional and cause-specific analyses of the relationship between RDW and VTE. For conventional analysis, person-time of follow-up was calculated from the date of enrolment to the date of an incident VTE diagnosis, to the date when the participant died or moved from the municipality of Tromsø, or to the end of the study period, whichever came first. For the cause-specific analysis, person time was calculated from the date of enrolment to the date of the first occurring diagnosis of VTE, MI, stroke or cancer, to the date when the participant died or moved from Tromsø, or to the end of the study period, whichever came first. The risk estimates for VTE were essentially similar in the conventional and cause-specific Cox-analyses, suggesting that the association between RDW and VTE is not explained by intermediate development of arterial thromboembolic conditions or cancer. To the best of our knowledge, no studies have investigated whether intermediate development of other diseases might contribute to the explanation.

7.2.3 Iron metabolism

In 1981, Jerome Sullivan proposed the hypothesis that the greater incidence of heart disease in men and postmenopausal women compared with the incidence in premenopausal women results from higher levels of stored iron in these two groups (225). This “iron hypothesis” led to debate and controversy. Removal of stored iron has been shown to decrease the amount of iron deposition within atherosclerotic lesions in animals studies, yielding reduced lesion size and increased plaque stability (226, 227). In a study of high- and low-frequency voluntary blood donors, the high-frequency donors had evidence of decreased body iron stores assessed by serum ferritin and iron-binding capacity, decreased oxidative stress assessed by serum levels of 3-nitrotyrosine, and enhanced vascular function assessed by flow-mediated
dilution of the brachial artery (228). Moreover, iron chelation improved endothelial function, assessed by blood flow response to methacholine, in patients with coronary artery disease (229). RDW correlated with markers of iron deficiency and risk of mortality in two prospective studies of patients with heart failure (139, 230). However, high serum ferritin levels were associated with increased risk of acute MI among Finnish men (231), and high serum iron was associated with risk of fatal MI in a Canadian cohort study (232). In summary, both iron overload and iron deficiency seem to increase the risk of cardiovascular disease (233). High levels of iron might promote the formation of reactive oxygen species and the peroxidation of lipids, causing macrophages to develop into foam cells and promoting atherosclerosis (234). Iron deficiency is found to cause reactive thrombocytosis (159), and might lead to decreased antioxidant defense and increased platelet aggregation (235). Moreover, iron deficiency might be caused by underlying inflammation, as inflammatory cytokines such as IL-6 are known to cause increased hepcidin levels (147).

The role of iron in venous thromboembolic disease is scarcely studied. A history of iron deficiency anemia was associated with VTE in a Taiwanese case-control study on 2522 VTE patients and 12610 randomly selected controls (236). The odds ratio of previous iron deficiency anemia for VTE patients was 1.43 (95% CI: 1.10-1.87) compared to controls. In a cohort study from a similar database, patients (n=4001) with aplastic anemia had a 2.56-fold higher risk (95% CI: 1.81-3.63) of VTE than subjects (n=15998) without aplastic anemia (237). Potaczeck et al conducted a cohort study of 229 patients with incident, unprovoked VTE to assess the effect of iron deficiency on risk of VTE recurrence (238). Patients with iron deficiency, defined as serum ferritin levels < 30 µg/L, had a three-fold higher risk of VTE recurrence than patients without iron deficiency. Finally, anemia was associated with cerebral venous thrombosis in the MEGA study (239). However, no correlation was found between anemia and PE in a case-
control study of 921 patients undergoing cross-sectional imaging (either CT or MR) to evaluate for PE (240).

RDW is traditionally used in the differential diagnosis of anemia (131), and is strongly associated with iron deficiency anemia (133, 134). Thus, we hypothesized that the association between RDW and VTE might be explained by underlying iron deficiency (paper II). We assessed whether altered iron metabolism, assessed by hepcidin and ferritin light-chain, was associated with risk of VTE. Our findings suggest that there is a dose-dependent association between increasing levels of body iron and risk of VTE. As RDW correlates with decreasing iron stores, it is highly unlikely that iron deficiency explains the association between RDW and VTE.

7.2.4 Inflammation and oxidative stress

RDW correlates with several inflammatory markers such as the erythrocyte sedimentation rate, high sensitivity CRP, tumor necrosis factor I and II, interleukin 6 and fibrinogen levels (139, 144, 241, 242). Oxidative stress and inflammation might increase RDW by impairing iron metabolism, reducing the lifespan of red blood cells and altering the response of erythropoietin on the bone marrow (243, 244). Low levels of selenium, an important antioxidant, was associated with high RDW and predicted elevated RDW over a two-year period in the Women’s Health and Aging Study (245). However, the association between RDW and mortality was independent of CRP in NHANES (140), and the association between inflammatory markers and VTE has been inconsistent in previous observational studies (246, 247). To investigate whether inflammation can explain the association between RDW and VTE, we conducted a nested case-control study on 202 cases with incident VTE and 496 controls sampled from the Tromsø study (248). A combination of high CRP and high RDW had an
additive effect on VTE risk, but the combined risk estimate did not exceed the sum of the individual components. Moreover, adjusting for CRP did not alter the risk estimates for VTE by RDW. Our findings suggested that chronic inflammation could not completely explain the association between RDW and VTE.

7.2.5 Other possible mechanisms

We assessed whether the association between RDW and VTE was inflicted by joint effect of genetic thrombotic risk factors and RDW in 639 VTE patients and 1730 controls sampled from Tromsø IV (249). The risk of VTE by RDW did not change after adjustment for FV-Leiden (rs6025), F5 (rs4524), FGG (rs2066865), ABO blood type (rs8176719) and F11 (rs2036914 and rs2289252), and the combination of high RDW and risk alleles yielded no synergism. Our findings suggest that the risk of VTE by RDW is not caused by a joint effect of RDW and genetic thrombotic risk factors. Similarly, no interaction between high RDW and thrombophilia abnormality on the risk of VTE was observed in a case-control study of 730 VTE-patients and 352 controls (250).

During the last decade, RDW has been associated with a growing number of diseases and pathological processes (213). In addition to conditions previously discussed, RDW has been associated with metabolic disturbances, vitamin deficiencies, impaired liver and renal function, autoimmune diseases and malnutrition (251-253). RDW was associated with shorter telomere lengths in the Dallas Heart Study (254), and shortening of telomere length is associated with several age associated disorders and all-cause mortality (255, 256). Whether or not the abovementioned diseases and conditions can explain the association between RDW and VTE remain to be investigated.
8. Conclusions

- High RDW was associated with future risk of incident VTE and all-cause mortality among VTE-patients. The risk estimates were highest for unprovoked DVT. RDW was not associated with risk of VTE recurrence.

- High iron stores, assessed by hepcidin and ferritin light-chain, was associated with increased risk of VTE. As high RDW correlates with low iron stores, the association between RDW and VTE could not be explained by iron deficiency.

- RDW was associated with increased risk of cancer in men and women of postmenopausal age, whereas no association was found for younger women. Elevated RDW increased the risk of all-cause mortality for all cancer patients, most likely due to more advanced cancer stage among patients with high RDW.

- The effect of RDW on risk of VTE could not be explained by intermediate development of myocardial infarction, stroke or cancer.
9. Implications of results and future perspectives

Our findings of RDW as a risk factor and prognostic marker for VTE is consistent with findings from several other studies. The underlying mechanism(s) between these associations have proven difficult to explain, and the suggested models in this thesis do not offer an independent explanation. As VTE is a multicausal disease and numerous conditions influence RDW, it is likely that several factors contribute to the observed association. Even though the association seems robust and consistent, the effect size is not very large (HRs for VTE by upper versus lower quartile of RDW ranging from 1.3-2.0). Thus, detecting the individual effect from each potential factor (i.e. to extract a single effect from the background noise) is very difficult.

Regardless of the underlying mechanisms, RDW has proven to be a prognostic marker for several diseases, and it can predict risk of future disease. Moreover, RDW might identify patients with good prognosis or low risk of disease, i.e. patients without need of further investigations, prevention or prolonged treatment. Overdiagnosis and overtreatment is a major concern in modern medicine, with considerable economical and human costs. For VTE and particularly PE, the increasing use of CTPA has led to the diagnosis of small pulmonary emboli with questionable clinical significance (257). Wiener et al showed that while the PE incidence nearly doubled, the mortality rate remained stable after the advent of CTPA (32). These results suggest that nearly half of the patients diagnosed with PE receive potentially harmful treatment without a clear benefit, and the complication rate from anticoagulant treatment (ACT) substantially increased during the study period (32). Identifying patients without benefit from ACT might prevent unnecessary and harmful complications. The European Society of Cardiology guidelines recommend the use of prognostic scores such as the pulmonary embolism severity index to guide the therapeutic strategy for patients diagnosed with PE (30). However, the present prognostic scores are not accurate enough to identify patients without
benefit from ACT. Future studies should investigate whether RDW can improve assessment of prognosis, ultimately limiting the use of ACT to patients with a favorable benefit-to-risk ratio. Moreover, RDW might improve risk assessment models for selected or unselected patient groups, aiding clinicians in identifying patients in need of primary prophylaxis.
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