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Abstract

The objective of this paper is to investigate the dependency of oil spill obser-

vations in polarimetric SAR data on imaging geometry, i.e., on incidence angle

and look direction relative to the wind. The study is based on quad-polarization

data acquired by the Uninhabited Aerial Vehicle Synthetic Aperture Radar over

experimental oil slicks under relatively high winds of 10-12 m/s over an 8-hour

period. The data is collected over a wide range of incidence angles and alter-

nates between looking upwind (UW) and downwind (DW). The unique time

series enables a detailed study of the behavior of multipolarization parameters

over clean sea and oil slicks under varying imaging geometry to be carried out

for the first time. For clean sea backscatter, our findings are in agreement

with previous studies, showing decreasing backscatter as the incidence angle

increases and from UW to DW, with the highest sensitivity in the HH chan-

nel. We also find similar variations in oil covered areas. The results suggest

that the oil slick backscatter is slightly more sensitive to the relative wind di-

rection than the clean sea, and higher oil-sea damping ratios are found in DW

than in UW cases, particularly in the HH channel. All multipolarization fea-

tures investigated have some degree of dependency on imaging geometry. The
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lowest sensitivities are found in the magnitude of the copolarization correlation

coe�cient, the standard deviation of the copolarized phase di↵erence, the polar-

ization di↵erence, the mean scattering angle and the entropy. Several features

clearly change behavior when the signal approaches the sensor noise floor, and

we find that the measurements and derived parameters may be a↵ected at even

higher signal-to-noise ratio (SNR) levels than previously proposed, i.e., closer

to 7�9 dB above the sensor noise floor. Overall, the polarization di↵erence is

clearly identified as the most interesting parameter for oil spill observation, pro-

ducing high oil-sea contrast in addition to low sensitivity to imaging geometry.

The results show that both the relative wind direction and the incidence angle,

in combination with the SNR, should be taken into account when developing

operational methods based on multipolarization SAR data.

Keywords: oil spill, synthetic aperture radar (SAR), polarimetry, imaging

geometry, incidence angle, wind direction, SNR, ocean scattering

1. Introduction1

Synthetic Aperture Radar (SAR) is a well-established remote sensing tool2

for detection of illegal and accidental oil spills, and can be useful in clean-up3

operations during oil spill events. Currently, low resolution single-polarization4

SAR images are used in daily operational oil spill services, but the application5

of multipolarization SAR for improving oil spill detection and characterization6

have been extensively investigated over the last decade (see, e.g., Nunziata et al.7

(2008); Migliaccio et al. (2009a); Minchew et al. (2012); Skrunes et al. (2014)).8

The measurements and derived parameters are a↵ected by a number of factors9

related to SAR sensor configuration and environmental conditions, which can10

complicate the data analysis and interpretation (see, e.g., Skrunes et al. (2015a,11

2016a)). Hence, before multipolarization data can be used operationally, better12

knowledge of these e↵ects is needed to develop accurate and reliable methods13

with a large and known range of validity. It is also of interest to identify fea-14

tures with good detection capabilites as well as low dependency on sensor and15
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environmental factors. This paper is a first attempt at a detailed investigation16

of these questions, made possible through use of multiple images acquired in17

close succession using an airborne SAR.18

The objective of this work is to investigate how oil spill observations us-19

ing polarimetric SAR are a↵ected by the sensor incidence angle and the look20

direction relative to the wind (herein referred to in combination as imaging21

geometry). The e↵ect on both the individual polarization channels and on mul-22

tipolarization features are investigated for clean sea and for oil covered surfaces.23

Although the dependency of clean sea backscatter on imaging geometry is well24

described in the literature, few studies have looked at the e↵ects on oil cov-25

ered regions and their detectability, and on multipolarization parameters. This26

study provides new insight into these e↵ects, by evaluating the features behav-27

ior for both changing incidence angle and relative wind direction, also enabling28

identification of parameters with less sensitivity to these factors. The study is29

based on data acquired over experimental oil slicks in the North Sea by the30

National Aeronautics and Space Administration (NASA) Uninhabited Aerial31

Vehicle Synthetic Aperture Radar (UAVSAR), which is an airborne L-band32

quad-polarization SAR instrument. The unique time series makes it possible to33

do a detailed investigation of the imaging geometry e↵ects on polarimetric SAR34

data over slicked and unslicked sea surfaces for the first time.35

The paper is organized as follows. Background information on ocean radar36

backscatter and application of polarimetric SAR for oil spill observation is given37

in Section 2, and the data set is described in Section 3. The results are presented38

in Sections 4 and 5, and Section 6 concludes the paper.39

2. Background40

The following subsections contain some background information on ocean41

radar backscatter and the e↵ect of imaging geometry on polarimetric SAR mea-42

surements, particularly from the oil spill observation perspective.43
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2.1. Ocean Backscatter44

The SAR backscatter from ocean surfaces depends on a number of factors45

related to sensor properties and surface characteristics. The general behavior of46

the ocean backscatter is well known, see, e.g., Ulaby et al. (1986); Donelan and47

Pierson (1987), and a vast amount of research has been done on the relation48

between SAR backscatter and wind conditions and imaging geometry (see, e.g.,49

Dagestad et al. (2012) and references therein). For incidence angles above ca.50

30�, the largest backscatter is found in the VV (vertical transmit and receive)51

channel, somewhat lower values in the HH (horizontal transmit and receive)52

channel, and the lowest signal in the HV (horizontal transmit and vertical re-53

ceive) channel. The backscatter decreases when the incidence angle increases,54

with the steepest slope in the HH channel; increases with wind speed; and55

varies with the radar look direction relative to the wind direction (Ulaby et al.,56

1986). The latter dependency is specified as a function of the azimuth angle,57

 , defined as the angle between the radar look direction and the upwind direc-58

tion, i.e.,  = 0� and  = 180� denotes upwind (UW) and downwind (DW),59

respectively. In general, the backscatter maximum is found in UW, a smaller60

signal in DW, and minima when the sensor is looking perpendicular to the wind61

direction, i.e., crosswind (CW). The larger maxima in UW can be related to62

presence of foam and enhanced growth of short capillary-gravity waves on the63

downwind face of longer waves (Zhou et al., 2017). The backscatter di↵erence64

between wind directions is larger in the HH channel than in VV (Ulaby et al.,65

1986).66

Although most studies of ocean backscatter have been based on C-band67

SAR data, these general characteristics have been observed also for L-band in,68

e.g., Isoguchi and Shimada (2009); Yueh et al. (2010, 2013, 2014); Zhou et al.69

(2017). At wind speeds comparable to the conditions in the data set investigated70

in this paper (ca 12 m/s), the highest HH and VV backscatter were found in71

UW, slightly lower in DW, and lowest in CW for incidence angles between 29�72

- 46�. Isoguchi and Shimada (2009) found that DW backscatter exceeds UW73

backscatter for small ✓ below about 25�. The di↵erence between UW and DW74
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backscatter was lower in VV than in HH. Di↵erences of about 0.5 dB and 2 dB75

were found in Yueh et al. (2013) for VV and HH, respectively. The sensitivity76

of the ocean backscatter to wind direction, especially the UW-DW di↵erence,77

was found to increase with wind speed and incidence angle in Isoguchi and78

Shimada (2009); Yueh et al. (2010, 2013, 2014); Zhou et al. (2017). However,79

at wind speeds above 20 m/s, Yueh et al. (2013) found a reduction in the  -80

dependency, which the authors suggested could be due to an increasing presence81

of breaking waves and sea foam that have more isotropic scattering signatures82

than wind-generated waves. Most studies have focused on the wind dependency83

of copolarization channels. However, some cross-polarization data are included84

in Yueh et al. (2010) and Yueh et al. (2014). Yueh et al. (2010) found similar85

 -dependency in all polarization channels, with peaks in UW and DW and dips86

in CW for ✓ = 45�, but the UW-DW di↵erence appeared to be smaller in the87

HV channel compared to in copolarization data. In Yueh et al. (2014), higher88

backscatter in DW than UW was observed for wind speeds above 12 m/s at ✓89

of 29� and partly at 38�, which is the opposite of the general behavior in the90

copolarization channels. This was not observed at 46�.91

The sensitivity to wind conditions varies between the di↵erent radar fre-92

quencies, as described in, e.g., Donelan and Pierson (1987). Isoguchi and93

Shimada (2009) found comparable wind sensitivity in C- and L-band at wind94

speeds > 10m/s and small ✓, whereas a lower wind sensitivity was found in95

L-band than in C-band for moderate wind and large ✓. In Unal et al. (1991),96

larger variation between UW and DW was found in C-band compared to L-band97

at 10 m/s wind.98

In the absence of long waves, the ocean backscatter within typical SAR99

incidence angles (⇠18� � 50�) is dominated by Bragg scattering, i.e., waves100

with wavelength �B = (n�r)/(2 sin ✓), where �r is the radar wavelength and101

n = 1, 2, ... is the order of resonance (n = 1 produces the dominant return)102

(Valenzuela, 1978; Ulaby et al., 1986, p. 842). For the UAVSAR instrument103

with a frequency of 1.26 GHz, �B varies from 13 cm (at ✓ = 67�) to 32 cm104

(at ✓ = 22�). The two-scale approximation is a more representative scattering105
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model than the Bragg model, as it also takes into account the e↵ects of longer106

ocean waves on the local incidence angle and roughness through tilt and hy-107

drodynamic modulations (Holt , 2004; Vachon et al., 2004). The HH channel is108

more sensitive to changes in the local incidence angle than VV, and hence more109

a↵ected by the tilt caused by larger waves (Thompson, 2004), and also more sen-110

sitive to whitecapping and wave steepness which can cause UW-DW di↵erence111

(Donelan and Pierson, 1987). More recent scattering models describe the radar112

return as a sum of a polarized Bragg scatter component and a non-polarized113

component (Kudryavtsev et al., 2003; Mouche et al., 2006; Kudryavtsev et al.,114

2013). The nonpolarized component has been shown to account for most of the115

di↵erences observed between UW and DW backscatter (i.e., the so-called UW-116

DW asymmetry) (Mouche et al., 2006). This nonpolarized scattering can be117

specular reflections due to enhanced roughness or larger slopes of steep waves,118

e.g., associated with breaking waves. The relative contribution of the nonpolar-119

ized component increases from DW to UW, from low to high wind speed, from120

VV to HH and with incidence angle (Mouche et al., 2006). The latter may also121

be related to a closer proximity to noise floor at higher ✓. Breaking waves were122

also included in the recent scattering model in Plant and Irisov (2017), and123

were found to produce UW-DW asymmetry mainly at incidence angles above124

45� and in the HH channel. An additional term describing specular reflection125

from steep slopes can be included in the scattering models, in particular for126

describing the scattering at very low incidence angles, when applicable (Ulaby127

et al., 1986; Mouche et al., 2006).128

In Section 4.2, the L-band ocean backscatter in the UAVSAR time series129

here investigated will be discussed and compared to these previous studies.130

2.2. Oil Spill Detection and Imaging Geometry131

Although the e↵ect of imaging geometry on the characteristics of ocean132

backscatter in polarimetric SAR is relatively well described in the literature, few133

studies have been done looking at these e↵ects for slick-covered water, including134

e↵ects on the multipolarization parameters recently applied in the oil spill lit-135
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erature. The most relevant study is Minchew et al. (2012), in which UAVSAR136

data acquired over the Deepwater Horizon oil spill, covering incidence angles137

from 22� - 65�, were investigated, although the geometry aspect was not the138

focus of the paper. For the two UAVSAR scenes analysed, a general increase139

in oil-sea contrast (damping ratio) with incidence angle was observed for data140

well above the sensor noise floor. At high incidence angles, where the signal141

was approaching the noise floor in HH and HV, the damping ratio started to142

decrease (Minchew et al., 2012). Increasing damping ratio with incidence angle143

has also been found in simulation studies (Pinel et al., 2014).144

As the backscatter decreases with increasing incidence angle, the signal ap-145

proaches the sensor noise floor, i.e., the noise equivalent sigma zero (NESZ).146

In Minchew et al. (2012), backscatter values lower than 6 dB above the noise147

floor were considered corrupted by the sensor noise and unsuited for analysis of148

scattering properties. If the backscatter in one or several channels is close to the149

NESZ, an apparent randomness will be induced that is not representative of the150

actual physical properties of the surface (Minchew et al., 2012). Hence, a low151

signal-to-noise ratio (SNR) can also a↵ect multipolarization features and their152

interpretation. The proximity of the measurements to the given sensor noise153

floor should always be considered in oil spill analysis, particularly if radar-dark154

surface characterization is the objective. As the SNR generally decreases with155

increasing ✓ for satellite SARs, the proximity to the noise floor must also be156

taken into consideration when discussing variations with incidence angle. For157

many SAR sensors, particularly spaceborne sensors, the noise can a↵ect the158

measurements even at relatively low incidence angles due to a higher NESZ159

than airborne SARs.160

When it comes to the radar look direction relative to the wind, some early161

studies found oil spill damping ratios to be independent of this factor using data162

from the spaceborne SIR-C/X-SAR (Gade et al., 1998) and airborne HELISCAT163

scatterometer (Wismann et al., 1998). On the other hand, Minchew et al. (2012)164

observed di↵erences in damping ratios between scenes of opposite look direction,165

which was suggested to be due to the di↵erence in wind direction and its e↵ect166
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on the wave peaks, although no detailed discussion on this issue was included.167

2.3. Oil Spill Observation in Polarimetric SAR168

A full-polarimetric SAR system measures all four combinations of linear

transmit and receive polarizations, i.e., the full scattering matrix S:

S =

2

4SHH SV H

SHV SV V

3

5 =

2

4|SHH |ej�HH |SV H |ej�V H

|SHV |ej�HV |SV V |ej�V V

3

5 (1)

where |SXY | and �XY denote the amplitude and phase of the measured complex

scattering coe�cients, and the first and second subscript refer to transmit and

receive polarization, respectively. Assuming reciprocity, SHV = SV H , the Pauli

scattering vector, k, can be extracted from the scattering matrix as:

k =
1p
2
[SHH + SV V SHH � SV V 2SHV ]

T (2)

where the superscript T denotes the transpose operator (Lee and Pottier , 2009).

From k, the 3⇥ 3 coherency matrix T can be computed:

T =
1

L

LX

n=1

knk
⇤T
n (3)

where kn is the single look complex (SLC) measurement corresponding to pixel

number n, L is the number of samples included in the averaging and the su-

perindex ⇤ denotes complex conjugate. The resulting matrix is:

T =

1

2

2

6664

⌦
|SHH + SV V |2

↵
h(SHH + SV V )(SHH � SV V )⇤i 2

⌦
(SHH + SV V )S⇤

HV

↵

h(SHH � SV V )(SHH + SV V )⇤i
⌦
|SHH � SV V |2

↵
2
⌦
(SHH � SV V )S⇤

HV

↵

2 hSHV (SHH + SV V )⇤i 2 hSHV (SHH � SV V )⇤i 4
⌦
|SHV |2

↵

3

7775
,

(4)

where h·i indicates ensemble averaging (Lee and Pottier , 2009).169

Polarimetry is a powerful tool for SAR data analysis, and can be used to170

infer information about the physical properties of the observed areas, including171

surface roughness and dielectric properties. Over the last decade, multipolar-172

ization SAR data have been extensively investigated to evaluate its potential for173

improved oil spill detection and characterization. Some studies find promising174
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results for separating actual oil spills from natural phenomena such as biogenic175

slicks (see, e.g., Nunziata et al. (2008); Migliaccio et al. (2009a); Kudryavtsev176

et al. (2013); Skrunes et al. (2014)), and for estimation of oil content in emul-177

sions (see, e.g., Minchew et al. (2012)). Although quad-polarization data are178

not used operationally today, mainly due to availability and the lower spatial179

coverage compared to single-polarization modes, these data types may be in-180

creasingly used in the future. However, in order to use multipolarization features181

more operationally for ocean monitoring or in a clean-up situation, additional182

information about how they are a↵ected by various factors such as SAR sen-183

sor configuration and environmental conditions, are needed. In this study, the184

dependency on two of these factors, i.e., the incidence angle and the relative185

wind direction, are evaluated for 12 multipolarization features that have previ-186

ously been used in oil spill studies in, e.g., Migliaccio et al. (2007); Nunziata187

et al. (2008); Migliaccio et al. (2009b, 2011a); Velotto et al. (2011); Zhang et al.188

(2011); Liu et al. (2011); Minchew et al. (2012); Kudryavtsev et al. (2013);189

Skrunes et al. (2014, 2015b); Brekke et al. (2016); Latini et al. (2016); Singha190

et al. (2016); Hansen et al. (2016); Skrunes et al. (2016a); Espeseth et al. (2017).191

These are defined in Table 1. Each feature is here calculated from the UAVSAR192

SLC data using a sliding window of size 15⇥61 pixels (similar to what is used193

in Jones et al. (2016a); Espeseth et al. (2017)). In Espeseth et al. (2017), the194

two-scale Bragg scatter model (see, e.g., Salberg et al. (2014)) was applied to195

categorize multipolarization features based on their dependency on various fac-196

tors. The category to which the di↵erent features belong is indicated in Table 1.197

Category I contains features that depend on large- and small-scale roughness,198

✓, and dielectric constant, whereas the features in category II only depend on199

large-scale roughness, ✓, and dielectric constant. These category II features200

are ratio-based parameters where the wave spectrum cancels out. Note that as201

the categorization is based on the two-scale Bragg model, the classification of202

features is not valid outside the validity range of this model, e.g., at very low203

incidence angles where contributions from specular reflections may dominate.204

Further details on the categorization and its relation to the two-scale Bragg205
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model equations are found in Espeseth et al. (2017).206

The Span and the Geometric intensity (µ) are both measures of the com-207

bined intensity in HH, VV and HV channels. In Skrunes et al. (2015b), the µ208

based on HH and VV intensity (HV was excluded due to low SNR) was found209

to be useful for discriminating between oil spills and clean sea and between210

mineral oil and plant oil. The Copolarization power ratio (�CO) has been used211

to detect changes in the dielectric constant due to presence of thick oil spill in212

Minchew et al. (2012). The Polarization di↵erence (PD) is controlled by surface213

roughness caused by wave components that are close to the Bragg wavenum-214

ber, and should reflect near-surface wind variability and reveal the presence215

of slicks (Kudryavtsev et al., 2013). It’s been found to have very good oil de-216

tection capabilities in, e.g., Kudryavtsev et al. (2013); Skrunes et al. (2015b).217

The Standard deviation of the copolarized phase di↵erence (��CO) measures the218

degree of correlation between SHH and SV V . It has been found to emphasize219

the presence of oil slicks as areas of decreased correlation, while deemphasizing220

the presence of look-alikes in, e.g., Migliaccio et al. (2009a), where the di↵er-221

ence was related to a change in scattering mechanisms. Decorrelation e↵ects222

have also been detected using the Magnitude of the copolarization correlation223

coe�cient (⇢CO) and the Real part of the copolarization cross product (rCO).224

The latter have been found to give promising results for oil vs. look-alike dis-225

crimination in, e.g., Nunziata et al. (2008); Skrunes et al. (2014). In Brekke226

et al. (2017), the Standard deviation of the copolarization cross product mag-227

nitude (�zCO) was included for a more complete description of the correlation228

properties, and found to produce interesting internal zoning in an oil slick, pos-229

sibly correlated with dispersion activities. The final four features in Table 1 are230

related to the H/A/↵̄ decomposition described in Cloude and Pottier (1997).231

The Entropy (H) is a measure of the randomness of the scattering process, and232

takes values between 0 (one dominating scattering mechanism) and 1 (random233

scattering). The Mean scattering angle (↵̄) indicates the type of scattering that234

is dominating, and varies from 0� to 90�. Low ↵̄ indicates surface scattering,235

intermediate ↵̄ volume scattering, and high ↵̄ double bounce scattering. Bragg236
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scattering is traditionally defined in the H-↵̄ plane as the region with H < 0.5237

and ↵̄ < 42.5� (Lee and Pottier , 2009). The Anisotropy (A) is a measure of the238

relative importance of the second and third eigenvalues of T. A is only useful239

when the H is high, H > 0.7, otherwise �
2

and �
3

are highly a↵ected by noise240

(Lee and Pottier , 2009). Several studies have applied the H/A/↵̄ decomposition241

for oil spill observation, and a discrimination between oil spills and look-alikes242

based on a change in scattering mechanism from Bragg scatter to more random243

scattering has been proposed (see, e.g., Migliaccio et al. (2007, 2011b); Tian244

et al. (2010)). However, low SNR can also alter the parameters in this direction245

(Minchew et al., 2012; Alpers et al., 2017), causing some uncertainty on the246

applicability of these features. The largest eigenvalue of T, �
1

, has been found247

to be a relatively robust oil detection parameter, with low sensitivity to sensor248

noise in, e.g., Minchew et al. (2012). The application of multipolarization SAR249

for oil spill observation is further described in, e.g., Skrunes et al. (2014, 2016a)250

and references therein.251

It is noted that the parameters defined in Table 1 are partly correlated,252

see, e.g., Singha et al. (2016). However, we here discuss each parameter indi-253

vidually to evaluate each feature’s behavior with changing imaging geometry,254

independently of between-feature correlations.255

Although multipolarization parameters have been investigated for oil spill256

observation in many studies, the e↵ect of imaging geometry on their values, in-257

terpretation and performance have had fewer studies. In Minchew et al. (2012),258

some multipolarization features were analysed for UAVSAR data, and their vari-259

ation with incidence angle for both clean sea and an oil spill were plotted. For260

the �CO, the results in Minchew et al. (2012) showed decreasing values with in-261

creasing ✓ for both oil and clean sea. At the highest ✓, where the HH backscatter262

was approaching the noise floor, the values started to increase. The H and ↵̄263

were both found to increase with ✓, and to indicate Bragg scatter for both clean264

sea and oil slicks for all measurements above the SNR threshold defined by the265

authors. At high incidence angles, the H for oil-covered areas exceeded that266

of clean sea and sharply increased, which the authors in Minchew et al. (2012)267
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related to the noise having a significant contribution on the signal. The A was268

found to be incidence angle dependent with values decreasing with increasing269

✓ for low-intermediate angles before reaching a minimum. The dependency of270

�CO and PD on imaging geometry have been thoroughly investigated for C-271

band SAR and clean sea in, e.g., Mouche et al. (2005, 2006), for the purpose of272

scattering model development. The �CO was found to decrease with increasing273

incidence angle from �CO ⇠ 1 at ✓ < 20�, and from CW to UW and from UW to274

DW. The UW-DW di↵erence in �CO was negligible below ✓ ⇠ 30�, but increased275

with ✓ above this value (Mouche et al., 2005). The authors in Mouche et al.276

(2006) found that the variations in �CO with ✓ and  could not be explained277

using only the Bragg model, and that the nonpolarized component, e.g., due to278

breaking waves was required to obtain a match between the model and observa-279

tions (see Section 2.1). In PD on the other hand, the nonpolarized component280

is removed, and only the Bragg components remain. In Mouche et al. (2006),281

decreasing values of PD as the ✓ increased from 25� to 40� was found for wind282

speeds of 10 m/s, whereas almost no UW-DW asymmetry was observed. In283

Skrunes et al. (2016b), a preliminary study was presented based on four of the284

scenes in the UAVSAR time series described in the next section. In this paper,285

we extend the study presented in Skrunes et al. (2016b) to include the full time286

series and a larger set of parameters.287

3. Data Set288

The data set used in this analysis was collected during the NOrwegian Radar289

oil Spill Experiment (NORSE2015). The campaign was a collaboration be-290

tween UiT The Arctic University of Norway, the Jet Propulsion Laboratory291

(JPL) / NASA, the Norwegian Meteorological Institute, and the Norwegian292

Clean Seas Association for Operating Companies (NOFO), and took place dur-293

ing NOFO’s annual oil-on-water exercise at the abandoned Frigg field in the294

North Sea (around 59�590 N, 2�270 E) on 10 June 2015. The experimental setup295

and collected data are described in the following subsections.296
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3.1. NORSE2015297

The objective of NORSE2015 was to collect SAR data over surface slicks with298

varying, known properties using di↵erent airborne and spaceborne sensors. Four299

di↵erent substances, three di↵erent emulsions and one plant oil, were released300

onto the open sea close in time. The emulsions were all based on Troll and301

Oseberg crude oils, but had varying oil volumetric fractions, i.e., 40% (E40), 60%302

(E60), and 80% (E80). The plant oil (PO) was the Radiagreen ebo previously303

used for simulation of biogenic slicks (see Skrunes et al. (2014)). The behavior304

of the Radiagreen ebo has been found to di↵er somewhat from the expected305

characteristics of a natural biogenic slick (Jones et al., 2016a), and may not306

be a perfect proxy, but is still interesting for comparison to the mineral oils.307

The substances were released along a line approximately parallel to the flight308

(azimuth) direction of the SAR in order to keep the incidence angles of the309

di↵erent slicks roughly the same in each SAR image. To maximize the SNR,310

the releases were done close to the middle of the scenes. The volumes of the311

releases were 0.5 m3 for each of the emulsions and 0.2 m3 for the plant oil.312

More detailed information about the NORSE2015 experimental setup, SAR313

data collection, and previous analyses can be found in Skrunes et al. (2016a);314

Brekke et al. (2016); Jones et al. (2016a); Espeseth et al. (2017, 2016); Jones315

et al. (2016b).316

3.2. Environmental Conditions317

Observations of meteorological and oceanographic conditions during the ex-318

periment were made from ships, buoys, drifters, and balloons. At the time of319

the four oil releases, the discharging ship measured wind speeds of 9�11 m/s320

from a SW-W direction, a wave height of 2.5 m, and a temperature of 9�C. The321

wind conditions remained relatively high in the hours following the releases,322

with wind speeds between 9�12 m/s and generally 10�12 m/s. The measured323

wind directions lay between 248�-264�, with an average of 259�. Wave proper-324

ties retrieved from satellite SAR data indicated that the direction of the waves325

was towards 129�. The wave direction is di↵erent from the in situ measured326
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Table 2: Properties of the UAVSAR sensor (Fore et al., 2015).

Frequency 1.26 GHz (L-band)

Mode PolSAR

Look direction Left

Polarization Quad-polarization

Incidence angle 19.5� to 67.5�

NESZ ⇠ -52 dB to -35 dB

Resolution (range ⇥ azimuth) 2.5 m ⇥ 0.8 m

Scene size 22 km swath

local wind, and is likely an older wave system originating further out at sea327

(Skrunes et al., 2016a). The sea state was moderately rough, including some328

small breaking waves. Photos and further descriptions can be found in Jones329

et al. (2016a).330

3.3. UAVSAR Time Series331

The UAVSAR is an L-band SAR sensor, currently flown on a Gulfstream-III332

aircraft. It acquires high resolution quad-polarization data and has a very low333

noise floor (Fore et al., 2015). More information about the properties of the334

UAVSAR sensor can be found in Table 2.335

During NORSE2015 the UAVSAR had two flights, each lasting several hours,336

acquiring a time series of the evolving slicks consisting of 22 scenes in total, over337

a time period of almost eight hours. Data were collected from 05:32 - 08:53 (16338

scenes) and from 11:45 - 13:18 (6 scenes) in flight 1 and 2, respectively. Hence,339

the ages of the slicks in the SAR imagery vary from about 45 minutes to 8.5340

hours for the plant oil (released first), and from time of release to almost eight341

hours for the E80 (released last). A subscene of one of the earliest scenes (scene342

#5) is shown in Fig. 1, with the four slicks and their estimated areas indicated.343

344
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Figure 1: Intensity image [dB] (VV) of scene #5 with slick identities and areas indicated.

UAVSAR data are courtesy of NASA/JPL-Caltech.

The UAVSAR acquired data on alternating ascending and descending passes345

along parallel lines, with a heading of 7� (11 scenes) and 187� (10 scenes),346

respectively. As the sensor is left-looking, the radar look direction was towards347

277� on ascending passes, and towards 97� on descending passes. Hence, the348

sensor was looking close to upwind (exact upwind was on average 259�) for the349

ascending passes and close to downwind (exact downwind was on average 259�-350

180� = 79�) for the descending passes. In addition, the last scene of flight 1351

was collected with a heading of 142� (i.e., look direction towards 52�). In this352

case, the look direction is also relatively close to downwind, but with a larger353

deviation than in the previous case. The radar flight and look direction relative354

to the swell and mean wind direction is shown in Fig. 2 for the three di↵erent355

flight lines, with the azimuth angles indicated. The scenes will hereafter be356

referred to as UW (flights with  of 18�), DW
1

(flights with  of 198�), and357

DW
2

(one flight with  of 153�).358

Each UAVSAR scene covers incidence angles of about 19.5�� 67.5�, but the359
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(a) (b) (c)

Figure 2: Overview of wind direction, swell direction, and radar flight and look directions for

the three configurations, (a) UW, (b) DW1, and (c) DW2.

slicks span a much smaller ✓ range in each case. An overview of the scenes’360

imaging geometries, including the relative wind direction and incidence angle361

range of each slick, is given in Fig. 3. Each scene is shown in a separate color,362

with UW, DW
1

, and DW
2

scenes represented by green colors, pink colors and363

orange, respectively. Scenes acquired early (late) in the time series are given364

light (dark) color shades. Note that the release of E80 was ongoing at the time365

of the acquisition of scene #1, and is therefore not included for that particular366

scene in Fig. 3 or in the analysis to follow. In addition, some issues related to367

the calibration of scene #6 prevents a direct comparison between this scene and368

the rest of the time series. Hence, we exclude scene #6 from the analysis (and369

it is therefore presented in gray in Fig. 3).370

4. Results: Individual Polarization Channels371

In this paper, the e↵ect of imaging geometry on the polarimetric UAVSAR372

data described in the previous section is investigated. The individual polariza-373

tion channels are investigated in this section, whereas multipolarization param-374

eters are discussed in Section 5.375

Each UAVSAR scene covers incidence angles from about 19.5� � 67.5�, and376

the azimuth angle varies between scenes, allowing the dependency of the clean377

sea backscatter on these factors to be investigated. For each acquisition, a clean378
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Figure 3: Overview of the UAVSAR time series, with the span of incidence angles covered by

the slicks in each scene indicated. Relative wind directions and acquisition times are included

on the right and left side, respectively. UW, DW1, and DW2 scenes are represented by green

colors, pink colors and orange, respectively, and change from light color shades early in the

time series to darker shades towards the end. Scene #6 is not included in the analysis and is

therefore presented in gray.
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sea region covering the full scene in range direction and 1000 pixels in azimuth379

direction is selected north of the slick areas, avoiding ships and other bright380

targets. The selected area is first multilooked by a 15 ⇥ 61 (range ⇥ azimuth)381

pixels window, then averaged over azimuth to produce a profile of clean sea382

backscatter as a function of incidence angle. These profiles are plotted in Fig. 4383

for the di↵erent polarization channels. The upper horizontal axis shows the384

Bragg wave number kB = 2⇡/�B . Additional averaging over 200 pixels along385

the profile is applied to more clearly portray the large-scale variation. Each386

scene is plotted separately, in addition to the mean of all UW scenes (green387

dashed line) and the mean of all DW
1

scenes (pink dashed line). The imbedded388

images in Fig. 4 are zoomed-out versions showing the backscatter levels relative389

to the noise floor, for both clean sea profiles and for the oil slick regions. For each390

slick, a vertical line is plotted between the 5th and the 95th percentiles of the391

backscatter values within the region (segmented using the extended polarimetric392

feature space method described in Espeseth et al. (2017)), with a star indicating393

the 50th percentile, and using the same color scale with respect to wind direction394

as for the clean sea dotted lines. No multilooking is applied prior to calculating395

these percentiles in order to show the characteristics of the actual measured396

values. Note that the main goal of the imbedded images in Fig. 4 is only to397

show the backscatter signal level compared to the noise floor. The characteristics398

of the oil slick backscatter will be discussed in more detail in Section 4.3.399

Note that, for all three polarization channels in Fig. 4, some undulations400

can be seen along the profiles, especially pronounced at the higher incidence401

angles. In consultation with the UAVSAR processing group, it was determined402

that the ripples are probably not related to the backscattering, but rather to403

the calibration of the data because they fall mainly within the UAVSAR cali-404

bration accuracy of 0.7 dB (Fore et al., 2015). Hence, these variations will be405

ignored in the discussion of incidence angle variation in the following sections.406

We obtained calibration data from before and after the NORSE2015 campaign407

to better understand potential artifacts and limitations, and verified that the408

calibration accuracy reported in (Fore et al., 2015) was still valid for our study,409
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with exceptions and limitations noted herein. Calibration, described in (Fore410

et al., 2015), is done using an array of corner reflectors, which are imaged at411

incidence angles up to 58�. Because we could not verify calibration accuracy412

for incidence angles above ca 60�, the results for these incidence angles are still413

included, but the area above this limit is indicated with a gray background in414

all the following plots, to indicate a higher uncertainty in these regions. Also,415

UAVSAR cross-polarization data collected over water has no cross-talk removal416

applied because the process does not work well over open water, and actually417

can introduce artifacts. Hence, for our study there is higher uncertainty in418

the absolute �0 values in cross-polarization channels than for the copolarization419

channels, as no cross-talk removal is carried out. The results for HV are still420

included in parts of the paper, but it should be noted that a higher uncertainty421

applies to these results.422

4.1. Backscatter Level vs. Sensor Noise Floor423

In Fig. 4, it is seen that clean sea backscatter in the VV channel is well424

above the NESZ for all ✓ and all scenes, whereas the HH backscatter approaches425

the noise floor at the very highest incidence angles. The HV channel has the426

lowest backscatter, which falls below the NESZ at ✓ around 65�. The clean sea427

backscatter profiles fall below the NESZ+6 dB threshold used in Minchew et al.428

(2012) at ✓ ⇠ 58� for HV and ✓ ⇠ 64� in HH. For VV, the clean sea means are429

above this threshold for all incidence angles.430

For the oil slicks, the 5th percentile is well above the NESZ+6 dB threshold431

for all slicks in the VV channel. In HH, the 5th percentile falls below the NESZ432

only for one slick (at 58�), whereas most slicks with ✓ > 53� have their 5th433

percentiles below the 6 dB threshold. For the HV channel, most slicks located434

above ✓ ⇠ 48� have their 5th percentiles below the NESZ, and all slicks have435

their 5th percentiles below the 6 dB threshold. However, the 50th percentiles436

for HV still lie more than 6 dB above the NESZ for all slicks but one (located437

at the highest ✓). Only the slicks with their 50th percentiles above the 6 dB438

limit are included in the analyses presented in this paper.439
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Figure 4: Clean sea backscatter as a function of ✓ (bottom x-axis) and kB (top x-axis) for (a)

VV, (b) HH, and (c) HV. Single scene averages and the mean of all UW and DW1 scenes are

shown. The imbedded images are zoomed-out versions showing the backscatter levels for both

clean sea and oil slicks relative to the noise floor. Each oil slick is represented by a vertical line

between the 5th and 95th percentiles of the single-look backscatter values. The area above ✓

= 60� is gray shaded to indicate a higher calibration uncertainty.
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The low noise floor of the UAVSAR combined with the high wind conditions440

gives a high SNR for both the clean sea and slick covered regions in this data441

set, so that the sensor noise has a small e↵ect on the results, especially in co-442

polarization channels and for low to medium incidence angles.443

4.2. Clean Sea Backscatter444

Fig. 4 shows that the UAVSAR data set here investigated exhibits the same445

general backscatter characteristics observed previously and described in Sec-446

tion 2.1. For all polarization channels, the clean sea backscatter decreases as447

the incidence angle increases, with a more rapid decrease in HH than in the448

other two channels. The highest and lowest backscatter values are found in449

the VV and HV channels, respectively. At the highest incidence angles, the450

backscatter values flatten out and start to increase, especially in the HV chan-451

nel. This is consistent with the measured �0 being a mixture of sensor noise and452

backscattered signal at high ✓ due to the proximity to the sensor noise floor,453

and has been observed previously (Minchew et al., 2012).454

Fig. 4 shows that the variation in backscatter between the di↵erent scenes is455

relatively small, and the deviation between scenes with the same  are mostly456

within 1 dB. A dependency on the relative wind direction is observed. In HH,457

the backscatter lies consistently higher in the UW scenes than in the DW scenes,458

and the di↵erence increases with incidence angle up to about 60�. This is shown459

in more detail in Fig. 5, where the di↵erence between the mean values of the UW460

scenes and DW
1

scenes (i.e., the di↵erence between the green and pink dashed461

lines in Fig. 4) is plotted. Note that, as the di↵erence values are relatively small,462

the calibration related undulations along the profiles mentioned above has a463

clear e↵ect on the plots. Hence, a linear fit to the data is included in Fig. 5. For464

HH, the UW-DW di↵erence is seen to increase from about 1 dB at low ✓ up to465

about 2 dB around 60� (from ca 1.2 dB to 1.5 dB for the fitted line). Figs. 4 and466

5 show that the UW scenes lie generally above the DW scenes also in VV for467

low to medium incidence angles, although the DW backscatter exceeds the UW468

backscatter in some areas due to the calibration-related undulations. However,469
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the fitted line always lies above 0. For VV, the UW-DW di↵erence decreases as470

the incidence angle increases, and at the lowest incidence angles, the di↵erence471

between UW and DW backscatter is actually higher in VV than in HH, with a472

cross-over at ✓ ⇠ 27�. However, this may be related to the calibration-related473

waves along profiles, and is not observed when looking at the fitted lines. As474

described in Section 2.1, the UW-DW asymmetry in the copolarization channels475

has been found to be mainly related to nonpolarized scattering, e.g., from wave476

breaking, which is more pronounced in UW than in DW. During the UAVSAR477

data collection, the wind speed was relatively high and some small breaking478

waves could be seen on the surface, which could result in the observed UW-479

DW asymmetry. In Mouche et al. (2006), the variation with  was found to480

be stronger in HH than in VV, and to increase with incidence angles above481

30�, which is in mainly in agreement with what we observe here. However, the482

decreasing di↵erence in VV as ✓ increases was not observed in Mouche et al.483

(2006). It can be noted that for both HH and VV, the backscatter in the DW
2

484

scene is similar to, or slightly lower than, the DW
1

scenes, which may be due to485

the DW
2

scene having a look direction further away (DW
1

at 18�; DW
2

at 27�)486

from directly downwind and closer to CW, where a minimum in backscatter is487

expected.488

From Fig. 4, it is seen that the HV channel has a somewhat di↵erent be-489

havior than the copolarization channels, with less separation between UW and490

DW
1

scenes. At incidence angles below ca 45�, the DW
1

scenes have a slightly491

higher mean backscatter (0-0.5 dB) than the UW scenes, which is the oppo-492

site of the co-polarization channels. These findings are in agreement with the493

cross-polarization results described in Section 2.1. As the accuracy of the HV494

channels has a higher uncertainty than for copolarization channels (see begin-495

ning of Section 4), a more detailed comparison of HV data is not pursued here.496

It should be noted that as we only have one scene with the DW
2

geometry,497

the characteristics of this wind direction is more uncertain than that of UW and498

DW
1

. Hence, the following discussions will mainly compare the UW and DW
1

499

scenes, which are acquired with exactly opposite look directions and in repeated500
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calibration uncertainty.

passes.501

4.3. Oil Slicks Backscatter502

Profiles of the backscatter from oil covered regions cannot be obtained for503

the full range of incidence angles studied for the clean sea because the slicks504

cover only a small portion of the scene. That combined with the lower signal505

level from the slicks makes the dependency of oil slick backscatter on imaging506

geometry more di�cult to evaluate than that of clean sea. The analysis is also507

complicated by the fact that the slicks are evolving over time, changing their508

properties (Espeseth et al., 2017). The general characteristics of the oil slick509

backscatter as a function of incidence angle and wind direction that can be510

obtained from the data is presented. Fig. 6 shows the characteristics of the511

backscatter from the oil covered regions, as well as the clean sea (only the mean512

per wind direction is here included). For each slick, a vertical gray line is plotted513

between the 5th and 95th percentiles and the 50th percentile is indicated by a514
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 -dependent symbol in scene-specific colors as given by the legend (see also515

Fig. 3). No distinction between slick types are made in these plots. Note that516

the information plotted are similar to the imbedded images in Fig. 4, but here517

15 ⇥ 61 pixels multilooking is applied prior to extracting the percentiles. After518

multilooking, all oil slicks have their 5th percentiles above the NESZ in all519

polarization channels.520

The oil slick backscatter shows a similar variation with incidence angle as521

that of the clean sea, with values generally decreasing as ✓ increases, and with522

the most pronounced dependency in the HH channel. The variation with wind523

direction is more di�cult to assess, and is complicated by the fact that the524

slicks in subsequent scenes are not necessarily at the same incidence angles, and525

the properties of the oil slicks can vary between acquisitions, especially early526

in the time series. Still, in many of the scenes, the slicks are located between527

40� � 50�, and some comparison in terms of wind direction can be made. At528

these ✓, the slick regions show no clear di↵erence between wind directions in529

�0

V V and �0

HV , whereas �0

HH has slightly higher values in UW compared to530

DW. These di↵erences are the same as observed for clean sea. However, any531

di↵erence due to wind direction is small compared to the within-slick variability.532

This is further discussed in the next section by looking at the damping ratio.533

4.4. Damping Ratio534

The preceding sections discuss how the backscatter values vary with imaging

geometry. To evaluate how the damping of the signal within the oil slicks varies

with these factors, we look at the damping ratio ⇣, i.e., the ratio between the

mean backscatter value from a slick-free background sample,
⌦
|SXY,sea|2

↵
, to

the mean value of a slick-covered region,
⌦
|SXY,oil|2

↵
:

⇣ =

⌦
|SXY,sea|2

↵

h|SXY,oil|2i
, (5)

where X and Y denotes transmit and receive polarization, respectively. The535

mean backscatter within each slick region is compared to a clean sea area se-536

lected at the exact same range position, only shifted in azimuth. As large areas537
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Figure 6: Backscatter as a function of ✓ (bottom x-axis) and kB (top x-axis) for (a) VV, (b)

HH, and (c) HV channels. Dashed lines are the mean ocean backscatter. For the oil slicks,

vertical gray lines are plotted between the 5th and 95th percentiles after multilooking, and

the median is indicated by a  -dependent symbol in a scene-dependent color as given in the

legend.
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(a) (b)

(c) (d)

Figure 7: Damping ratios (in dB) for the VV and HH intensities as function of scene number,

for (a) E80, (b) E60, (c) E40, and (d) PO. Only scenes #8 - #15 are used for evaluating the

 sensitivity, as they are located after the initial ⇣ decrease following release and have nearly

the same incidence angle for each slick. The imaging geometry for the slick is indicated along

the top of each graph.
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of clean sea are available, a greater region is selected for the clean sea than for538

the oil slicks, but the relative distribution of pixels with respect to incidence539

angle is kept the same. The damping ratio for this data set was investigated540

in detail in Jones et al. (2016b), where the temporal evolution and variations541

between slick types and polarization channels were discussed. Hence, the cur-542

rent discussion only focuses on the variation of ⇣ with imaging geometry, in543

particular the wind direction.544

Investigating the isolated e↵ects of ✓ on the damping ratio is di�cult as the545

only part of the time series where the incidence angle of subsequent scenes with546

the same wind direction varies significantly is the beginning of flight 1 (scenes547

#1 - #7), where the oils are relatively freshly released, and the temporal factor548

(spreading) is the main driver behind the changing ⇣ for the emulsions (see Jones549

et al. (2016b)). Therefore, only the e↵ect of  on the damping ratio is evaluated550

here. Specifically, scenes #8 - #15 are used for this analysis, as these scenes are551

located after the initial ⇣ decrease, and have relatively stable incidence angles552

between acquisitions. The HH and VV damping ratios for scenes #8 - #15 are553

plotted in Fig. 7, with the incidence angles at the slick centers given on top554

of each plot. The time span between the acquisition of scene #8 and #15 is555

ca 1.5 hours. In this period, the slick ages vary between ⇠ 1.5 hours and ⇠ 4556

hours. The vertical axis varies between slicks, but the range in dB is constant.557

It was determined that computing the DR from a smaller random sample of558

data points within the slicks rather than using the full segmented slick regions559

has little e↵ect on the DR value, resulting in very small variations around the560

values plotted in Fig. 7.561

Fig. 7 shows some indications of a wind direction dependence, with higher562

⇣ in DW scenes than in UW scenes in most cases, especially in the HH channel.563

This UW-DW di↵erence is seen to some degree in all three emulsions for the HH564

channel, but is particularly pronounced in the E40 slick. If the backscatter from565

clean sea and from oil slicks had the same sensitivity to  , we would expect the566

⇣ to be constant between scenes (assuming that the oil slick properties changes567

little over time in this part of the time series). Hence, the observed variation568
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between UW and DW scenes indicates that the sensitivity to  is di↵erent in569

slick-covered areas compared to in clean sea, particularly in the HH channel.570

According to the model described in Kudryavtsev et al. (2003, 2013); Mouche571

et al. (2006) (see Section 2.1), the backscatter can be written as the sum of a572

polarized Bragg scatter component and a non-polarized non-Bragg component573

related, e.g., to wave breaking, with the nonpolarized component found to be574

responsible for most of the UW-DW asymmetry. Previous studies have found575

the non-Bragg component to be less a↵ected by the presence of oil films than576

the Bragg component, and to contribute relatively more with respect to the577

total backscatter signal within oil slicks compared to in clean sea (Kudryavtsev578

et al., 2013; Skrunes et al., 2015b). The larger contribution of the non-polarized579

component in oil slicks, together with the fact that this component is stronger580

in UW than in DW, can hence be the cause of the larger damping ratios here581

observed in DW. As the HH channel is more a↵ected by this non-polarized582

component, it is reasonable that the  -dependency of ⇣ is most pronounced583

in this channel. Also, since the non-Bragg component contributes more to the584

total backscatter in the oil slicks compared to in clean sea, it can be expected585

that the oil covered areas are more a↵ected by the  than clean sea. This is586

here confirmed by comparing the backscatter in UW and DW of subsequent587

scenes (for scenes #8 - #15), which shows generally higher UW/DW ratios in588

oil covered areas than in clean sea. Results are shown in Table 3, where the589

ratio of the mean HH intensity between subsequent scenes are given for clean590

sea and mineral oil slicks. For each slick case and scene pair, the region (slick or591

sea) with highest UW/DW ratio is given in bold. For the majority of the cases,592

the slicks have higher UW/DW ratios than the corresponding clean sea region.593

Only the ⇣ for HH and VV are shown in Fig. 7 in order to simplify the plots,594

and as these channels are the most interesting and useful for the satellite based595

oil spill services. However, it can be mentioned that the HV damping ratio here596

has relatively high values, and mostly lie between those of the HH and VV, or in597

some cases even above the ⇣ for VV. The high ⇣ for HV could be partly related598

to depolarization e↵ects due to presence of white caps on the sea surface caused599
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Table 3: UW/DW ratios of the HH intensity for the emulsion slicks calculated between sub-

sequent scenes. The region (slick or sea) with highest UW/DW ratio is presented in bold for

each case.

Slick #9

#8

#9

#10

#11

#10

#11

#12

#13

#12

#13

#14

#15

#14

E80 Sea 1.60 1.63 1.53 1.65 1.67 1.83 1.83

Slick 1.77 1.75 1.59 1.86 1.77 1.77 1.89

E60 Sea 1.57 1.59 1.44 1.42 1.37 1.41 1.22

Slick 1.91 1.83 1.53 1.54 1.45 1.43 1.27

E40 Sea 1.41 1.31 1.24 1.25 1.17 1.17 0.98

Slick 1.54 1.51 1.42 1.45 1.31 1.21 0.96

by the high wind. The between-scene variation in ⇣ for HV is more similar to600

that for VV than for HH, as expected from Figs. 4 and 5.601

As mentioned in Section 2.2, the dependency of oil spill damping ratios602

on relative wind direction have been evaluated only in a few previous stud-603

ies, which concluded that the damping was independent of the relative look604

direction. Many factors, including sensor system, oil properties, and wind con-605

ditions may cause di↵erences between studies. As the variation in damping606

ratios here may be related to the non-polarized backscatter component, pos-607

sibly from breaking waves, a similar UW-DW di↵erence may not be observed608

in calmer wind conditions. However, this should be further investigated in the609

future, ideally keeping more factors constant between acquisitions to enable a610

more certain comparison.611

5. Results: Multipolarization Features612

The feature set introduced in Section 2.3 and listed in Table 1 is investigated613

to evaluate their sensitivity to imaging geometry. The results for clean sea areas614

are first discussed in Section 5.1, followed by a discussion of the oil slick regions615

in Section 5.2.616
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Figure 8: Feature values over clean sea plotted as a function of ✓ (bottom x-axis) and kB (top

x-axis). Vertical solid (dashed) lines indicate the ✓ where the clean sea ocean backscatter falls

below the NESZ (NESZ+6 dB) in HH (black) and HV (gray). The �0 in VV is always more

than 6 dB above the noise floor. Inserts show close-ups of the profile tails at high ✓. The area

above ✓ = 60� is gray shaded to indicate a higher calibration uncertainty.
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5.1. Clean Sea617

Fig. 8 shows how the multipolarization feature values for clean sea vary with

incidence angle and between scenes. All features are calculated using a 15⇥61

pixels window. The vertical solid (dashed) lines indicate the approximate ✓

where the clean sea backscatter in Fig. 4 falls below the NESZ (NESZ+6 dB limit

used in Minchew et al. (2012)), respectively, for HH (black) and for HV (gray)

where applicable. The area with ✓ >⇠ 30� is most relevant for satellite based

remote sensing, but the ✓ range of 24��67� is here shown for completeness. The

area above ✓=60� is gray shaded to indicate a higher calibration uncertainty (see

Section 4). For exponentially decreasing features, an insert of the tail region

is included to more clearly show the behavior at the very highest incidence

angles. It should be noted that the y-axis varies among the parameters and it

can therefore be di�cult to visually compare the dependency across features.

Hence, in addition to the profile plots in Fig. 8, quantitative measures are applied

to investigate and compare the features sensitivity to ✓ and  . The results

are presented in Tables 4�6. In Table 4, the sensitivity to wind direction is

quantified using the mean normalized di↵erence (mnd) defined as:

Dmnd =
1

N

r1+N�1X

r=r1

|UW (r)�DW (r)|
0.5(UW (r) +DW (r))

, (6)

where UW (r) and DW (r) is the mean clean sea profiles of the UW and DW
1

618

scenes (i.e., the green and pink dashed lines in Fig. 8) respectively, in range619

position r, and N is the number of pixels along range in the selected ✓ interval.620

The Dmnd is calculated for the whole range of incidence angles, as well as for621

intervals of ✓, i.e., 30��40�, 40��50�, and 50��60�. The intervals are included622

to avoid high/low ✓ e↵ects (e.g., due to reduced SNR or other scattering types),623

and cover the most relevant incidence angles for spaceborne sensors. It is also624

of interest to evaluate whether there are parts of the range where the UW-DW625

di↵erence is particularly high or low. In the case of future operational imple-626

mentation, features with lower sensitivity to imaging geometry are preferable627

(given they have similar detection/characterization capabilities), to more easily628
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develop general algorithms with a wide range of applicability. Hence, features629

with low UW-DW di↵erence, i.e., low Dmnd, are preferred. In Table 4, the five630

multipolarization parameters with the lowest Dmnd are presented in bold for631

each column.632

To quantify the dependency of the di↵erent parameters on incidence angle,633

the Spearmans correlation coe�cient ⇢S is first applied, and presented in Ta-634

ble 5. The ⇢S varies between -1 and 1, with 0 indicating no correlation and ±1635

indicating full correlation. Negative values indicate an inverse relation between636

feature values and ✓ (Corder and Foreman, 2009). For clean sea, the correlation637

between incidence angle and feature values is calculated for each scene for the638

data points with 30�  ✓  50� to avoid e↵ects at low and high ✓. The numbers639

presented in Table 5 are the median of ⇢S for all UW scenes, for all DW
1

scenes640

and the ⇢S for the one DW
2

scene available. The background colours represent641

di↵erent correlation categories, using a labelling system where |⇢S | 0.35 is con-642

sidered weak (W) correlation, 0.36  |⇢S | 0.67 as moderate (M) correlation,643

0.68  |⇢S | 0.89 as strong (S) correlation, and 0.90  |⇢S | as very strong (VS)644

correlation (described in Taylor (1990) for the Pearson correlation coe�cient).645

Results with p-values above 0.05 (i.e., not significant at significance level 0.05)646

are given in parentheses. Note that the results for the clean sea were significant647

in all cases except for one UW scene for the ↵̄ parameter, and that for the648

vast majority of the cases, the minimum and maximum values of ⇢S were well649

within ± 0.01 of the median value given in Table 5. Only PD had minimum650

and maximum values deviating as much as 0.09-0.17 from the median.651

Although ⇢S contains information about how correlated the features are

with incidence angle, it doesn’t provide information on how much the values

vary across the range. Hence, the coe�cient of variation (CV ) is also included

to quantify the relative variation:

CV =
�

m
(7)

where m and � is the mean and standard deviation of the feature values in the652

clean sea profile over a given range of incidence angles. The CV is computed653
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for each scene and for each feature, and the median of the results for all UW654

scenes and all DW
1

scenes are presented in Table 6. The CV for the DW
2

655

scene is not included, but the values are similar to those for DW
1

. It can be656

noted that the maximum and minimum values of CV are generally well within657

the median (given in Table 6) ± 0.03. Again, we are looking for features with658

low sensitivity to imaging geometry. As features can be highly correlated with659

✓ while still having small changes in feature values as function of ✓, CV is a660

better measure for the comparisons of relative changes in feature values, with661

low CV s indicating low variation with ✓. In Table 6, the five multipolarization662

parameters with the lowest CV s are presented in bold for each case. To avoid663

the e↵ects at the very high/low ✓, the selected incidence angle ranges are limited664

to 30�  ✓  60�. The quantitative measures presented in Tables 4�6 are given665

for HH and VV intensities, in addition to the multipolarization features, for666

comparison.667

A feature-by-feature discussion of the results presented in Fig. 8 and Ta-668

bles 4�6 is given in the following subsections.669

5.1.1. Span and Geometric Intensity (µ)670

The Span and µ (Figs. 8(a)-8(b)) are both measures of the total intensity,671

and show a clear decrease with increasing incidence angle as expected. The672

values are larger for the UW scenes than for DW scenes, as observed for the673

copolarization backscatter in Fig. 4. A slight increase at the highest ✓ (⇠ 62�)674

is observed in µ, but not clearly seen in the Span, indicating that µ may be675

slightly more a↵ected by the proximity to the noise floor. Whereas the Span is676

just the sum of the intensities, the µ is based on all the elements of T, including677

the phase information. Hence, µ may be more a↵ected by the HV channel and678

its low SNR than the Span, where the copolarization channels dominate.679

As noted in Section 4.2 and seen from Tables 4 and 6, the HH channel is680

clearly the polarization channel that is most sensitive to the imaging geometry.681

This sensitivity is somewhat diluted when extracting multipolarization features,682

where the measurements, and sensitivities, of the di↵erent channels are com-683
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bined. Compared to the single polarization channels, Span, and µ mainly have684

CV and Dmnd values that lie between that of
⌦
|SV V |2

↵
and

⌦
|SHH |2

↵
, but gen-685

erally closer to the former. This indicates that Span and µ are less sensitive to686

imaging geometry, with more stable feature values under changing conditions,687

than the HH intensity. For CV , the µ even has values below that of
⌦
|SV V |2

↵
688

for several cases.689

Table 4 and Table 6 also show that µ has lower values of CV than Span,690

i.e., less variation with ✓, particularly at low-medium ✓, whereas Span has lower691

Dmnd than µ, i.e., lower UW-DW di↵erence, particularly at high ✓. Compared to692

the other multipolarization parameters, µ and Span have medium-high values693

of CV and Dmnd. Table 5 shows that both features have ⇢S = �1, i.e., full694

correlation with ✓.695

5.1.2. Copolarization Power Ratio (�CO)696

The �CO (Fig. 8(c)) has a clear dependency on both ✓ and wind direction,697

with values decreasing as the ✓ increases, and from UW to DW for ✓ between698

⇠ 30��60�. This is in accordance with the model and observations described in699

Mouche et al. (2005, 2006), which suggest that the increased �CO in UW and at700

higher ✓ is due to a stronger contribution of non-polarized scattering here. At701

the very highest incidence angles, the �CO values flatten out and increase, which702

is similar to the observations in Minchew et al. (2012), and could be related to703

the proximity to the noise floor.704

One more characteristic of the �CO profile in Fig. 8(c) that should be ad-705

dressed is the wavy behavior along the profile, which is probably related to the706

calibration as discussed in Section 4.2. This behavior is seen in several features,707

but is especially pronounced in �CO, PD, and ↵̄. It can be noted that the undu-708

lations are not located at the exact same incidence angle for all features, because709

the oscillations also vary among the polarization channels (see Fig. 4). As the710

wavy behavior is assumed to be unrelated to variations in the backscatter, it is711

ignored in the following sections.712

The quantitative measures in Tables 4�6 show that �CO has a ⇢S of -1.0, and713
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Table 4: Mean normalized di↵erence, Dmnd, between UW and DW1 scenes over clean sea.

The five multipolarization parameters with the lowest Dmnd are presented in bold for each

column.

Feature Dmnd Dmnd Dmnd Dmnd

24� � 67� 30� � 40� 40� � 50� 50� � 60�

⌦
|SV V |2

↵
0.09 0.14 0.06 0.07

⌦
|SHH |2

↵
0.33 0.27 0.33 0.40

Span 0.12 0.19 0.13 0.09

µ 0.19 0.20 0.20 0.22

�CO 0.27 0.13 0.27 0.37

PD 0.10 0.11 0.10 0.08

��CO 0.04 0.04 0.05 0.06

⇢CO 0.02 0.01 0.02 0.03

rCO 0.20 0.20 0.19 0.21

�zCO 0.20 0.22 0.20 0.21

H 0.10 0.04 0.10 0.16

↵̄ 0.06 0.04 0.08 0.07

�
1

0.11 0.19 0.12 0.07
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relatively high values of Dmnd and CV compared to the other multipolarization714

features, especially at ✓ > 40�. Hence, the �CO values are more susceptible715

to changing ✓ and  than the other features, which can be a disadvantage for716

operational use.717

5.1.3. Polarization Di↵erence (PD)718

For PD (Fig. 8(d)), a sharp decrease with increasing incidence angle is ob-719

served for ✓ < ca. 30�, after which a much slower decrease takes place. No clear720

e↵ect on the general trend can be seen when approaching the sensor noise floor.721

There is a large degree of overlap between the di↵erent wind directions’ clean sea722

profiles and no clear separation with respect to  above ⇠ 30�. The decreasing723

trend as ✓ increases and the lack of a clear wind direction dependence are in724

agreement with observations for C-band in Mouche et al. (2005, 2006). Accord-725

ing to the model applied in those studies, the non-polarized component, which726

is the main component responsible for the UW-DW asymmetry, is removed by727

computing the di↵erence between the copolarization channels.728

Although we are here less concerned with the very lowest incidence angles,729

the clear separation between UW and DW data for ✓ <⇠ 27� should be com-730

mented on. In this region, the Bragg scatter may be less dominant, and other731

mechanisms, e.g., specular scattering may be more pronounced, and cause a732

larger di↵erence between UW and DW that is not canceled out by looking at733

the polarization di↵erence.734

The PD has Dmnd values much lower than that of
⌦
|SHH |2

↵
, and close to735

that of
⌦
|SV V |2

↵
. Note that the calibration-related oscillations along the profile736

may cause an increase in the Dmnd that is not physically based. The CV for PD737

is lower than or equal to that of
⌦
|SV V |2

↵
and it can be concluded that much738

of the imaging geometry dependence of the individual channels are removed by739

looking at the PD. The lower values of Dmnd and CV for PD compared to for740

�CO also support the theory of a non-polarized additive component with a high741

sensitivity to imaging geometry, that cancels out in the PD. The PD is also742

the only parameter with |⇢S |< 0.96, with values of -0.64 (UW), -0.80 (DW
1

)743
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and -0.87 (DW
2

), which are still considered moderate-strong correlation. It744

should be mentioned that the ⇢S identifies monotonic functions between the745

two variables, and from Fig. 8(d) it can be seen that for PD, the variation746

over ✓ is not monotonic. Hence, the resulting ⇢S for PD is less reliable. Note747

that the non-monotonic behavior of PD may be due to the calibration related748

undulations previously mentioned rather than the change in ✓.749

Overall, Tables 4 and 6 show that PD has among the lowest values of Dmnd750

and CV of all the features, i.e., PD is one of the best features in terms of feature751

value stability under varying imaging geometry.752

5.1.4. Copolarization Cross Product Parameters753

The real part of the copolarization cross product (rCO), the magnitude of754

the copolarization correlation coe�cient (⇢CO), the standard deviation of the755

copolarization phase di↵erence (��CO), and the standard deviation of the copo-756

larization cross product magnitude (�zCO) are all based on the copolarization757

cross product SHHS⇤
V V . The first three parameters describe the degree of cor-758

relation between HH and VV, whereas �zCO measures the variation in the cor-759

relation magnitude. The clean sea profiles in Figs. 8(e) - 8(g) show decreasing760

correlation between HH and VV as the incidence angle increases, i.e., decreas-761

ing values of rCO and ⇢CO and increasing ��CO. Higher (lower) values of ⇢CO762

(��CO) in DW than in UW indicates a slightly lower correlation between HH763

and VV in the former case, whereas higher rCO values in the UW indicates the764

opposite. It should be noted from Table 4 that ⇢CO and ��CO have very low765

values of Dmnd, whereas rCO shows a more significant di↵erence between UW766

and DW data. Whereas ⇢CO and ��CO belong to feature category II (see Ta-767

ble 1), i.e., they are independent of the small-scale roughness, the rCO belongs768

to category I. Hence, the di↵erence between these features in terms of sensitivity769

to wind direction can be related to the roughness.770

The ⇢CO and ��CO also have little variation in feature values over ✓, as771

measured by the CV , compared to the other features, whereas the rCO has772

relatively high values and hence is more sensitive to both ✓ and  . Both ⇢CO773
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and ��CO change behavior at the highest incidence angles, with a sharper de-774

crease/increase above ⇠ 60�, whereas rCO seems less a↵ected by the high ✓ and775

the instrument noise. On the other hand, rCO has a steeper slope at the low776

incidence angles.777

The �zCO (Fig. 8(h)) shows decreasing values for increasing ✓, and from UW778

to DW, indicating a reduced variability in the cross correlation magnitude for779

high ✓ and DW conditions. Tables 4 and 6 show relatively large values of CV780

and Dmnd, i.e., high dependency on imaging geometry, for �zCO values. At the781

highest ✓, where the HH channel falls below the NESZ+6 dB limit, the �zCO782

profile flattens out.783

Of the features related to the copolarization cross product, the category II784

parameters have among the lowest values of both CV and Dmnd of all the fea-785

tures, whereas the category II parameters have higher sensitivity to the imaging786

geometry. The ⇢S indicates full correlation with ✓ for all the cross product787

parameters.788

5.1.5. H/A/↵̄ Decomposition789

In the entropy (H) (Fig. 8(i)), a general increase with ✓ is observed. The790

values flatten out around 55� � 60�, before a rapid increase takes place above791

60�. The behavior at high ✓ is probably related to the proximity to the NESZ792

and an increasing amount of noise mixed with the signal. A similar behavior was793

observed for H in Minchew et al. (2012). The UW scenes have generally higher794

values than the DW scenes, and the di↵erence increases with ✓ between 30� and795

60�. The higher entropy in UW, and the increasing di↵erence with ✓, may be796

related to stronger contributions of the non-polarized scattering component in797

UW compared to DW, as discussed for �CO and PD, and in Section 2.798

In the most relevant part of the range, i.e., above ✓ ⇠ 30�, the mean scat-799

tering angle (↵̄) generally increases with incidence angle, and lies a few degrees800

lower in UW than in DW. The di↵erences are very small, and ↵̄ is found to be801

among the features with the lowest values of both CV and Dmnd in all cases. At802

the lowest incidence angles, a decrease in ↵̄ is observed as ✓ increases. The dif-803
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ference in behavior for the lowest ✓ may again be related to di↵erent scattering804

properties, e.g., due to increased specular reflections. However, the di↵erences805

are very small, i.e., only a few degrees. It can be noted that for ✓ < 66�, all806

clean sea mean profiles have H < 0.5 and ↵̄ below about 40�, indicating the807

presence of a dominating surface scattering mechanism, i.e., Bragg scattering,808

in all areas.809

The clean sea profiles of �
1

(Fig. 8(k)) look very similar to those for Span,810

as expected when �
1

� �
2

,�
3

, resulting in Span ⇡ �
1

. The �
2

and �
3

are not811

included in this figure, but have values one to two orders of magnitude lower812

than �
1

. Hence, �
1

(and Span) will be little a↵ected by the noise. This is813

observed at the high ✓ in Fig. 8(k), where �
1

seems una↵ected by the proximity814

to the noise floor. This was also observed in Minchew et al. (2012).815

Both H and ↵̄ are among the features with the lowest values of Dmnd and816

CV , i.e., among the best features in terms of feature value stability under vary-817

ing imaging geometry. The �
1

values vary more with imaging geometry, and818

produce very similar values as the Span. All three parameters have a very819

strong correlation with ✓.820

The anisotropy (A) is the last parameter in the H/A/↵̄ decomposition and821

measures the relative importance of the second and third eigenvalues. However,822

as noted in Section 2.3, A is only useful for high values of H (H > 0.7), when823

there is more than one scattering mechanism contributing to the signal. In this824

data set we have H < 0.5 and �
1

� �
2

,�
3

, which means that the A will be825

very contaminated by the noise. Hence, we choose to exclude the A from the826

analysis as it does not contain any useful information.827

5.1.6. Feature Comparisons828

The results presented in Fig. 8 and Tables 4�6 clearly shows that all pa-829

rameters have some degree of sensitivity to the imaging geometry. For potential830

operational use, it is important to know how the applied parameters vary with831

these factors, and possibly identify features with less sensitivity to these con-832

ditions, i.e., low values of CV and Dmnd. Comparing the Dmnd in Table 4 for833
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Table 6: Coe�cient of variation, CV , for clean sea profiles within given ranges of incidence

angles. The values presented are the medians of the CV s for all scenes with the same relative

wind direction. The five multipolarization parameters with the lowest CV are presented in

bold for each column.

Feature 30� � 40� 40� � 50� 50� � 60�

UW DW
1

UW DW
1

UW DW
1

⌦
|SV V |2

↵
0.33 0.32 0.16 0.13 0.11 0.06

⌦
|SHH |2

↵
0.48 0.48 0.35 0.39 0.29 0.33

Span 0.39 0.38 0.21 0.20 0.14 0.09

µ 0.27 0.26 0.14 0.16 0.10 0.08

�CO 0.14 0.15 0.20 0.26 0.19 0.29

PD 0.05 0.07 0.04 0.03 0.07 0.06

��CO 0.05 0.05 0.05 0.05 0.06 0.07

⇢CO 0.01 0.01 0.02 0.01 0.03 0.03

rCO 0.39 0.40 0.24 0.25 0.20 0.18

�zCO 0.42 0.42 0.27 0.27 0.22 0.21

H 0.11 0.11 0.07 0.04 0.05 0.04

↵̄ 0.02 0.03 0.04 0.06 0.05 0.06

�
1

0.40 0.38 0.22 0.20 0.14 0.09
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the di↵erent features, the minimum values are generally found in ⇢CO, ��CO, ↵̄,834

PD, and H, whereas �CO has the maximum di↵erence. The Dmnd varies over835

range as seen from the last three columns in Table 4, but the relative location of836

higher and lower di↵erences varies among the features. For Span and �
1

(�CO837

and H) the Dmnd decreases (increases) as ✓ increases, respectively. The other838

features have only small variations in Dmnd, i.e., relatively stable UW-DW dif-839

ference over range. It should be noted that, as the UW-DW di↵erence may be840

related to steep slopes and breaking waves, lower Dmnd values may be observed841

in calmer wind conditions.842

From columns 2�4 in Table 5 it is clear that most of the parameters have843

a very strong correlation with incidence angle, with |⇢S |� 0.96 for all features844

except PD. However, a high correlation with ✓ may not necessarily cause large845

variations in feature values over range, as seen, e.g., in ⇢CO and ��CO. The846

variation in feature values are measured by the CV , which shows some di↵er-847

ences in feature variability over ✓, with the lowest values found in ⇢CO, ↵̄, PD,848

��CO, and H. Note that these are the same five features that also produced the849

lowest values of Dmnd. The CV changes across the range, but in di↵erent ways850

for the various features. No clear consistent di↵erences with respect to wind851

direction are observed in the features’ sensitivity to ✓ in either CV or in ⇢S .852

Fig. 8 shows that many features change behavior at the highest incidence853

angles. At least part of these changes can be due to the signal level approach-854

ing the noise floor (see Fig. 4), and the variations with ✓ cannot be evaluated855

without also taking the SNR into consideration. As the SNR is very high for856

the UAVSAR data, the signal is approaching the NESZ only at the very highest857

incidence angles. For satellite borne sensors, which are used operationally for oil858

spill detection, the SNR is often lower, and the signal can approach the NESZ859

at relatively low ✓. In that case, a corresponding plot of the feature values as860

seen in Fig. 8 may look di↵erent, with the e↵ects here observed at high ✓ oc-861

curring at lower incidence angles. The e↵ects of the proximity to the noise floor862

on the measurements and derived parameters can therefore be more important863

for the analysis of these data products. A similar investigation on the sensi-864
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tivity to imaging geometry as presented in this paper is di�cult for satellite865

sensors, as each scene only covers a few degrees of ✓ for quad-polarization SAR866

and acquisition of a larger set of scenes close in time, with varying observation867

geometry is not possible. However, we may expect a similar change in feature868

values as observed in Fig. 8 at the same SNR. Knowledge about these variations869

is important if multipolarization features are to be used more operationally for870

oil spill observation in the future. It can also be noted that, as oil slicks are871

low backscatter regions, the challenge of low SNR is even more important in872

these regions. Hence, increasing the knowledge on how a low SNR will modify873

multipolarization feature values is very important for a correct interpretation of874

these parameters (see discussions in, e.g., Minchew et al. (2012); Alpers et al.875

(2017)). Fig. 8 shows that the behavior at high ✓ (reduced SNR) varies between876

the features. In ⇢CO, ��CO, and ↵̄, the general trend at intermediate ✓ con-877

tinues at the highest ✓, but with a larger slope, whereas in �CO, H, and µ, a878

peak or trough and/or change in behavior seem to occur. In �zCO, the values879

flatten out when approaching the NESZ, whereas rCO and PD seem una↵ected880

by the high incidence angle and proximity to instrument noise. The Span and881

�
1

are also little a↵ected by the high incidence angle. A small increase may882

be present above ✓ ⇠ 65�, but this trend is di�cult to distinguish from overall883

variations along the profiles. In the plots presented in Fig. 8, it can be seen884

that the changes in the feature values at high ✓ often occur at slightly lower885

incidence angles than the 6 dB threshold used in Minchew et al. (2012). In886

Fig. 4, the �0

HH (�0

HV ) seem to flatten out around 61��62� (55�), where the887

mean backscatter lines lie approximately 7�9 dB (8�9 dB) above the noise888

floor, respectively. Hence, the measurements and derived multipolarization fea-889

tures may be a↵ected by the proximity to the noise floor at even lower incidence890

angles/higher SNR than previously assumed. However, a separate study on this891

aspect will be carried out to thoroughly investigate the significance of the SNR.892

Comparing the categorization of features in Table 1 with the observations at893

high ✓, it seems like the parameters most a↵ected by the proximity to the NESZ894

belong to category II, i.e., are independent of small-scale roughness, whereas895
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the features less a↵ected (or una↵ected) by the NESZ are found in category I.896

Category II features, being ratios and having more terms involving the cross897

section, are more sensitive to the noise.898

In Fig. 8, it can be seen that several features also have a di↵erent behavior899

at the very lowest incidence angles, below ⇠30�. Category I parameters (Span,900

µ, PD, rCO, �zCO, and �1) have steeper slopes at the lowest ✓ than at interme-901

diate and high ✓. The ↵̄ and �CO have the visually most pronounced changes902

in behavior from low to intermediate incidence angles, with troughs or peaks903

around 30�. For PD, ↵̄, and �CO, a cross-over between UW and DW scenes904

are observed close to ✓ ⇠ 30�. Other scattering e↵ects, e.g., specular scattering,905

may be important at the lowest incidence angles, possibly accounting for at least906

some of the di↵erences in this part of the range.907

Out of the three single-polarization intensities, HH clearly has the largest908

sensitivity to imaging geometry as seen from Fig. 4. The HH channel also has909

larger values of Dmnd and CV than the VV channel, over the whole ✓ range910

evaluated. The Dmnd and CV for the HH intensity is higher than for all multi-911

polarization features, whereas VV has Dmnd values closer to the features with912

the lowest  sensitivity, and CV values closer to the low-medium values found in913

the multipolarization parameters. Hence, some multipolarization features are914

less dependent on imaging geometry than single polarization channels, which915

could be an advantage in the case of future operational use.916

The preceding sections have mainly focused on comparing the UW and DW
1

917

scenes, which are acquired with exact opposite look directions, and in repeated918

passes. However, it can be noted from Fig. 8 that the feature profiles for the919

DW
2

scene (yellow dashed line) is generally found close to, or among, the DW
1

920

profiles in all features. The small di↵erences between DW
1

and DW
2

feature921

values indicate that although the features depend on wind direction, there is922

also some robustness in the values around similar wind directions.923
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Figure 9: Feature values as a function of ✓ (bottom x-axis) and kB (top x-axis). For the oil

slicks, vertical gray lines are plotted between the 5th and 95th percentiles, and the median is

indicated by a  -dependent symbol with scene-dependent color as given in the legend. Inserts

show close-ups of the 40� < ✓ < 55� region where necessary.46



5.2. Oil Slicks924

The variation of multipolarization feature values with incidence angle and925

between scenes for the oil covered regions is plotted in Fig. 9. For each oil926

slick, a vertical gray line indicates the 5th to 95th percentiles of the feature927

values within the region, and the median is plotted with a  -dependent symbol928

in scene-specific colors as defined in the legend. No distinction is made among929

slick types. The clean sea mean for each relative wind direction is included for930

comparison. Inserts show close-ups of the 40� < ✓ < 55� region where necessary.931

5.2.1. Span and Geometric Intensity (µ)932

The Span and µ values for the oil slicks (Figs. 9(a)-9(b)) decrease with in-933

creasing incidence angle in a similar way as observed for the clean sea. The934

within-region variability also decreases at higher ✓, as expected due to multi-935

plicative speckle noise (Lee and Pottier , 2009). A clear wind direction depen-936

dency in slick values cannot be seen for Span, whereas in µ, the median values937

seem to be slightly larger in UW than in DW, as observed for clean sea. How-938

ever, the di↵erence is small compared to the within-region variation. A clear939

decrease in Span and µ from clean sea to slicks is observed in all cases, mainly940

related to the damping of small-scale waves.941

5.2.2. Copolarization Power Ratio (�CO)942

The median values of �CO for oil covered areas (Fig. 9(c)) closely follows the943

clean sea mean profiles, with the same decrease with increasing ✓ and from UW944

to DW. Hence, the �CO is not a good parameter for oil spill detection in this945

data set. In fact, a poor oil-sea contrast is here observed in all parameters that946

are independent of small-scale roughness under the Bragg model, i.e., the ratio-947

based parameters in category II described in Section 2.3. This finding indicates948

that the dielectric properties are not su�ciently altered by the presence of slicks949

to be detected by SAR in this data set, and that the wave damping is the main950

factor (see discussion in Espeseth et al. (2017)). It should be noted that for951

thick slicks, this is likely to be di↵erent.952
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5.2.3. Polarization Di↵erence (PD)953

The PD (Fig. 9(d)) is seen to decrease from clean sea to oil slicks, reflecting954

the reduction in surface roughness. The slick-sea separability is good, with the955

95th percentiles of the slick regions below the clean sea mean in many cases.956

As observed for clean sea, the oil slicks median values vary little over ✓, and no957

clear di↵erence between UW and DW scenes can be seen.958

5.2.4. Copolarization Cross Product Parameters959

Figs. 9(e) - 9(g) show a decrease in real part of the copolarization cross960

product (rCO) and the magnitude of the copolarization correlation coe�cient961

(⇢CO) and an increase in the standard deviation of the copolarization phase962

di↵erence (��CO) in the oil slicks compared to in clean sea, all indicating a963

reduction in the HH-VV correlation. The change in correlation has previously964

been interpreted as a change in scattering mechanism (see, e.g., Nunziata et al.965

(2008)). Of the three parameters, rCO provides the best separation between966

slicks and sea, with several slicks having their 95th percentiles on or below the967

clean sea mean. This is probably because rCO belongs in category I, and is968

sensitive to the small-scale roughness, which is the main detection mechanism969

in place here for the thin slicks. The standard deviation of the copolarization970

cross product magnitude (�zCO) (Fig. 9(h)) is also a category I parameter and971

shows a similar slick-sea di↵erence as the rCO. The values decrease from clean972

sea to oil-covered areas, indicating a reduced variability in the cross correlation973

magnitude in the oil slicks. For all the parameters in Figs. 9(e) - 9(h), the974

oil slicks show similar variation with incidence angle and wind direction, and975

among the features, as the clean sea.976

5.2.5. H/A/↵̄ Decomposition977

The entropy (H) and the mean scattering angle (↵̄) (Figs. 9(i) - 9(j)) show978

similar variations with imaging geometry for the slicks as observed over clean979

sea, with values increasing with ✓ and from DW (UW) to UW (DW) for H (↵̄).980

The oil covered areas have median H values slightly above the clean sea mean,981
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but slick-sea discriminability is poor, and the within-slick variations are large982

compared to the between-region di↵erences. The oil-covered regions produce ↵̄983

values (Fig. 9(j)) both higher and lower than the clean sea mean, but the values984

only di↵er by 1��2�. It can be noted that for all slicks included in Figs. 9(i)-985

9(j), the 95th percentiles have H < 0.36 and ↵̄ < 33�, indicating the presence986

of a dominating surface scattering mechanism, i.e., Bragg scattering. As for the987

clean sea, the results for �
1

(Fig. 9(k)) look very similar to those for Span.988

5.2.6. Correlation with Incidence Angle989

The Spearmans correlation is also computed for oil slick regions, and pre-990

sented in Table 5. The correlation between the region means and the incidence991

angle at the center of the slicks is computed separately for UW and DW
1

scenes992

and for each slick type. Due to the low number of data points (11 for UW and993

9 for DW
1

), and the fact that the oil slick properties are evolving over time, the994

results for the slicks are more uncertain than for the clean sea. Therefore, only995

the correlation category is provided for the oil slicks.996

Compared to the clean sea, the |⇢S | in the oil slicks is generally lower and997

varies more. However, the correlations are still relatively high, mainly within998

the strong and very strong correlation categories (|⇢S | mostly above 0.7). The999

multipolarization features showing the overall strongest correlation with ✓ for1000

the oil slicks are �CO, ��CO, and ⇢CO. Overall, PD is clearly the feature with1001

lowest |⇢S | also for the slicks, with a weak correlation for the majority of the1002

cases. Some variations in the correlation are observed between wind directions1003

and slick types, but no consistent trends are clear. These findings were further1004

investigated by computing the correlation coe�cients for clean sea in a similar1005

way as for the oil slicks, by using 9 (11) region means for DW
1

(UW) scenes at1006

the same incidence angles as the slicks, rather than the full profile lines (results1007

not shown). In this case, the correlation for clean sea was reduced compared1008

to when looking at the full profile, and there was a lot more variability in the1009

values. Similar variations among ”slick types” (i.e., clean sea regions located at1010

the same range positions as the slicks and shifted in azimuth) and between wind1011
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directions were also observed. Hence, it is concluded that no clear variations in1012

⇢S between wind directions or between slick types are found here.1013

6. Conclusions1014

Although the dependency of ocean backscatter on imaging geometry is well1015

studied and described in the literature, few studies have looked at the e↵ects1016

on multipolarization parameters and on oil covered surfaces. This unique in-1017

vestigation was made possible by the capability of the airborne SAR to image1018

the sea surface from di↵erent directions over a short time period, during which1019

meteorological conditions and sea state varied little.1020

We find the characteristics of the clean sea backscatter to be in accordance1021

with previous studies and scattering models, with decreasing �0 as the incidence1022

angle increases, and a faster decrease in HH than in VV and HV. The HH1023

channel also has the most pronounced variations with wind direction, with the1024

highest backscatter in UW and the lowest in DW. Full ✓ profiles of the oil1025

slick backscatter are not acquired, but the available measurements indicate a1026

similar variation with ✓ and wind direction as for clean sea, but at a lower1027

backscatter level. There are some indications of a higher damping ratio for the1028

mineral oil slicks in DW scenes compared to UW scenes, particularly in the HH1029

channel, which indicates a di↵erence in the  sensitivity between clean sea and1030

oil slicks. The results suggest that the oil slicks have a slightly higher UW-DW1031

di↵erence than clean sea, which can be due to a higher contribution of non-1032

polarized non-Bragg scatter in slick-covered areas. Note that this may be more1033

pronounced in high wind speeds, and the UW-DW di↵erence in damping ratio1034

here observed at 10-12 m/s may not be present in lower wind speeds. In even1035

higher wind speeds, it could be even more pronounced. However, further studies1036

are required to validate this. VV is already the preferred polarization channel1037

for oil spill detection due to its higher oil-sea contrast and larger SNR. The1038

reduced sensitivity to imaging geometry is another factor favoring this channel1039

compared to HH. For the given sensor and conditions, the HV channel is also1040
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shown to be a good option for oil spill observation. On the other hand, HH may1041

be useful as a means for understanding ocean and oil slick scattering di↵erences1042

under varying wind and wave conditions.1043

All the multipolarization features investigated here have a clear correlation1044

with incidence angle, with |⇢S |� 0.96 for the clean sea for all features except1045

PD, which has ⇢S between -0.64 and -0.87, i.e., still moderate-strong correla-1046

tion. The relative change in feature values with incidence angle are smallest1047

for ⇢CO, ↵̄, PD, ��CO, and H. These five features also produce the lowest1048

UW-DW di↵erences. Note that features with high sensitivity to imaging geom-1049

etry may still be useful for detection and/or characterization purposes. Under1050

calmer wind conditions, the UW-DW di↵erences may be lower than observed1051

here. The feature values for the two di↵erent radar configurations with azimuth1052

angles close to DW were overlapping, indicating some degree of robustness for1053

data with similar look directions. Several multipolarization features have re-1054

duced sensitivity to imaging geometry compared to the individual polarization1055

channels.1056

Although the investigated data set has a very high SNR, many of the multi-1057

polarization features show a di↵erence in parameter values and behavior at the1058

highest ✓, which can be related to the HH and/or HV signal approaching the1059

noise floor. For this data set, we find that the features that seem to be least1060

a↵ected by the proximity to the NESZ are rCO, PD, �zCO, Span, and �1, which1061

depend upon the ocean wave spectra (category I parameters). In �CO, H, and1062

µ, a change in the general trend occurs at high ✓ (low SNR). There are indi-1063

cations that the measurements and derived parameters may be a↵ected by the1064

NESZ at even higher SNR than the NESZ + 6 dB limit previously proposed,1065

i.e., closer to 7-9 dB above the noise floor. However, this aspect will be further1066

investigated in the future.1067

Overall, the PD stands out as a particularly interesting multipolarization1068

parameter. In addition to a high oil-sea contrast, the PD has an overall lower1069

dependency on imaging geometry for ✓ greater than ca 30� compared to most of1070

the other features. These characteristics can be advantageous if implementing1071

51



methods for use under a wide range of conditions. Other features producing low1072

values of both CV and UW-DW di↵erence are ⇢CO, ��CO, and ↵̄. However,1073

these parameters produce poor slick-sea contrasts for the slicks in our study,1074

and seem to be at least in part more a↵ected by the proximity to the sensor1075

noise floor than the PD. For all the ratio-based parameters in category II, a1076

poor oil-sea contrast is observed. This indicates that the dielectric properties of1077

the surface are not su�ciently altered by the presence of the experimental slicks1078

of this study to be detected by SAR. However, these results would probably1079

be di↵erent for thicker oil slicks, for which the reduction in dielectric constant1080

would also play a role. Hence, which parameters should be used may vary with1081

type of slick and with the objective of the analysis, but in all cases, the features1082

sensitivity to imaging geometry and SNR should be considered.1083

The results presented in this paper show that both the relative wind direction1084

and the incidence angle (in combination with SNR) should be taken into account1085

when developing methods based on multipolarization features. Studies like the1086

one presented here may be further used to quantify the e↵ects and possibly1087

correct for them, or help establish how these properties should be used as input1088

in a processing algorithm. However, similar analysis should be repeated for other1089

sensors and imaging conditions. Other radar frequencies interact with surface1090

waves of a di↵erent scale and have a di↵erent sensitivity to wind conditions, so1091

conclusions drawn from our L-band study cannot be assumed to hold at X- or1092

C-band. Hence, to obtain a more comprehensive understanding of sensitivity1093

to wind direction, further studies should be done on the imaging geometry1094

dependencies for other sensors, weather conditions, and types of slicks.1095
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