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1 Introductions

1.1 Background and motivations

The formulation of partial differential equations in unbounded domains in terms
of boundary integral equations has a long history. The roots stretch back at
least to the ground breaking publication of a certain set of integral identities by
George Green in 1828 [1]. These ideas, which became well known only after his
death, became generalized into the notion of Green’s functions which are the
key elements in all investigations involving boundary integral equations, and
many other places in pure and applied science. It would for example be hard to
imagine solid state physics and particle physics without Green’s functions.

Using computational methods to solve PDEs by solving their corresponding
boundary integral equations, also has fairly deep roots, but not nearly as deep as
the boundary integral equations themselves. This is because such methods only
became feasible in the 1960s after the invention and widespread availability
of electronic computers. This approach to solving PDEs numerically became
known as the Boundary Element method(BEM) [2].

The boundary element method has several attractive features that makes
it well suited to take on any computational problem involving some kind of
wave scattering from compact objects in an infinite domain. Many modeling
problems in science and engineering are of this type.

First and foremost, the solution of the original PDEs is changed to the so-
lution of an integral equation defined only on the boundaries of the scattering
objects. Thanks to this, one whole space dimension is removed from the prob-
lem, and no numerical grids outside the scattering objects are needed. This
greatly reduces the computational cost and complexity, and therefore BEM is
more efficient compared to a traditional domain-based method. The reduction
of the number spatial dimensions in the problem is the main advantage of the
BEM. For a domain-based method, all spatial dimensions are retained and must
be discretize in a numerical solutions algorithm. The discretizations of the out-
side domain is usually resolved by introducing a box big enough to include all
the scattering objects. This domain can easily become very large and thus the
computational box will have to be very large. For 3D scattering problems this
translates into a large memory requirement for the numerical implementation.
In addition, boundary conditions have to be imposed at the boundary of the
computational box in such a way that reflections are minimized. For the case
of electromagnetic scattering this problem was solved by the introduction of a
perfectly matched layer(PML) [3,4]. This is a key element of the finite difference
time domain method(FDTD) [5-7], which is the method of choice for simulating
electromagnetic scattering. The introduction of PML however does not come
free. There are both an increased computational cost, because the PML layer
has to be thick enough in order to ensure minimal reflection, and an increased
implementional complexity needed to counter the numerical instabilities that
are originating from the PML layer. The PML approach has subsequently been
simplified and generalized to all kinds of scattering problems [8,9] using an ap-
proach where the physical space outside the computational box is complexified.

Secondly, there is usually a big difference in the material properties be-
tween the scattering objects and their surroundings, which in the mathematical
model appears as discontinuous, or near-discontinuous, coefficients in the PDEs



defining the model. It is not easy to represent this difference accurately using a
domain-based method, like FDTD or the Finite Element method (FEM) [10-12].
This is usually resolved by introducing multiple, interlinked grids. However it
is challenging to design accurate and stable numerical algorithm on such grids
and it also adds to computation cost of these methods.

Thirdly, the surface localization of boundary integral equations also means
that the boundary discretization, which leads to the BEM equations, can be
optimized with respect to the geometry of each surface separately when there
are more than one scattering object, which there usually is. For domain-based
methods like Finite Element methods(FEM) [10-12] and FDTD, such an opti-
mization can only be achieved by using non-uniform or multiple grids tailored
to the geometrical shape of the objects. These kinds of efforts have met with
some degree of success, but it does add new layers of complexity. Methods such
as these, combined with Transformational Optics(TO) [13,14] have an intuitive
appeal and have recently met with some amount of success [15], but numerical
stability issues are a major concern.

Lastly, BEM, is exceptionally well suited for modeling scattering problems
where the sources are slow on relevant timescales. In this setting the bound-
ary integral equations are derived in the spectral domain and the discretized
equations defining BEM only needs to be solved for the small set of discrete
frequencies that are required for an accurate representation of the time depen-
dent source. For a domain-based method like FDTD, near-stationary sources
are the worst possible case since FDTD is, as the name indicate, a time domain
method, and slow sources mean that Maxwell’s equations have to be solved for a
long interval of time, which is costly in terms of computational resources. FEM,
on the other hand, originated in the context of stationary problems in elastic-
ity [16,17], and as such is well suited to frequency domain problems. However
for fast sources in 3D electromagnetic scattering the computational load builds
quickly.

Given all these attractive features of BEM for solving scattering problems in
electromagnetics, it is somewhat surprising that in a popularity contest, FEM
and FDTD beats BEM hands down [2]. The reason for this is that in addition
to all its attractive features, BEM has some real drawbacks too.

Firstly, reformulating the scattering problem for a system of PDEs in terms
of boundary integral equations typically will involve classical but fairly intricate
mathematical tools, as will the discretization of the resulting integral equations.
In particular one will need to content with singularities which appear in the
limits that always must be taken while deriving the boundary equations from the
PDEs. Accurately representing these singularities in the ensuing discretization
leading to BEM, is a major issue. FEM have some of the same issues, whereas
FDTD is much simpler to implement using mathematical tools that are straight
forward and known to all.

Secondly, BEM relies on Green’s functions and such functions can only be
defined for linear systems of PDEs. In our opinion this is one of the major
reasons why BEM is significantly less popular than the major contenders FEM
and FDTD. Nonlinearities are common in most areas of pure and applied science,
and having to change your whole computational approach when nonlinearities
are added to your model is a major nuisance. In some areas of application
nonlinearities dominate and hence a computational approach based on Green’s
functions is out of the question, fluid mechanics is such an area. However in



other areas one can frequently disregard nonlinearities and a computational
approach based on Green’s functions is feasible. Scattering of electromagnetic
waves, where nonlinearities only come into play at very high field intensities, is
such an area.

Thirdly, BEM, which is simplest to formulate in the spectral domain, is at
it’s best when we are looking at a near stationary situation with narrow band
sources. For transient scattering with broad band sources one needs to formulate
BEM in the time domain and this involves space-time Green’s functions that in
general tends to be more singular than the frequency domain ones. However, for
the specific case of electromagnetic scattering, an integral formulation has been
derived [18] whose singularities are fairly weak. This integral formulation of
electromagnetics is the foundation of all time dependent BEM formulations to
date, and is also the basis for our approach. However, the progress in developing
these time dependent BEM schemes has been slow due to several drawbacks.

The time-domain integral equations are retarded and this means that in
order to compute the solutions at a certain time, one needs to retain the solutions
for an interval of previous times that in some cases can be very large. This leads
to a large memory requirement that needs to be met using parallel processing. In
today’s computational environment parallel implementation of time dependent
BEM is fairly standard, but the possibly limited efficiency due to the problem
of load balancing is something that always must be contended with.

However the major obstacle that has prevented this method from being
widely applied for electromagnetic scattering is the occurrence of numerical
instabilities. These instabilities, whose source is not fully understood, occur
not at early times, but at later times and have become known as the late time
instability. Many efforts have been made and several techniques have been
developed in order to improve the stabilities of BEM schemes for time dependent
electromagnetics in the last several decades. Basically there are two directions
that are pursued. One direction is focused on delaying or removing the late
time instability by applying increasing accurate spatial integrations [19-25]. The
other direction is aimed at designing more stable time discretization schemes [24,
25]. Some researches were reported to mitigate the instability by both making
better approximations of the integrals and applying improved time derivatives
[26,27].

In this thesis we have developed a new hybrid approach for solving linear
and nonlinear scattering problems, an approach which is aimed at a situation
where a collection of compact scattering objects are located in a homogeneous
unbounded space and where the scattering objects can have an inhomogeneous
and/or nonlinear response. The basic idea is to combine a domain-based method
and a boundary integral method in such a way that the domain-based method
is used to propagate the equations governing the wave field inside the scattering
objects forward in time while the boundary integral method is used to supply
the domain-based method with the required boundary values. The boundary
integral method is derived from a space-time integral formulation of the PDEs
such that all the scattering and re-scattering outside the scattering objects will
be taken into account automatically. As a result, for the numerical implemen-
tations, there is no need for grids outside the scattering objects, only grids on
the inside and the boundaries of the scattering objects are needed. Thus the
new approach combines the best features of both methods; the response inside
the scattering objects, which can be caused by both material inhomogeneity



and nonlinearities, is easily taken into account using the domain-based method,
and the boundary conditions supplied by the boundary integral method makes
it possible to confine the domain based method to the inside of each scattering
object.

This kind of idea was firstly proposed in 1972 by E. Wolf and D. N. Pat-
tanyak [28] for the stationary linear scattering of electromagnetic waves in fre-
quency space. The approach was based on the Ewald-Oseen optical extinction
theorem, and because of this we call our method the Ewald-Oseen Scatter-
ing(EOS) formulation.

In this thesis our aim is to calculate the scattering of waves from objects that
are in general inhomogeneous and, additionally, may have a nonlinear response.
Thus a space-time integral formulation of the PDEs of interest is needed.

Firstly, we explored the viability of our approach by applying it to two toy
models of 1D linear and nonlinear transient wave scattering. These two problems
are set up to be analogs of the 3D scattering of electromagnetic waves, whose
mathematical incarnation are Maxwell’s equations . Our investigation of these
two 1D problems is detailed in Paper 1.

Secondly, after confirming the viability of our approach in Paper 1, we ex-
tended our approach to the real world highly relevant, but also mathematically
highly complex, case of 3D electromagnetic scattering. This extension of our
method was successful, and we take this as proof that our EOS formulation is a
general approach that is applicable to a wide array of linear and nonlinear wave
scattering problems. In Paper 2 we report on the main features of this extension
and the problems that needed to be addressed in order for us to succeed in the
application of our EOS formulation to the 3D Maxwell’s equations.

In paper 3 we discuss, in the context of electromagnetic scattering, two
issues that are relevant for the application of our EOS formulation to any wave
scattering problem of real world relevance and complexity. This is the issues of
stability of the numerically implemented EOS formulation, and the issue of how
to handle the singular integrals that occurs as matrix elements in the numerical
implementation of the boundary part of the EOS formulation.

1.2 Summary of the papers

This section summarizes the work and the main results of the three papers that
are the core of the current thesis.

1.2.1 Paper 1

In this paper, we introduce a new method, which we have called the EOS formu-
lations, for solving linear and nonlinear transient wave scattering problems. As
stated in section 1, the method has been developed by combining a boundary
integral representations and a domain-based method. This is done in such a
way that the inside fields will be propagated forward in time by the domain-
based method, while the needed boundary values will supplied by the boundary
integral representations. The method is illustrated on two 1D toy models which
are chosen as analogs of electromagnetic wave scattering.



Model 1 is governed by equations

vt = c1pz + 7,
pt = —Ju, (1.1)
Je = (= Bp)p —vj, ao<z<a,

and model 2 is governed by

Yt = Ml"/’w + j7

= V1P,
Ve =g (1.2)
Pt = —Jx,

Ji=(a=Bp)p —7j, ao<z<a,

where a, f and 7 are constants, ¢ = @(z,t) is the “electric field”, ¢(x,t) is
the “magnetic” field, j = j(z,t) is the “current density” and p is the “charge
density”, c¢; is the propagation speed inside the “material”. ui, 11 are ” material”
parameters and under the translations of p = % and v = %n p and v are
the analog of the electric permittivity and magnetic permeability. The charge
density and current density are confined to the interval [ag,a1], which is an
analog to a compact scattering object in the electromagnetic situation. The
fields ¢ and v are defined on the whole real axis. The equation for the “current
density”, j is a simplification of a real electromagnetic current density model
[29].
Outside the interval the two models are respectively governed by

Yt = CoPg + Js,
and

ot = poYs + Js,

% = V0P,

where js(x,t) is a given source that has its support in interval > a;. Model
1 describes a one way propagation with its speed ¢o outside the interval [a1, a1]
and model 2 describes a two way propagation with its speed co = /fovg outside
the interval. In order to derive the space-time integral formulation of the EOS
formulations, we firstly need to derive an integral identity involving the operator

L1 = 8,5 — an7

L2 _ ( 8t _,uax ) ,
—1/838 8,5
for model 2 and the needed advanced Green’s functions of their adjoint opera-
tors. The integral identities on different intervals will be obtained by inserting
the corresponding advanced Green’s functions. Finally the integral represen-
tations on the boundaries are reached by taking the limit of the integral iden-
tities with x approaching the boundaries ag and a; of the interval. However,

the boundary integral representations and the boundary conditions compose an
overdetermined system for both model 1 and model 2. This is a general situation

for model 1 and



occurring when the EOS formulation is applied to systems of PDEs. An general
approach to handling this kind of problem is introduced in this paper. This
approach is subsequently applied to the case of Maxwells equations in paper2.

Equations (1.1) or (1.2) together with their corresponding boundary integral
representations, by definition, is the EOS formulations of toy model 1 and toy
model 2 respectively.

In order to get a second order accuracy numerical solution, we apply the
Lax-Wendroof method to the first two equations of (1.1) and the first three
equations of (1.2) and we apply the modified Euler’s method to the equations of
the current density j for the inside interval. For the boundary integrals, we use
the mid-point rule. A space grid for the inside of the scattering objects, (a,b),
need to support both this mid-point integration rule and also finite difference
formulas for the partial derivatives, and it will for this reason be nonuniform
close to the boundary. This occurrence of nonuniform internal spatial grids also
occur for the case of electromagnetic scattering in paper 2 and is generic if one
discretize the EOS formulation using finite difference methods.

For the two models in this paper we use the following spatial grid for the
inside of the scattering object

1 a1 — ap

xizao+(i+§) N ,i=0,1,--- ,N—1. (1.3)

The “electric field” and the “magnetic field” are continuous through the bound-
aries of the scattering objects. Their space derivatives are therefore approxi-
mated by finite difference formulas which involve values both from the inside
and the outside of the scattering object. The current density j;, and the charge
density pi, are entirely supported inside the scattering object, and for these
quantities it is thus appropriate to approximate their space derivatives using
only values from inside the scattering object. For the discretizations of the
boundary values that is located between the grid points for the time grid, we
choose to use a quadratic interpolation in order to maintain overall second order
accuracy for our scheme.

For both toy models we verify the stability and accuracy of our EOS for-
mulations using an approach based on the use of artificial sources. The idea
is motivated by a fact that adding an arbitrary source to all the governing
equations of the system normally will lead to only minor changes to the nu-
merical scheme. The introduction does however change the model equations
in an interesting and useful way. Extending the model equations by the addi-
tion of arbitrary sources means that any function is a solution to the extended
equations for some choice of sources.

For example, model 1 extended by the addition of artificial sources is of the
form

Y =19z +J + g1,
pt = —Jz + g2, (1.4)
Je = (= Bp)p — vj + g3,

where g1, g2, g3, are the artificial sources. If we choose some functions gb,i' and



p and let

0 =@ — 1P — J,
G2 = Pt + Ju
g3 =Jji — (= Bp)p + 75,

then model 1 with these source functions will have the functions @,j and p as
solution. If we now use these sources in our numerical discretization of model
1, we know that the correct solution is given by ¢, and p, and we can now
validate our numerical solution by comparing it to the known correct solution

The comparison between the EOS formulations and the exact solutions of the
two toy models show that discretization of our EOS formulation give accurate
numerical solutions, and thus shows that our new approach to wave scattering is
viable. The solutions of a general scattering where the source is located outside
the interval are also implemented for both toy models. The implementations
of both the artificial source test and the general scattering are stable with a
proper choice of the time step. We observe in this paper that the numerical
implementation of the EOS formulations for model 1 and model 2 is stable if
the time step is bounded both above and below, and thus belong to a bounded
interval. We show in the paper that this stability interval is a consequence of
the nonuniform spatial grid used inside the scattering object.

1.2.2 Paper 2

This paper is a continuation and extension of Paper 1 where we explore the
possibility of applying the EOS formulations to 3D electromagnetic scattering
problems. The goal of this paper is to derive, and implement numerically,
the EOS formulation for the scattering of electromagnetic waves from a single
scattering object. The extension to several such objects is conceptually trivial,
although with respect to computational load, the extension will of course be
nontrivial. The basic equations for the situation discussed in this paper are the
Maxwell’s equations

V x E; + 8tBj =0, (1.5a)
1

V x Bj — 0—2825Ej = ,uj.L (15b)
J

Qip; +V -3; =0, (1.5¢)

with the index j = 0 representing the outside of the scattering object and j =1
representing the inside of the object. E; is the electric field, B; is the magnetic
field, J; and p; are the current density and the charge density respectively.
The speed of light in a material with electric permittivity ¢; and magnetic
permeability p; is given by ¢; = 1/(e;u;). For the inside of the object, the
dynamics of the current density is determined by the equation

OJ1 = (a— Bp1)E1 —vJ1 = F(Eq, p1,J1), (1.6)

where «, 3, are some constants. For the outside of the object, the current
density Jy and the electric density pg are some given sources that satisfy the
continuity equation (1.5¢).

10



The principle of the EOS formulations for 3D electromagnetic scattering is
the same as in the 1D case in Paper 1. We solve the inside domain of the
model using a domain-based method and use a integral identity on the surface
to support the surface values needed by the inside updating in time. In order to
derive the boundary integral representations, we firstly need to derive a space-
time integral identities for the electric field and the magnetic field. The required
integral identities can be derived by noting that each component of the electric
and magnetic fields satisfy scalar wave equations. From the integral identities
satisfied by solutions to the 3D wave equations one can, after highly nontrivial
vector calculus manipulations, derive the integral representations of the electric
field and the magnetic field in the form

. (~! A~
Ej(x,t):—atﬂ/ a LD g 1 / ay £ 1)
V; 1%

In ox Ve, %=
:Fat[i/s dSl{cj|x’1—x|(n/ x E;j(x',T)) x V'|x" — x|
cjx,l_xl(n/ E; (<, T)V'|x — x| + ﬁn/ «B,(x, )Y (17)
+ ﬁ/g dS{(n' x E;(x',T)) x V' ]

1

’ a ’
+ (' -E;x,T))V x|

2

/
Bj(x,t):Vx—MJ/ dV’iJJ(X’ )
dm Jy, |x" — x|

1 1
+ at[ﬂ/s dS/{m(n/ X BJ(X/,T)) X V/‘X/ — X|

1 1
:F m(n/ . BJ(X/,T))vllxl — X| — gmn/ X E](X/’T)}] (18)
1
4+ — [ dS{(n’ xB,(z',T v —
1 A By (o 7)) 2V
1
+ (@ B;(x, 7))V P~ 1

for x € V;. These are however not the only integral identities that follows
from this procedure. We also find that from the two outer identities we get two
additional inner identities and similarly from the two inner we get two additional
outer identities. In optics, which is a subfield of electromagnetics, these extra
identities are called the Ewald-Oseen extinction theorem. From a mathematical
point of view they follow from a defining property of Dirac delta functions. The
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extra pair of integral identities are

0: atl‘Ll ]/ dvIJl J(X/ T) _v 1 / ‘/—/p1 ](X T)
Vio \%t

4m |x/ — x| dmei_; |x/ — x|

J

+ O[— "xEi_;(x',T V'x —
1 / (oo 0 X By (. T) x T~ x

(n-E_;(x,T)V'|x" — x|+ n' xBi_;(x,T)}] (1.9)

1
Cl—le — x| Ix' — x|

1
F E/S dS/{(l’l/ X El_j(X/,T)) x V’

1
X' — x|

X" — x|

+ (n/ ’ El*j(XI’T))v, }’

and

0=vx "= J/ ay' 1= 1)
Wi

4w . |x! — x|
—J

+ 84&/5 dSl{cl_jbi’—)d(n/ x Bi_;(x',T)) x V'|x — x|
1
c1—j]x" — x|
1
2

B cl_j|x’ — x|

(0 By_,(x, T) V[ — x|
(1.10)
1’1/ X Elfj(X,,T)}]

1
—/ dS{(n’ x B1_;(z',T)) x V'
T™Js

X" — x|
1

’ a /
+ (Il B17J(X 7T))V |X/ — X‘

2

for x € V;. After taking the limits of (1.7)-(1.10) when x approaches the sur-
faces from both the inside and the outside of the scattering objects, we get four
integral representations on the surfaces. We also have four electromagnetic in-
terface conditions at the boundary of the scattering object.boundary conditions
for the usual electromagnetics. We have thus four unknowns and six interface
conditions, which is overdetermined. The technique for solving this overdeter-
mined problem is explained in the main text of Paper 2. The final boundary
integral identities takes the following compact form

1
(I+ 2(? —~1)nn)E,(x,t) =L + O, + B, (1.11a)
0
I+ 5(1 - —O)n n)B, (x,t) =1, + Op + By, (1.11b)
M1

where [ is a 3 x 3 identity matrix, E4 and B are the limits of the electric field
and the magnetic field by letting x approach the surface from the inside of the
scattering object, I. and I, are volume integrals of the inside current density
and the charge density, O, and O are fields on the surfaces generated by the
source in the absence of the scattering objects, B. and B; are surface integrals
of the historical values of the fields on the surface. Expressions of these integrals
are presented in Paper 2. Equations (1.5) and (1.6) together with the boundary
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integral identities (1.11a) and (1.11b) compose the EOS formulations of the 3D
model.

In Paper 2, our aim is focused on illustrating the EOS formulations with
respect to its complexity and numerical stability, thus we choose a scattering
object of the simplest possible shape.set the shape , a rectangular box. In order
to get a second order accuracy numerical solutions, we use the Lax-Wendroff
method on (1.5) and the modified Euler’s method on (1.6). For the boundary
integral identities, we use the mid-point rules for second order accuracy. Inside
the scattering object we introduce, for the reasons explained in paper 1, a non-
uniform spatial grid of the form

x; = Tq + (i + 0.5) Az, 1=0,1,---N; — 1,

Yj = Ya + (J +0.5)Ay, j=0,1,---N, — 1, (1.12)
2k = zq + (k+0.5)Az, k=0,1,---N, — 1,

with
Ty — Tqg
Ar = ———
T N,
Yo — Ya
A =
Y N, )
Zp — Zq
A =
z Nz s

where N, N, and N, are the number of grid points in z, y and z directions
respectively.

For the inside grids, the discretized solutions of (1.5) at grid point (z;,y;, zk)
at time t,,41 are calculated by
0%

0
¢ AT (113)

oty = bi ik + AU e+

1
ik = BN = (

2

2
where ¢ represents e;,b;, p1, i = 1,2,3. The expressions of ‘Z—f and ‘th will be

expressed by the space derivatives through Lax-Wendroff method. The same as
for the 1D models, due to the sharp changes of the properties of the material
on the boundaries of the scattering objects, the space derivatives of the electric
field and the magnetic field involve both the inside values and the outside values
while the space derivatives of the current density and the charge density only
involve the inside values.

After discretization the current equation (1.6), using the modified Euler’s
method, we get a numerical scheme defined by the difference equation

GOt = G0 + At F((e)7 . (00710 G1)750)5

\n 1 S\n “\n n n “\n
(]l)l;r,llc = 5((]l)i,j,k + (Jl)zj,li + At F((el)ijllcv (pl)ujli(c?l)lj:]i))?

(1.14)

where [ = 1,2, 3, representing the three components of the current density.
For the discretizations of the boundary integral identities, the final formulas

takes the form
My M12>(EZ> <ER>
_ , 1.15
(Mm My By Br (1.15)
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where El and B} are the numerical solutions at grid point x, at time ¢,,. Er
and By are the right hand of (1.11a) and (1.11b) respectively after moving the
unknown into the right side of the equations. Mj; and so on are 3 x 3 matrices.
The numerical solution for a general case where the sources are located outside
the scattering domain is implemented. In order to be easily integrated in space,
we have set up the outside source Jy and py as a combination of a smooth
localized function in time and a delta function in space.

In order to validate our method, we solve an extended system with artificial
sources described by

0B+V xE =0, (1.16a)
1
ZOE -V xB=—ul, (1.16b)
1
1
V-E=—p, (1.16¢)
€1
I = (a—Bp)E—~J + . (1.16d)

If we choose some functions for E, B, then these choices will be a solution to
model (1.16), if the artificial source are chosen to be

=0 —(a—ppE -], (1.17)
with
- 1 A
szva—antE),
H1 “
and R
/3 = Elv -E.

The comparison between the numerical implementations and the exact solutions
show high accuracy without instabilities with proper choices of parameters and
restricted time step. It’s also noted in Paper 2 that the numerical solution is
stable if the time step is contained in a certain bounded interval. This interval is
determined by both the inside domain-based method and the boundary integral
identities.

1.2.3 Paper 3

In this paper we discuss the three major issues involved in solving the 3D
Maxwell’s equations using the EOS formulations. We believe that these is-
sues are representative for the kind of problems that must be overcome while
using the EOS formulation to calculate transient scattering of waves.

The first issue to be discussed in this paper is numerical stability. As men-
tioned above, the numerical scheme for the EOS formulation derived in paper2
is stable for time steps in a certain bounded interval. In the two 1D toy models,
this interval is purely determined by the domain-based method, namely the Lax-
Wendroff method, in our case. For the 3D model of Maxwell’s equations, our
finding is that the instability, when it occur, shows up at late times and comes
from two sources. One source is the domain-based method applied inside the
scattering object and the other source is the integral identities applied on the
surfaces of the scattering object which are supplying the boundary conditions
that are needed by the domain-based method. Specifically, the lower limit of
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this interval comes from the boundary integral identities and are determined by
the material of the scattering object through the relative electric permittivity
and the relative magnetic permeability, while the upper limit is determined by
the domain-based method applied inside the scattering object. Our conclusions
are based on two tests.

In the first test we assume that there is no current density and the charge
density inside the object, and that the inside and outside has the same material
parameters. Thus puy = po, €1 = €9, J1 = 0 and p; = 0. In other words, there is
no scattering object present in the material sense. Under these assumptions, the
electric field inside the scattering object E; can be calculated by three methods.

In method 1, the field inside the scattering object is produced directly by
the outside sources, thus the exact solution is calculated by

/ /
El(x7t):—8t@/ ayrde D) G 1 / ay P g g
Vo Vo

4m Ix' —x|  4meg Ix/ — x|’

where V; denotes the outside domain of the scattering object while x is located
inside of the object.

Note that by using the formula (1.18), for the electric field, and the corre-
sponding one for the magnetic field, we find that the boundary values for the
electric and magnetic field are given by

T 1 'T
E+(x,t):_at@/ a1 D) g /dv’M (1.19)
V() VO

47 X —x| 4w |x/ — x|’
and I T
B.(x,t) =V x @/ 2o D) (1.20)
4r [y, |x" — x|

where x is located on the surface S of the scattering object. E,(x,t) and
B (x,t) respectively represent the limits of the electric filed E} and the mag-
netic field B by letting x approach the surface from the inside of the scattering
object.

Based on this we can now calculate the inside electric field E; by two meth-
ods more.

In method 2, we calculate the inside electric field using the boundary integral
identity of the inside solution,

1 ' 1
E]_(X7t) = 8t[ﬂ\/s dS {m(n/ X E+(X/7T)) X VI|X/ — X|

ﬁ(n’ E (X, D)V [x —x]
n rl_X'n’ x By (x',T)}] (121
_ % S X B () X Y
+ (0" E (x, 1)V <’ 1_ x| b

which involves the surface values E; and By expressed by (1.19) and (1.20).
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In method 3, we update the inside values using the Lax-Wendroff method
with boundary values given by the same surface values E; and B as in method
2.

The comparison of the results from these three method show high accuracy
and no instabilities if the time step is confined in the stable interval.

If we break the upper limit, Method 2 works well but Method 3 has late
time instabilities. Thus the upper limit is controlled by the domain-based part
of the EOS method.

The second test is based on the artificial source model (1.16). Given exact
solutions of E; and By, the artificial source can be calculated by (1.17). Then
we numerically calculate E; and B; by two methods.

In method 1 we apply the EOS formulations developed in this thesis which
combines a domain based method and the boundary integral representation.

In method 2 we update the inside values of the fields using the Lax-Wendroff
method with boundary values given explicitly by our choice of the electric E;
field and magnetic B; field. Results show that for time steps that breaks the
lower limit of the stable interval, Method 1 shows the late time instability while
Method 2 works perfectly. Thus the lower limit is determined by the boundary
integral part of the EOS method

Considering test 1 together with test 2, we come to the conclusion that the
lower limit is determined the boundary integral representations while the upper
limit is determined by the inside domain-based method. Specifically, the lower
limit is directly determined by the relative electric permittivity and magnetic
permeability and the upper limit is determined by the introduction of the non-
uniform grids of the inside domain-based method.

The second issue is how to handle the singular integrals that appear in matrix
elements when we discretize the EOS formulation. These singular integrals
come from the process taking limits of the integral representations when the
observing point moves from the inside or the outside onto the surfaces of the
scattering object. The integrals are calculated by splitting them in a regular
part and a singular core. The regular part we calculate using midpoint rule or
3D Gaussian integration and the singular core we calculate exactly using certain
integral theorems.

The third issue is parallelization. Because of the retardation in time which
is an integral part of the EOS formulation, or any formulation using dimen-
sional reduction based on space-time Greens functions, there is a large memory
requirement for the algorithm. Implementation in a parallel computational en-
vironment will therefore be necessary for most nontrivial application of our
method.

1.3 Discussions and future work

A new hybrid method for solving linear and nonlinear transient scattering prob-
lems is introduced in this thesis. The hybrid method combines a domain based
method and boundary integral representations in the time domain.

In this thesis, our focus has been to provide proof of principle that our new
method is viable as an approach to the numerical calculation of transient wave
scattering. By detailing the mathematical formulation and numerical imple-
mentation of our approach for two models of 1D transient wave scattering, and
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the 3D transient scattering of electromagnetic waves, we have achieved what
the goal of this thesis.

Beyond the proof of viability of our new approach, there are several topics
relating to this new method that needs to be investigated.

Firstly, it would be very useful if an unconditional stable numerical im-
plementation of our EOS formulation could be found. The numerical imple-
mentations we have introduced, through our proof of principle studies, are all
only conditionally stable. For all cases the numerical implementations are only
stable for the time step in a bounded interval. For the 1D case this interval
is entirely determined by the inner domain based method whereas for the 3D
electromagnetic case the upper limit is determined by the domain based part
of the method whereas the lower limit is determined by the boundary part of
the method. Specifically the lower limit depends on the difference in material
properties outside and inside the scattering object. If this difference is too large,
the lower limit become larger than the higher limit and thus the numerical im-
plementation is unstable for all sizes of the step length and thus the scheme is
useless. In applications of our scheme to antenna theory this situation is realized
and this might be the whole explanation, or part of the explanation, for the late
time instability that always, in one way or another, seems to appear in this area
of application of boundary methods. A fully implicit implementation of the EOS
formulation , if it can be found, would remove restriction on the time step for
stable operation and, inn all probability, may remove the late time instability
for good. During this thesis work we briefly investigated the possibility of an
implicit implementation of the EOS formulation, but did not achieve anything
worth reporting here. We did however gain enough insight into the problem to
realize that this is a difficult, perhaps even impossible, thing to achieve. This
is certainly a topic worth looking into in any future investigation of the EOS
formulation.

Secondly, the fundamental integral equations underlying both the BEM and
the EOS formulations, developed in this work, are always retarded in time. This
is because the underlying equations can only be derived using space-time Green’s
functions. Thus the solutions at a specific grid point at a certain time will de-
pend on a series of historical solutions of all other grid points of the scattering
object. Therefore, these methods are memory intensive. This is in particular
true for the EOS formulation, because it grids the inside of the scattering ob-
ject as well as it boundary. Although this can be solved by parallel computing,
whenever large scale parallel processing is needed, there are always the issues
of load balancing and saturation to take into account. In our work, the EOS
formulation of 3D Maxwell’s model was implemented on a large cluster, but we
were not focused on parallel issues in any systematic way and have not reported
on any parallelization issues that came up during our investigations. Because
of the memory intensive nature of the EOS formulation these are however im-
portant issues, and therefore must form the part of any future work aimed at
making our approach to transient wave scattering into at practical and efficient
tool in the toolbox of scientific computing.

Thirdly, there is the issue how the EOS formulation compare to other, more
conventional approaches to transient wave scattering. The main contenders
here are FDTD and FEM. On the surface of it, it would appear that the EOS
formulation is a clear front runner in any such comparison. After all, using
this method removes the need to grid most of the physical domain, only the
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inside and the boundaries of the actual scattering objects need to be discretized.
Thus the EOS formulation requires much fewer spatial grid points than either
of FDTD and FEM. However, the retardation of the equations defining the
boundary part of the EOS formulation means that this method require many
more temporal grid points than the two main contenders. It is appropriate to
ask if anything has been gained with respect to memory usage compared to a
fully domain-based method like the FDTD method?

The outcome of comparing the memory usage of FDTD and FEM with the
EOS formulation is anything but obvious. The outcome of such an investigation
most likely will not present us with a clear winner. The ranking will almost
surely depend on the nature of the problems under investigation. If the EOS
formulation is going to take its place in the toolbox of scientific computing
investigations like the one described in this section is sorely needed.

However, even if the memory usage for purely domain based methods and
our EOS approach are roughly the same for many problems of interest, our
approach avoid many of the sources of problems that need to be considered while
using purely domain based methods. These are problems like stair-casing at
sharp interfaces defining the scattering objects, issues of accuracy, stability and
complexity associated with the use of multiple grids in order to accommodate
the possibly different geometric shapes of the scattering objects, and the need
to minimize the reflection from the boundary of the finite computational box.
The EOS approach is not subject to any of these problems.
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Abstract

In this work, we introduce a method for solving linear and nonlinear
scattering problems for wave equations using a new hybrid approach. This
new approach consists of a reformulation of the governing equations into a
form that can be solved by a combination of a domain-based method and
a boundary-integral method. Our reformulation is aimed at a situation
in which we have a collection of compact scattering objects located in an
otherwise homogeneous unbounded space.

The domain-based method is used to propagate the equations gov-
erning the wave field inside the scattering objects forward in time. The
boundary integral method is used to supply the domain-based method
with the required boundary values for the wave field.

In this way, the best features of both methods come into play. The re-
sponse inside the scattering objects, which can be caused by both material
inhomogeneity and nonlinearities, is easily considered using the domain-
based method, and the boundary conditions supplied by the boundary
integral method makes it possible to confine the domain-method to the
inside of each scattering object.

1 Introduction

Boundary integral formulations are well known in all areas of science and tech-
nology and lead to highly efficient numerical algorithms for solving partial dif-
ferential equations (PDEs). Particularly, their utility is evident for scattering
waves from objects located in an unbounded space. For these situations, one
whole space dimension is taken out of the problem by reducing the solution of
the original PDEs to the solution of an integral equation located on the bound-
aries of the scattering objects.

However, this reduction relies on the use of Green's functions and is there-
fore only possible if the PDEs are linear. For computational reasons, one is
also usually restricted to situations in which Green's functions are given by
explicit formulas, which rules out most situations in which the materials are
inhomogeneous. Since many problems of interest involve scattering waves from
objects that display both material inhomogeneity and nonlinearity, boundary
integral methods have appeared to be of limited utility in computational science.
Adding to the limited scope of the method, the fact that somewhat advanced



mathematical machinery is needed to formulate PDEs in terms of boundary
integral equations, it is perhaps not difficult to understand why the method is
that popular.

Domain-based methods, like the finite difference method and finite element
method, appear to have much wider utility. Their simple formulation and wide
applicability to many types of PDEs, both linear and nonlinear, have made
them extremely popular in the scientific computing community. In the context
of scattering problems, they have problems of their own to contend with. These
problems are of two quite distinct types.

The first type of problem is related to the fact that the scattering objects
frequently represent abrupt changes in material properties compared to the
properties of the surrounding homogeneous space. This abrupt change leads
to PDEs with discontinuous or near-discontinuous coefficients. Such features
are hard to represent accurately using the finite element or finite difference
methods. The favored approach is to introduce multiple, interlinked grids that
are adjusted so that they conform to the boundaries of the scattering objects.
Generating such grids, tailored to the possibly complex shape of the scattering
objects, linking them together in the correct way and designing them in such a
way that the resulting numerical algorithm is accurate and stable, is challenging.
The approach has been refined over many years and in general works quite well,
but it certainly adds to the implementation complexity of these methods.

The second type of problem is related to the fact that one cannot grid the
domain where the scattering objects are located for the simple reason, that in
almost all situations of interest, this domain is unbounded. This problem is
well known in the research community and the way it is resolved is to grid
a computational box that is large enough to contain all scattering objects of
interest. This can easily become a very large domain, leading to a very large
number of degrees of freedom in the numerical algorithm. However, most of
the time, the numerical algorithm associated with the domain has a simple
structure for which it is possible to design very fast implementations. However,
the introduction of the finite computational box in what is an unbounded do-
main leads to the question of designing boundary conditions on the boundary
of the box so that it is fully transparent to waves. This is not easy to achieve,
as most approaches will introduce inhomogeneity that will partly reflect the
waves hitting the boundary. This problem was first solved satisfactorily for the
case of scattering electromagnetic waves. The domain-based method of choice
for electromagnetic waves is the finite difference time domain method (FDTD)
[1],[2],[3]. As the name indicates, this is a finite difference method that has
been designed to consider the special structure of Maxwell's equations. The
removal of reflections from the finite computational box was achieved by the
introduction of a perfectly matched layer (PML)[4],[5]. This amounts to adding
a narrow layer of a specially constructed artificial material to the outside of the
computational box. The PML layer is only perfectly transparent to wave prop-
agation if the grid has infinite resolution. For any finite grid there is still a small
reflection from the boundary of the computational box. This can be reduced by
making the PML layer thicker, but this leads to more degrees of freedom and
thus an increasing computational load. However, overall PML works well and
certainly much better than anything that came before it. There is no doubt
that the introduction of PML was a breakthrough.

The use of PML was closely linked to the special structure of Maxwell's



equations. However, it was soon realized that the same effect could be achieved
by complexifying the physical space outside the computational box and analyt-
ically continuing the fields into this complex spatial domain[6],[7]. Significantly,
this realization made the benefits of a reflection-less boundary condition avail-
able to all kinds of scattering problems. However, the use of these reflection
less boundary conditions certainly leads to an increased computational load,
increased implementation complexity, and numerical stability issues that must
be resolved. It is at this point worth recalling that the boundary of the com-
putational box is not part of the original physical problem, and all the added
implementation complexity and computational cost is spent trying to make it
invisible after the choice of a domain method forced us to put it there in the
first place.

In this paper, we are dedicated to developing an efficient new method to solve
transient wave scattering in two 1D models in which the scattering objects have
a nonlinear response where we only apply the domain-based method inside each
scattering object. First, this will reduce the size of the computational grid
enormously since we now need only to grid the inside of the scattering objects.
Second, our approach makes it possible to use different computational grids
for each scattering object, with each grid tailored to the corresponding object’s
geometric shape, without having to worry about the inherent complexity caused
by letting the different grids meet up. Third, it makes the introduction of a large
computational box, with its artificial boundary, redundant. In this way, the
computational load is substantially reduced, and we remove the implementation
complexity and instabilities associated with the boundary of the computational
box.

However, the domain based-method restricted to the inside of each scatter-
ing object requires field values on the boundaries of the scattering objects to
propagate the fields forward in time. These boundary values will be supplied by
a boundary integral method derived from a space-time integral formulation of
the PDEs to be solved. This boundary integral method will consider all the scat-
tering and re-scattering of the solution to the PDEs in the unbounded domain
outside the scattering objects. Since the boundary integral method explicitly
considers the radiation condition at infinity, no finite computational box with
its artificial boundary conditions is needed.

This kind of idea for solving scattering problems was, to our knowledge, first
proposed in 1972 by Pattanayak and Wolf [8] for the case of electromagnetic
waves. They discussed their ideas in the context of a generalization of the
Ewald-Oseen optical extinction theorem; therefore, we will refer to our method
as the Ewald-Oseen Scattering(EOS) formulation.

However, Pattanayak and Wolf only discussed stationary linear scattering
of electromagnetic waves and they therefore did their integral formulation in
frequency space. This approach is not the right one when one is interested in
transient scattering from objects that are generally inhomogeneous and addi-
tionally may have a nonlinear response. What is needed for our approach is a
space-time integral formulation of the PDEs of interest.

In sections 2 and 3, we illustrate our approach by implementing our EOS
formulation for two different 1D scattering problems. Both cases can be thought
of as toy models for scattering electromagnetic waves. This should not be taken
to mean that only models that in some way are related to electromagnetic scat-
tering can be subject to our approach. It merely reflects our particular interest



in electromagnetic scattering. The way we see it, only one essential require-
ment must be fulfilled for our method to be applicable. It must be possible
to derive an explicit integral formulation for the PDEs of interest. This means
that at some point one needs to find the explicit expression for Green's function
for some differential operator related to our PDEs. In general, it is difficult to
find explicit expressions for Green's function belonging to nontrivial differential
operators. However, the Green's function needed for our EOS formulation will
always be of the infinite, homogeneous space type, and explicit expressions for
such Green's functions can frequently be found.

The two toy models presented in this work have been chosen for their sim-
plicity, which makes them well suited for illustrating our EOS approach for
scattering of waves. For more general and consequently more complicated cases,
there are no new ideas beyond the technical details that must be mastered for
each case to derive the EOS formulation and implement it numerically. To
explore the feasibility of our approach for more realistic and useful PDEs; we
have implemented our approach for several other cases, both 2D and 3D. Par-
ticularly we have derived and implemented our EOS approach for the full 3D
vector Maxwell's equations. The results of these investigations will be reported
elsewhere.

For both models we use an approach for testing the stability and accuracy
of our implementations that involves what is known as artificial sources. This
method has probably been around for a long time but apart from an application
to the Navier-Stokes equations [9], we are not aware of any published work using
this method. The method is based on the simple observation that, if arbitrary
source terms are added to any system of PDEs then any function is a solution
for some choice of the source. Adding a source term typically introduce only
trivial modifications to whichever numerical method was used to solve the PDEs.
This essentially means that for any PDEs of interest, we can design particular
functions to test various critical aspects of the numerical method related to
numerical stability and accuracy.

This is a very simple approach to validating numerical implementations for
PDEs that deserves to be much better known than it is.

2 The first scattering model; one way propaga-
tion

Our first toy model, model 1, is

Yr = c1z + 7,
Pt = _.jam
Ji=(a=Bp)p—vj ao<z<a, (2.1)

where «, 8 and ~y are real parameters determining the “material response” part
model 1 and where ¢ = p(z,t) is the “electric field”, j = j(z,t) the “current
density” and p the “charge density”. These quantities are analogs for the cor-
responding quantities in Maxwell's equations. With this in mind, we observe
that the second equation in the model (2.1) is a 1D version of the equation of
continuity from electromagnetics, and ¢; is the analog of the speed of light inside



the “material” scattering object residing inside the interval [ag,a1]. The charge
density and current density are the material degrees of freedom and are there-
fore assumed to be confined to the interval [ag, a1] on the real axis, whereas ¢
is a field defined on the whole real axis. Thus the interval [ag, a1] is the analog
of a compact scattering object in the electromagnetic situation. Outside the
scattering object the model takes the form

Pt =Copr +Js x<ap or x> ai, (2.2)

where ¢ is the propagation speed for the electric field in the “vacuum” outside
the scattering object and the function js(x,t) is a fixed source that has its
support in a compact set in the interval = > a;. For the field ¢ we impose the
condition of continuity at the points ag and a;. The equation for the current
density, j is a radical simplification of a real current density model used to
describe second harmonic generation in nonlinear optics [10].

2.1 The EOS formulation

In order to derive the EOS formulation for the model (2.1), we will firstly need
a space-time integral identity involving the operator

L:@t—v&,

where v is some constant. Using integration by parts it is easy to see that the
following integral identity holds

[ dadt{ Lt (o) - gl Lot 0)
_ / dep(a, iz, i — v / Ao (e, (1) (2.3)
S T

where LT = —8; + v0, is the formal adjoint of L and where S = (29, ;) and
T = (to,t1) are open space and time intervals.

The second item we need in order to derive the EOS formulation for model
(2.1), is the advanced Green's function for the operator L. This is a function
G = G(z,t,2',t") which is a solution to the equation

L1G(z,t, 2" t') = 6(t —t')o(x — 2'),

and that vanishes when ¢ > t/. Since the operator £V is invariant under time
and space translations we can without loss of generality assume that

Gz, t, 2", 1) = Gz — 2’ t — ).
Thus it is sufficient to solve the equation
L1G(x,t) = 6(2)d(t). (2.4)

After performing the Fourier transform

Fkw) = /_ h /_ T fa tyemiteen) dpar, (2.5)



on (2.4), we get
. —i

Glk,w) = w + vk’

It is noticed that there’s a single pole at w = —vk on the real axis, we need to
find the advanced Green's function. It is defined by shifting the integral contour
from the real w-axis to a contour below and parallel to the real axis at a distance
Ce: 2 =w — i€, € > 0. Using the inverse Fourier transform

1 fe'e] o )
f(x,t) = R/ / f(k,w)eFe=wt) qf dw, (2.6)
—o0 J —00
we get the representation
I "
G(II]7t) = R[ g(k,t)el Idk,

with

— _71 —izt
g(k,t) = /C okt dz.

For t < 0, we close the contour ¢, in the upper half plane and get by Cauchy’s
residue theorem '
g(k,t) = 2me™kt,

and for t > 0, we close the contour ¢, in the lower half plane and get g(k,t) = 0.
This gives for t < 0

1 +oo ) .
G(z,t) = / ometFtetke qk = §(x + vt),

4m? J_
and for t > 0,
G(z,t) = 0.
In the end G is given by
G(x, t, 2", t') =0t —t)d(z' —x +v(t' — 1)), (2.7)

where 6 is the Heaviside step function with 6(z) = 1 for > 0 and zero other-
wise.

We will now apply the integral identity (2.3) to each space interval (—oo, ag),
(ao, a1) and (ay,00). For the function ¢ we will substitute the advanced Green's
function (2.7) and we will let ¢ be the solution to equation (2.2) with vanishing
initial condition, ¢(x,ty) = 0. We thus have a problem where all solutions are
purely source-generated. For the first interval, (—oo, ag), we let ¢ be the Green's
function

Go(z, t, 2", ") =0t —t)6(a’ —x + co(t' — 1)), (2.8)

and ¢ = g be the solution to the equation

Yot = CoPox,

v

Lopo = 0. (2.9)



Inserting (2.8), (2.9) and S = (—o0,ap) into the integral identity (2.3), using
the initial condition and the fact that the Green's function is advanced, we get
for z in (—o0,agp)

/ {Loo(z', )G (', t', 2, t) — o2’ , ) LTG (2t 2, 1)} da’ dt
SxT

= /ao o2, 11)0(t — t1)d(xz — 2" + co(t — t1)) da’

— 00

_ / oo(2/,10)0(t — 10)8(x — & + colt — o)) da

— 00

t1
_ co/ o(ao, t)0(t — £)5(x — ag + colt — ') dt’

to
ty

+co lim wolx' , Y0t —t)d(x — 2" + co(t — ') dt,

/' ——o0 Jy
0

after interchanging the primed and unprimed variables. The initial condition
and tp < t < t; imply that the integrals on S vanish. The last integral vanishes
also because x — 2’ + ¢o(t — ¢') > 0 when 2’ < z for all ¢ in the integration
interval (o, t). So we finally get

t
wolz,t) = co/ dt’' o (ag, t')d(z — ag + co(t — t')). (2.10)
to

Note that when writing formula (2.10) we have made the substitution

volag,+) = lim ¢o(x,-).

m%ao

Similar substitutions will be made without comment later in the following sec-
tions.
For the second interval, (ag, a1), we let ¢ be the Green's function

Gi(z,t, 2", ) =0t —t)6(2' —x + 1 (' — 1)), (2.11)
and ¢ = ¢; be the solution to the equation

01t = 191z + 7,

)

Lip=j, (2.12)

with vanishing initial conditions. Inserting (2.11),(2.12) and S = (ag, a1) into
the integral identity (2.3), using the initial condition and the fact that the



Green's function is advanced, we get for = in (ag, a1)
o) = / dz / At j( #)5(x — 2+ er(t — 1)
+ 61/ dt'e1(ar, t')d(z — a1 +e1(t —t'))
to

cl/ dt’ 1 (ao, t')0(z — ag + c1(t — t'))
to

_ / dx’/ At j(2' 1)6(x — o + er(t— 1)
a t
0 . 0
+ cl/ dt'p1(a1,t')0(z —ar + 1 (t — 1)), (2.13)
to

after interchanging primed and unprimed variables. The last equality sign fol-
lows because © — ag + ¢1(t — t') > 0 for all ¢ in the integration interval when
ag < x < ap,
Finally, for the third integration interval, (a;,c0), we let ¢ be the Green's
function
Go(z,t, 2", ") =0t —t)6(2' —z + co(t' — 1)), (2.14)

and ¢ = @9 be the solution to the equation

P2t = CoPaz + Js,

)

Loyp2 = Js, (2.15)

with vanishing initial conditions. Inserting (2.14),(2.15) and S = (a1, 00) into
the integral identity (2.3), using the initial conditions and the fact that the
Green's function is advanced, we get for z in (a;, o0)

[e’e] t
@2(93,75):/ dx’/ At jo (@ )5 (x — 2 + colt — 1))
al to

t
+co lim [ dt'go(a’,t)0(x — 2" + co(t — ')
0

’
' —00 t

t
— co/ dt’ s (a1, t')d(z — a1 + co(t — t'))

to
[e’e] t
_ / dz’ / At ja(a' )0 (x — 2/ + colt — 1)), (2.16)
al to

after interchanging primed and unprimed variables. The third term vanishes
because x — aj + ¢o(t —t') > 0 for all ¢’ in the integration interval when z > a;.
The second term vanishes because x — z’ + ¢o(t — t') < 0 for all fixed z > ay,
t > tp and all ¢’ in the integration interval (to,¢) when 2’ is large enough.

We now investigate the limit of these integral identities as = approaches the
boundary points {ag, a1} of the open interval (ag,a;) from inside and outside
the interval. This will give us four equations for the four quantities

wolag,t), p1(ao,t), ¢1(ai,t), pa(ar,t).



However, by assumption, acceptable solutions of model 1 are continuous across
the boundary points {ag, a;}. Therefore, we have two additional equations

wo(ag,t) = ¢i1(ao,t),
p1(a1,t) = p2(a1, ).

At this point we are faced with a problem. The four unknown quantities must
satisfy six linear equations. The problem is thus overdetermined and we would
not normally expect any nontrivial solutions to exist.

On the other hand, the equations, boundary conditions and source function
js that define model 1 do determine a unique function . This function satisfies
by construction the integral identities (2.10),(2.13) and (2.16), whose limits
yielded the overdetermined system. Thus the overdetermined linear system
does have a solution.

There is a more direct way to see why the overdetermined system will have
a solution. Let us consider the inside of the scattering object, thus x € (ag, a1).
Here, the field ¢ is determined in terms of the current j(x,t), and the boundary
value ¢(a1,t) by identity (2.13)

a1 t
o) = / d:c’/ A j(a )5 (x — 2+ er(t — 1)
aop t()
t
+ cl/ dt'¢1(a,t)d(z — ay + 1 (t —t)). (2.17)
to

Naively, one would expect that we would obtain an equation determining the
unknown boundary value ¢(a1,t), by taking the limit of (2.17) as « approaches
a1 from below. However, this would make the field inside the scattering object
independent of the outside source, which must be wrong from a scattering point
of view. After all, it is the outside source jq(x,t) that determines the field both
outside and inside the scattering object. If this source is turned off the field
would simply be zero everywhere. So what is going on?
Note that if we actually take the limit of (2.17) we get the equation

0 <p1(a1,t) = O,

which leaves the boundary value entirely arbitrary. If we analyze the rest of
the overdetermined system in the same way, we find that one more equation for
the boundary data is redundant, and that the two unknown boundary values,
v1(ag,t) and @(aq,t), are uniquely determined by the following two equations

ai — ao

Lpl(aoﬂf):/ d2'0(ap — o + ex(t — to))j (2t — )

0 Cl

a1 — ap

+9(a0 — a1 —l—cl(t—to))go(al,t— ), (2.18)

C1
/
xr — ay

p1(ay,t) = i/Ood:E’G(al — ' +co(t —to))js(a’,t — ). (2.19)

€0 Ja, Co

We emphasize the fact that we end up with an overdetermined system of linear
equations for the boundary values because this is a generic outcome when we
derive the EOS formulation for any given system of PDEs. We see that this



very same problem will appear when we discuss the second toy model in Section
3.

This problem has been recognized by the research community in the context
of space-time boundary integral formulation for Maxwell's equations, and a
simple fix has been invented to resolve it.

However, as far as we know, the universal nature of this problem in the area
of space-time integral formulations of linear and nonlinear scattering problems
has not been recognized.

Observe that equation (2.19) determines the value of the field at the bound-
ary point a; in terms of the given external source j,, and the equation (2.18)
determines the value of the field at the boundary point aq in terms of the current
density j inside the scattering object and the field values at the boundary point
ai.-

Equations (2.1) restricted to the the open interval (ag, a;) together with the
integral identities (2.18) and (2.19) define the EOS formulation for model 1.

2.2 Numerical implementation of the EOS formulation

In this section, a numerical implementation of the EOS formulation for model
1 is presented. Many different numerical implementations are possible. The
EOS formulation itself does not in any way dictate the use of a particular im-
plementation. However it does put some constraints on how we proceed with
our method of choice.

If our problem was to calculate the free-space propagation according to the
first equation in (2.1) with vanishing j the obvious choice would be to use the
standard Lax-Wendroff method[11] on a uniform space grid. However, the EOS
formulation presents us with an integro-differential equation because the bound-
ary update rule is defined in terms of integrals of the current density over the
scattering domain (ag,a;). Thus our grid must also give a good approxima-
tion for the integrals (2.18) and (2.19) that define the update rule. We will be
looking for second-order accuracy and would like to use the midpoint rule to
approximate the integrals and thus introduce the following nonuniform space
grid inside the scattering object, (ag, a1),

zi=ao+ (i+05)Az, i=0,1,--- ,N—1, (2.20)

where Az = 5%, The grid points (2.20) will be called internal nodes. We
also introduce a discrete time grid

" =nAt, n=0,1, - .

The values of the parameter At will, as usual, be bounded by the requirement
of stability for the scheme. We will say a few words about this bound later.
To obtain a numerical scheme of second-order accuracy, we apply the Lax-
Wendroff method to the first two equations of (2.1) and apply the modified
Euler's method to the last equation of (2.1). Because of these choices the nu-
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merical scheme for iteration at the internal nodes takes the form

o 1 L d;
P =gl 4 At (1 5E D) (AN (5T e + DT
dj of
n+1 — A A n
i =l AL (— )i ( )% (— 300
=i+ A fT
1
G =GR 4T A f(pr T el ), (2.21)

2

for i =0,1,--- , N and where f = (o« — 8p)p — vj . Except for the two internal
nodes closest to the boundary points ag and a;, the space derivatives are ap-
proximated to second-order accuracy by the following standard finite difference
formulas

0. _ i1 — Pita

20z
% n Ot — 207 + 9y
(52)i = (B2)? , o=, j frandi=1,2--- N—-2 (222

For the two internal nodes closest to the boundary, the standard, second-order
accurate difference formulas, cannot be used because the internal nodes are
non-uniformly distributed in this part of the domain. For the field, ¢, we must
rather use the following second-order accurate difference formulas for these two
nodes

(D)5 = (et — 3¢k — 93)

G50 = 5ram 2ot — 36 + 1),
(%)%_1 3i (405, = 3¢PN—1 — PN -2);
G201 = gy (@t — 3k 1+ ko) 223

The boundary value ¢} needed in formulas (2.23) can be calculated from the
discretized form of the integral update rules (2.18)

Az = T;—ag. . Ti—a
Pt === O(tut1 — to — ——)j(@i, ta1 — ——),
1 - (&1 C1
=0 (2.24)
a —a a; —a
+ O(tny1 —to — 1c Yo(ay, tnys — lc %,
1 1

while ¢}, is determined by the outside source using (2.19).

The current density, j, is entirely supported inside the scattering object and
in general would be discontinuous at ag and a; if extended to the whole domain
by making it zero external to the scattering object. Because of this, we need
difference rules for j at the nodes closest to the boundary points ag and a; that
only depend on the values of j on internal nodes. The following second-order

11



accurate difference rules for j are of this type

6-7 n 1 -n T N
(%)o’ = oa, Wt =340 — i),
(%)Nfl = N (4JN72 —3Jn_1 — ]N73)' (2.25)

It is evident that the discretized boundary update rule (2.24) needs values of
the current density that are located between the grid points for the time grid
{t"™}. This situation is general and will always arise when we seek numerical
implementations of EOS formulations of PDEs. Some numerical interpolation
scheme will always be needed to calculate the field values and/or the material
variables between the time grid locations. We use a quadratic interpolation for
values of the current density located between two time levels to maintain overall
second-order accuracy for our scheme.

The iteration (2.21) with the boundary update rule (2.24) supplemented
by the finite difference rules (2.22),(2.23) and (2.25) constitute our numerical
implementation of the EOS formulation for model 1.

2.3 Artificial source test

The basic idea behind the artificial source test, of some numerical scheme de-
signed for a system of PDEs, is to slightly modify the system by adding an
arbitrary source to all the equations in the system. This modification typically
leads to minimal modifications to the numerical scheme, where most of the ef-
fort and complexity are usually spent on the derivatives and nonlinear terms.
For the equations, however, the presence of the sources changes the situation
completely. This is because the presence of the added sources implies that any
function is a solution to the equations for some choice of sources.

With the risk of expanding on perhaps an already obvious idea, what we are
saying is that, if we have developed a numerical scheme for some system of dif-
ferential equations £ = 0, we can with small modifications extend our scheme
to the extended equation £ = g where g is any given function. Given this, we
test the numerical scheme by picking a function vy, then use the equation to
calculate the source function gg = £y that ensures that our chosen function
is a solution to the extended equation. Finally, we run the numerical scheme
with the calculated source function and find an approximate solution that we
compare with the exact solution .

Mode 1 extended with artificial sources takes the form

Yt =c1¥9z + 7+ 91,
Pt = 7‘7‘x + g2,
Je = (= Bp)p — vj + g3, (2.26)

where g1, g2, g3, are the artificial source functions. For some choice of functions
¢, 7 and p the corresponding source functions are computed by

gl :¢t_cl¢x_j7
g? :ﬁt+.}.wa
g3 = ji — (o — Bp)G + 7.
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As our exact solution we choose

2A
o(x,t) == ar(:tax1(l)2t2)67111(ﬂcfanﬁfh(tfts))"’7
™

(z—2;)?  (t—t;)?

Jlx,t) =Age 7 E
_(mmwp)®  (t=tp)?
pz,t) =Ase % K (2.27)

which is nowhere near a solution to the equations (2.2) defining the unmodified
model 1. Note that the chosen exact solution satisfies the vanishing of the
initial data ¢(z,to = 0) = 0, as it must in order to be consistent with the EOS
formulation. The boundary update rule for the source extended model (2.26) is
changed into

Az = i — G i — G
. — W0 . i — ao
@Zjl = — O(tn+1 —to — : Vi (@it — ! ),
“ i & 1
o Nl . a .
+— O(tn1 —to — ——2)1 (i tuy1 — ——2),
‘i 1 g
ap —ap. . a1 — aq
+0(tns1 —to — Yp(ar, tnyr — ),

&1 C1

while 7 is given explicitly by the exact solution $(x,t). The comparison

|||||||||||||||

o(x,t)
o(x,t)
P(x.t)

vvvvvvvvvv

p(x,t)
P(x,t)
P(x,t)

vvvvv

o(x,t)
P(x,t)
(x,t)

Figure 2.1: Comparison between the numerical solution and the exact solution
for the source extended model 1. Parameter values used are ap = 0.0,a; =
3.0,N = 1600, « = —1.0, 8 = 0.3, v = 8.0, ¢ = 2.0, ¢g = 1.0, A; = 1.0,
A2 = 10, Ag = 10, b = 10, o] — 4.0,ﬁ1 = 4.0,$0 = 6.O,t5 = 10, Tj =
11,z,=13,t; =1.2,t,=1.3,6; = 0.3,02 = 0.32,03 = 1.0, 64 = 0.33.
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Figure 2.2: A numerical solution of the EOS formulation for model 1 generated
by an external source. The parameter values used are ag = 0.0,a; = 3.0, N =
1600, ¢ = 2.0,¢9 = 1.0, a = —1.0, § = 0.3, v = 8.0.

between the exact solution (2.27) and the approximative solution generated by
our numerical implementation of the EOS formulation of the source extended
model 1, (2.26), is shown in Fig 2.1 for some choice of the parameters. As we
can see, the correspondence between the exact and approximative solution is
excellent. After having established that our implementation is accurate using
the artificial source test, we show in Fig 2.2 the numerical solution ¢ of model
1, (2.1), where the system is driven by an outside source of the form
s = 56736(9574)274@70.5)2’

which is chosen so that no influence hit the boundary at a; before t = 0. This
will ensure that the initial condition ¢(x,t = 0) = 0, underlying the EOS
formulation of model 1, is satisfied.

In these simulations we used a At which is in the stable range for the nu-
merical implementation, specifically we used At = 0.4%. Observe that the
stability domain for our implementation of the EOS formulation is restricted
compared to the stability domain for the underlying Lax-Wendroff method on
an infinite domain. The focus of the first two sections is to derive the EOS
formulation for two simple illustrative models and show that, using standard
finite difference discretization of the EOS formulation, we get an accurate and
stable representation of the solution to the scattering problems defined by the
two toy models. A discussion of the stability of our schemes for both toy models
has been relegated to Appendix A. We have found that stability of our scheme
requires that the time step is contained in an interval. This interval is deter-
mined by the domain-based method, which is propagating the fields inside the
scattering object forward in time. While applying the EOS approach to the
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case of 3D electromagnetic scattering, we also found a stability interval for the
time step. For this case however, we find that both the domain part and the
boundary part of the EOS formulation play a role in determining the interval.
We believe that the way that the material parameters for the scattering objects
influence the boundaries of the stability interval has some interesting things to
say about the occurrence of the late time instability from antenna theory.

3 The second scattering model; two way propa-
gation

Our second toy model, model 2 is

ot = 1z + 7,

Yt = v1py,

Pt = —Jz,

Jo=(a=Bp)p—vj ao<x<a, (3.1)

where , like for model 1, ¢ = p(z,t), j = j(x,t) and p(z,t) are interpreted
as “electric field”, “current density” and “charge density”. The additional field,
Y(x,t) is interpreted as the “magnetic” field. The charge density and current
density will, as in model 1, be confined to the interval [ag, a;] on the real axis
whereas the fields ¢ and 1 are defined on the whole real axis. The interval
[ag, a1] is, like for model 1, the analog of a compact scattering object in the
electromagnetic situation. Outside the interval the model equations are

Yt = Mol/)z + j57
/ll)t = VOSOCE7 (32)

where the function js(z,t) is a given source that, like for model 1, has its
support on a compact set in the interval x > a;. The parameters u1, o, v1, %0
are "material" parameters. Using the translation p — % and v — L they are
analogous for the electric permittivity, ¢, and the magnetic permeability, u,
inside and outside the scattering object.

3.1 EOS formulation

In order to derive the EOS formulation for model 2 (3.1),(3.2), we will firstly
need a space-time integral identity involving the matrix operator

_ 81& _Ma:v
L= < v, )

where i and v are constants. The operator acts on vector valued functions in

the usual way
[<<P> (57590 Méw'(/)>
Y O) — VO
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Using integration by parts, it is easy to derive

/SXT AL (Z) (z,t) dz dt

< Oi A1 + V0, A1a 0y A1 — 5tA12) <90
gur \—0tAo1 + V0, Ao 10, Ao1 — Op Az ) \¢
dx

L A (5]

vAis —pAn ¥
< VA —,UAzl) (¢><x’t)

so we get the following integral identity

/SXdedt{AL( ;’; > (z,1) LTA< i > (z,1)}

:/deA< i )(:c,t) §;+/TdtB< i )(:U,t) z (3.3)

where S = (29, 21) and T = (¢o,t1) are open space and time intervals and where
 and ¢ are smooth functions on the space-time interval SxT. Also A = A(x,t)
is a 2 x 2 matrix valued function and L' is the formal adjoint to the operator
L, and acts on the matrix valued function A in the following way

>(x, t) da dt

ty

T

dt,

Zo

—0; A1 + V0, A1y pdy Ay — 01 Aro
LTA = o 12 . 3.4
( —0tA21 + 10, Azy p0y Ao — Op Az (3.4)
B is the 2 x 2 matrix valued function
—vAi —,UAH
B = . 3.5
( —vAzs —pAa (8:5)

The second item we need in order to derive the EOS formulation for model
(3.1), (3.2), is the advanced Green's function for the operator L. This is a 2 x 2
matrix valued function G(z,t,2’,t') that satisfies the equation

L'G(x,t, 2’ t') = 6(t — t')d(x — 2/)1, (3.6)

and that vanishes for ¢ > ¢’. In (3.6), I is the 2 x 2 identity matrix. Due to the
fact that any Green's function, because of translational invariance only depends
on x — ' and t — ¢/, we can solve

LTG(z,t) = 6(t)d(z)I,
instead. Writing out components we get
01G11 — 0, Gra2 = —d(t)d(x),
01G12 — p0;G11 =0
01G21 — v0, G2z = 0,
01Gag — 110, Go1 = —6(t)0(x).
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Performing Fourier transform (2.5) on the first two equations of (3.7) gives

72'(.4}@11 - inélg = 71,
7’&0@12 - iykéll =0.

The solutions to (3.8) are

A —iw
Culkw) = o
A iuk
Cralhw) =

(3.8)

(3.9)

where ¢? = pv. By enforcing the inverse Fourier transform (2.6) on (3.9), we get

where

1 & .
Gu(l’,t) = m/ gu(k,t)e“mj dk,
0o

T 4q2

1 e -
Glg(x,t) = 7/ glg(k,t)elkm dk‘,

gll(k,t) = / Gll(k,w)eiiwt dw,
,oooo ) |
glg(k,t) = / Glg(k,w)e_m dw.

(3.10)

The expressions for g1 and g1 are not really well defined since the integrands
have two poles on the real w-axis, so we choose the advanced Green's function
for our work. It is defined by shifting the integral contour from the real w-axis to
a contour below and parallel to the real axis at a distance ¢, : z = w —ie, e > 0,

thus

Ift >0,

—1z .
gll(k»t) = /C m@ izt dz,
_ Z:U’k —1zt
gi2(k,t) = /C JeRTEL dz.

lim e*' =0,
Z;—>—00

so we close the contour in the lower half plane and have

Ift <o,

gu(k,t) = 0,
glg(k,t) = 0.

lim e*f =0,
zi—r400

then we close the contour in the upper half plane. There are now two poles

z = +ck inside the closed contour. Cauchy’s residue theorem gives

g11(k‘,t) _ ﬂ_{ez’kct + e—ikct}7
ng(k’t) _ Lﬂ’{eikct o efikct}'
C
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Inserting (3.11) into (3.10), we obtain

Gii(k,t) = @(5(1’ +ct) + d(x — ct)),
Cralk,t) = “egc_t) (8(z + ct) — 8(z — et)).

G112 and G499 are calculated in the same way,

Gor(kyt) = ”(’;j) (6(x + ct) — 8(x — ct)),
0(—1)
GQQ(k‘, t) = T((S(a? + Ct) + (5($ — Ct)).

In the end, G is given by

Gz, t, 2 ) = 9(’520_”{( 5 ’c‘ )5@ — 2 et —t))

+ ( A ) Sz — ' —c(t—t))}, (3.12)
where 6(s) is the Heaviside step function. Note that, using the identifications
introduced while describing model 2 at the start of the current section, the
formula defining the speed, ¢, is completely analogous to the one defining the
speed of light in electromagnetics.

We will now apply the integral identity (3.3) to each space interval (—oo, ag),
(ao, a1) and (a1, 00) with A equal to the advanced Green's function (3.12) for the
corresponding interval and where ¢ and 1 are solutions to the system (3.1),(3.2)
with vanishing initial conditions ¢(z,ty) = ¥ (z,ty) = 0.

For the first interval, (—o0, ag), we let A be the Green's function

Golz, t,2' ) = H(t/_t){( o Ho )5(;c—x’+c0(t—t’))

260 Vo Co

— Co

+ ( @ ~Ho >5(m—x'—co(t—t’))}, (3.13)

where ¢ = porp. In this interval we let ¢ = ¢g,1 = 1) be the solution to the
system

Yot = HoWox,
Yot = Voo,

(i
Lo ( Zg ) = 0. (3.14)

Inserting (3.13), (3.14) and S = (—o0, ap) into the integral identity (3.3), using
the initial conditions and the fact that the Green's function is advanced, we get
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for x in the interval (—o0, ag).

t1
(7)o == [ awsaantinn (50 ) @t

t1

+ lim dt’BO(R,t',m)( 70 )(R,t’)7 (3.15)

R——o0 to

after interchanging primed and unprimed variables.
The function By is from (3.5)

_
Bo(a' t' x,t) = M{( Mo )5(xm'+co(tt/))
2 vy Co

+ < —c Mo ) Sz —a' —colt — ')} (3.16)
Yo —Co

From (3.16) it is evident that the last term in (3.15) vanishes. This is because

for large enough R, the argument of the delta function does not change sign

in the interval of integration. Inserting the expression (3.16) into (3.15) and

changing to the variable defining the argument of the delta function in the two

integrals, we get that for z in (—o0, ap)

®o _ b0 —ao+colt —t0)) [ co o ®o T —agp
( Yo )(x,t) B 2¢q ( Vo Co ) ( %o )(GO’ZH— o )

(3.17)
For the second interval, (ag,a1), we let A be the Green's function
O’ —t) [ c1 p
pog T\ ) 1 1 o Y
Gl o) = A0 {( O el et )
+ ( G ) Sz —a' —ci(t—t')} (3.18)
—U1 C1

where ¢ = j1v;. In this interval, the functions ¢ = (1,1 = 1 are the solutions
to the system

Pt = P11z + 7,
Y1 = V1P,

)
L1<ii><g). (3.19)

Inserting (3.18), (3.19) and S = (ag, a1) in the integral identity (3.3), using the
vanishing initial conditions and the fact that the Green's function is advanced,
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we get for = in the interval (ag,a1).

( o ) (1) = /SXTda:’dt/Gl(x’,t’,m,t)< / ) (@', ¢')
- /tldt/Bl(alat/azvt) ( oL ) (alat)
to U1

+/t1dt’B1(ao,t'7x,t) ( izi ) (ao, t), (3.20)

to

after interchanging primed and unprimed variables.
The function By is from (3.5)

_
Bt t) = — 0 ”{( i )5(xw'+cl(tt/))
2 v G

+ ( T ) Sz —a' —ei(t—t))}. (3.21)

141 —C1

Inserting (3.18) and (3.21) into (3.20), we get after changing variables to the
arguments in the delta functions that for = in (ag, a1)

(% )en-
21%( oo >/:dxfe(cl(t—to)—(m—x’))(g> ('t - “”;m/)
+216%< o )/Zaldx’a(cl(t—to)—(x'—x))<6

+9(cl(t—t0)—(a1—x))1< c ) ( o )(al,t— M7

2c1 G c1

<
N——
—~
R\
“w
I
g\
I
8
~—

—9(cl(t—t0)—(x—a0))1< —a M ) ( ii >(a0,t— T 9 (3.22)

2cq vy —C C1

For the third interval, (a;,00), we let A be the Green's function

Golz, t,2' ) = W_t){( o Ho )6($—x’+co(t—t’))

260 Vo Co

— Co

+ ( o @ ) §(z —a" —co(t —1'))}. (3.23)

20



In this interval, the functions ¢ = 9,1 = 15 are the solutions to the system

P21 = HoV2s + Jss
Yoy = Vo2,

0

L0<i2>:<]5>. (3.24)

Inserting (3.23), (3.24) and S = (a1, 00) in the integral identity (3.3), using the
initial conditions and the fact that the Green's function is advanced, we get for
x in the interval (a1, 00).

ty

~ lim dt’Bo(R,t’,x,t)( 2 >(R,t)

R—o0 to 1/J2
t1
+ / dt’Bo(al,t’,x,t)( P2 )(al,t), (3.25)
to Pa

after interchanging primed and unprimed variables.

Since the arguments of the delta functions in By does not change sign in
the interval of integration, for R big enough, it is clear that the second term
in (3.25) will vanish. Inserting (3.23) and (3.16) into the remaining terms of
(3.25), we get after changing variables to the arguments in the delta functions
that for x in (a;,00)

( ii ) (z,t) =

_9(co(t—t0)—(x—a1))2i0< —Co Ho ) ( o )(al,t— T,

Vo —Co Co

+ ( 1"; ) (z,1), (3.26)

where ¢; and ; are fields that are entirely determined by the given source j,

( ij )(x,t):

1 Co  —Ho ‘o e [ Js / r—a
203(_% e adx@(co(t—to)f(x—z)) 0 ('t — o )

1

1 Co Mo > / / Js / ' —x
+2c(2)<1/0 Co)/x dx@(co(t—to)—(x—x))<0>(a:,t— o ).

Taking the limit of the integral identities (3.17),(3.22) and (3.26) as = approaches
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the boundary points {ag, a; } from inside and outside the interval (ag, a1) we get

( B ) ( ;f,g )(ao’t) =0, (3.27)
(5 &) (3 ) e
Cll( o )/G;hdx’H(cl(t—to) - (m’—a@)(é) (2!t — "Elc_lao)

+0(01(t—t0)—(a1—a0))< a ) ( ii >(a1,t— G790 (3.8

vy G

(S ) (0 )
L =m ) et~ to) — (-2 ()@t - 2T
“ ( S >/ (0> o

— O(cr(t —to) — (a1 —ao))( —a ) ( :j& )(amt— @1 790y (3.29)

V1 —C1 c1

( ifi Z}? ) ( ;’Zz )(al’t) 2200( i )(al,t)~ (3.30)

Continuity of the fields at the boundary points {ag, a1 }, gives us two additional

equations,
(2 )@o=(7) @ 331

( ii )“‘1’” N ( v )(“1’”- (3.32)

Altogether we have six linear equations for the four vectors

(5 )eon (2o (5 )mn (7)o

Thus our system (3.27)-(3.32) is overdetermined just like it was for model 1.
And just like for model 1, the system (3.27)-(3.32) contains equations that are
redundant. Mathematically this is reflected in the fact that the determinant of

the matrices
¢ EHy L
<iVj Cj >a ]*0713

are all zero. For the first toy model, it was obvious which two equations were
redundant. Here it is not immediately clear which equations we can remove, and
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this will also be the case if we write down the EOS formulation for more general
systems of PDEs, like for example Maxwell's equations. For the system (3.27)-
(3.32), it is not very difficult to identify the redundant equations, but we would
rather introduce a different approach that is generally quite useful when working
with the EOS formulations of PDEs. This is the method that has been used
by the research community to calculate electromagnetic scattering from linear
homogeneous scattering objects using a time dependent integral formulation of
Maxwell's equations. The reason that this method has been used for Maxwell's
equations has not been clearly stated in the research literature. It has taken the
form of a trick that is needed to achieve stability and accuracy for the numerical
implementation of the boundary formulation of electromagnetic scattering.

The point is that, although the system (3.27)-(3.32) is singular, we know
from its construction that it has a solution consisting boundary values coming
from the unique solution to the system (3.1),(3.2).

In terms of linear algebra, the situation is that for two given singular matrices
A and B, the system

Ax = by,
Bx = ba, (3.33)
has a solution, x. Let us assume that there are numbers a and b such that
det(aA 4 bB) # 0.
Given (3.33) it is clear that x is a solution to the linear system
(aA 4+ bB)x = aby + bba, (3.34)

and since the system (3.34) is nonsingular, x is the unique solution to the system.
Finding numbers such that a A 4+ bB is nonsingular is in general not difficult.

Let us apply this approach to the system (3.27)-(3.32). Simply adding to-
gether the equations give us a matrix

Co  —Ho " ¢t p1 )\ _ [ atc H1—Ho
—1 Co VT C V1 —VlVy C1+c¢Co ’

det( c1+co M1 — Mo
V1 —Vy C1+C

and
) = 2c1¢0 + pov1 + p1vy,

which is nonzero since all the numbers v;, 15, c; are positive by assumption. In
a similar way, adding together (3.29) and (3.30) will result in a nonsingular
system. Thus from the singular system (3.27)-(3.32) we get the nonsingular
system

c1+¢c M1 — o P1 _
(Vl_VO €1+ ¢ )<¢1>(a07t)_
L (e m /al / / AN, z' — ag
- dz'0(ci (t — to) — (' — e
=) M= - @ o () @t = T

+0(cl(t—to)—(a1—ao))< “a M ) ( w1 >(a1,t— @179, (3.35)

v P1
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cot+c1 po— P1 _
(VO_Vl c1+ o )(1/)1)(@17?5)—
i . —H /al / - - o J Iy a; —a'
o ( o ) . dz’6(ci(t — to) — (a1 — 2')) 0 (2t - )

—9(cl(t—t0)—(a1—a0))< —a M ) ( ;/;1 )(ao,t— 41— %,

V1 —C1 c1

+2c0< «i ) (a1,1). (3.36)

The system (3.35),(3.36), which determine the boundary values of the fields in
term of internal and external current densities, together with the differential
equations (3.1), restricted to the inside the scattering object (ag, a1), constitute
the EOS formulation for model 2.

3.2 Numerical implementation of the EOS formulation

The numerical implementation of model 2 contains the same elements as the
ones we introduced for model 1. Thus we first define a nonuniform space grid
inside the scattering object, (ag, a1),

2; =ao+ (i +05)Az, i=0,1,--- N — 1, (3.37)
where Az = 9290, The grid points (3.37) are the internal nodes for model 2.

-
We also introduce the discrete time grid

t" =nAt, n=0,1,---.

The values of the parameter At will of course, like for model 1, be bounded by
the requirement of stability for the scheme. We apply the Lax-Wendroff method
to the first three equations of (3.1) and the modified Euler's method to the last
equation of (3.1). For interval (ag,a1), the numerical iteration can be written
as

—— O, n ] ¢
I =l A (g ) (A g+
dp 1 R dj
n+l _ n ¥ \n - 2 v v YJ\n
wi _77[]2 + At (1/1 6.’,5)1 + Q(At) (:ull/l o2 + 11 ax)z y
n n 9o 1 f \n 3.38
P =gl At (5D S-S (335

J =i+ A fR

. 1 . - -
i =5+ + At FlpItt ottty

where f = (a — Bp)p — vj. The finite difference approximations for the fields
and the current density at all internal nodes, except the two nodes closest to
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the boundary points ag and a;, are given by the standard expressions

(%)n _ ¢Zn+l B QS;L,]_
ox”* 2Az
n n n 3.39
(@)n:¢i+l_2¢i+¢i—l 6= 0.1, (3:39)
ox2’" (Az)2 ’ T
for ¢ = 1,2,--- ,N — 2,. For the two internal nodes closest to the boundary

points, we need to use alternative difference rules because the grid is nonuniform
in the domain around these nodes

0 1
(008 = — 5 (465, — 36 — 1),
(@)o = m(%ao — 3¢5 + ¢1),
0 1
()51 = 5o (460, — 361 — GRa), »
(@)Nq = W(z%l — 30N _1 + PN _2),
aj 1 ) n
(5208 = 5z (431 = 345 = 3),
dj 1

(%)?\1—1 = _m(4j17<f—2 - 3,7'17\7—1 - jJT\Lf—3)7

where ¢ = ¢, 1. The discretization of the boundary update rules (3.35) and
(3.36) are

c1+co M1 — po 2
<y1 —v o +Co> (¢> (a0, tnt1)

N—-1 y
— & (Cl ,ul) Z o(tn+1 — 1o — Tz a0)<é> (Iia tn-‘rl - e ao) (341)

C1

1 M1 a1 —ap, (¥ a1 — ap
+ O(tns1 —to — ar,tny1 — ;
( Cl) (tnt1 —to )(¢>( 1 tnt1 o )

c1+co o — M1 2 .
(VO v o+ co> <¢> (@1, tn+1) =

Az C1 —H1

C1

N-1 o — 2
E O(tnt1 —to — L
‘ C1
=0

J a; —
)(O> (@i tng1 — IT)

- C1

—Cc1 ar —ao, (¢ a1 — ao
— Otpi1 —to — L0 ot — 3.42
(G 2 ) ottt )<w)+(ao =B g

+ 2¢o ( i: ) (a1, tnt1)-
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where iz ) (a1,tn41) are determined by the external source. The iteration
1

(3.38) with the boundary update rules (3.41), (3.42) supplemented by the finite
difference rules (3.39) and (3.40) constitute our numerical implementation of
the EOS formulation for model 2.

3.3 Artificial source test
The source extended model 2, is given by

ot = 1z +J + g1,

Yr = v1pz + g2,

Pt = —Jz + g3,

Jgi = (o= Bp)e —7j + ga.

For the source extended model 2, any given set of functions ¢, @[AJ, jand pis a
solution if the sources are chosen to be

9 =¢1— mis — j,

o = by — 11¢g,

93 = Pt + Jo,

o= Je — (a = Bp)p +J.

The boundary update rules for the source extended model 2 are changed
into

C1+cCo  p1— Mo Y1
ag,t) =
(Vl_VO 01+Co>(¢1)(0)

1( Zi m )/aaldx’H(cl(t—to)—(:c’—ao))<j—~:gl>($/7t— x/_ao)

C1 C1 o

soet=t) @ —a) (04 ) () @e- B0),

141 C1
co+c1 o — p1 P1
ap,t) =
(VO_Vl C1+Co><¢1>(1 )
Lo -m /aldx’ﬁ(cl(t—to)—(al—x’)) T (o=
ca\ —" a a0 g2 ’ 1

“tat—t - a-a) (50 ) (5 ) - 1)

141 —C1 C1

+ 2¢o < 221 ) (a1,t).
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In Fig 3.1 we compare the numerical and exact solution of the EOS formulation

t=1.6 t=1.73 t=1.85
T T T
s s s
X X X
t=1.98 t=2.1 t=2.23
T TreTTTTTTTT
[S S S
Lt Ll
X X X
t=2.35 t=2.48 t=2.6
A L L TrerTrrrTT
s s S \
Lol TP
X X X

Figure 3.1: Comparison between the numerical solution and the exact solution
for the source extended model 2. Parameter values used are ayp = 0.0,a; =
3.0,N =1600, « = —1.0, 8 =03, vy =8.0, u = 2.0,v = 2.0, up = 1.0, 9 = 1.0,
A =1.0, A, = 1.0, A3 = 1.0, 44 = 1.0, by = 1.0, by = 1.0, a; = 4.0,51 =
4.0,00 = 4.0,y = 40,2, = 6.0,t, = 1.0, x; = 11,2, = 1.3,t; = 1.2,t, =
1.3,01 = 0.3,d2 = 0.32,93 = 1.0, 44 = 0.33.

for the source extended model 2. The exact solution we used for this test is
2A
oz, t) = = arctan(b?tQ)e*O”($*"’”“+ﬂ1(t*t5))2,

™

- 2A
P(z,t) = 22 arctan(b%tQ)e_o‘Q(r_xo+52(t_t‘“))2,
T

A (@—w)? (¢-t))?

j(x,t) = Aze o1 5
(m—wp)? (t—tp)?

p(x,t) = Age 3 of

Our implementation clearly passes the artificial source test with flying colors.
Fig 3.2 shows scattering of a wave generated by an external source calculated
from our numerical implementation of the EOS formulation for model 2. The
source we used is given by

js _ Aefal(zfa:affﬂl (t—ts)? )
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t=1.48 t=1.81 t=2.14

Lhbidd Mk WA Liba Lk bbbl A biaa LI abbbd b b |

P(X,t)
@(x,t)
P(x,t)

p(x,t)
p(x,t)
P(x,t)

P(x,t)
P(x,t)
p(x,t)

Figure 3.2: A numerical solution of the EOS formulation for model 2 generated
by an external source. The parameter values used are ag = 0.0,a; = 3.0, N =
1600, « = —=1.0, 8 =03, vy =80, p = 2.0, v = 2.0, uypo = 1.0, rp = 1.0, A =
1.0,041 = 36,ﬁ1 = 4,ts = 1.0,.]30 =4.0.

A Stability of the numerical schemes for model
1 and model 2

As mentioned in the main text, we do not expect the two 1D models to be
representative for stability issues pertaining to numerical implementation to
EOS formulations in general. However, there is an issue that is worth discussing
here. From the EOS formulation of model 1, one might expect that there would
be severe stability issues associated with any numerical approximation. The
reason is that the basic equation for the field inside the domain (ag, a;)

Py = €10, (A1)

uncoupled for simplicity from the internally generated current density j, can
ounly satisfy the boundary condition at the right boundary a; induced by the
external source. This is because equation (A.1) is of order one in space deriva-
tives. Consequently, one cannot impose any additional boundary condition at
ap that is independent of the one imposed at a;. The EOS formulation evades
this problem in this simplified setting by imposing the boundary condition

ay — ap

@1(ag,t) = 0(ag — a1 + c1(t — to))p(ar,t — )s (A.2)

C1
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which depends on the boundary condition at a; in exactly the way it needs for
a solution, for the boundary value problem for (A.1) on the interval (ag,ay), to
exist. However, this existence seems precarious. If we miss the right value by
even a small amount in a numerical scheme, are we not then solving a boundary
value problem for (A.1) where the two boundary conditions are not related in
the right way, and is there not a danger that this non-existence will manifest
itself in a numerical instability? In fact, could it be that the restricted domain
of stability of the EOS formulation, as noted in the main text, is a result of
the very particular delay-boundary conditions imposed because of the EOS for-
mulation? If this was true it would be important because such delay boundary
conditions are a general feature of EOS formulations. We will however now show
that the restricted domain of stability for the 1D models are in fact caused by
nonuniformity rather than delayed type boundary conditions.

For this purpose we introduce a family of grids of the interval (ag, a;) that are
parametrized by e. The grid is uniform for e = 0 and is equal to the nonuniform
grid we used for our numerical implementations for model 1 and 2 when e = 1.

x;=ap+ (i +1—-05¢)Az, i =0,1,--- ,N — 1,

where € € [0,1] and
N +e€
A=————(a1 —ag).
NN w
To derive a finite difference scheme for (A.1), using the Lax-Wendroff approach,
as in the main text, we must to impose some boundary conditions. In the
end, these conditions do not influence the stability of the scheme. Therefor,
for simplicity, we impose fixed boundary conditions. Given this the numerical
scheme takes the form
U,y1 = MU, + b, (A.3)

where U = (¢) is a N vector, M; is a matrix of order N x N given by

mtcn v+ciye 0 0 0 0
K1 — C1 Ko X K1+ c1 Ko 0 0 0
0 K1 — €1 Ko X K1+ ¢1 Ko 0 0
M, =
0 0 0 K1 — C1 Rg X K1+ C1 K2
0 0 0 0 Y3 —C1Ya M3 —C1M4

where the entries of the matrix depend on the discrete grid but not on the
boundary conditions and where b is determined by the boundary values. For
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the numerical schemes in toy model 1,

CAHAA A% - A7

=1-— =—_"1p
m 61 T, T2 61 )
A%+ A5 A A2 - A2
773:1—7+ 2= m=——>2D,
(52 62
ArA A%
== —=1p
it 5 T, Y2 5, s
AQA 2 Ag
= = 7D
3 (52 T, Y4 (52 )
1 1
K1 = 572, K2 §D,
X = 1- T27
where
A At
Tcl’ A,
1 N —iNe4 1e2
A= (1—-=¢)A Ag=—2~ 2
1= 26) ’ 2 N +e¢ ’
51:A%+A1A, (52:A§—|—A2A.

Let us look for a constant solution to (A.3), U = U*. For U* to be a solution,
we must have

(M — I)U* = b, (A.4)

where [ is identity matrix of order NV x N. In order to have a unique solution
for (A.4), A = 1 must not be an eigenvalue for M. Thus, the unique solution
will be given by

U* = (M, —I)"'b.

Define now y,, by
U, = Yn + U”*.

Ynt1 + U = My(y, +U") + b,

)

Yn+1 = Miyn. (AS)

The matrix M; is not symmetric, but numerical investigations show that it in
general has N different eigenvalues, A;,4 =1,2,--- , N . Then the corresponding
eigenvectors, y;, are then independent and form a basis for IR. Let now yg € IR
be an initial value for (A.5). Then we have

Yo = Z d;yi,
(3

Yn=Mpyo =Y di\'yi.
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We can see that if there exists any eigenvalue that is located outside the unit
circle, then |ly,|| — co. To obtain a stable numerical solution to model (A.1),
the eigenvalues of M; must satisfy

max |A; | < 1.
3

Using this result we find that the stability domain as a function of € is of the
form

7'1(6)g <At < Tz(e)g. (A.6)

(&1 C1

1.0 TTTTTTTT TTTTTT]TTTTTT T T T I T TTTTTI T T

1

0.8

0.6

stable domain

0.4

0.2

7(e)
S AL A A Y SRR

I | | | S N | | N N | |

O%HIIIII IIIII\\\|IIIII\HIlIIIHIIII'IIHIIIII

0.5 0.6 0.7 0.8 0.9 1.0
3

Figure A.1: The stability domain for the EOS formulation of (A.1).

It is evident from Fig A.1 that the restriction on the stability domain for
the EOS formulation of (A.1), as compared to the Lax-Wendroff scheme for the
case of free space propagation, is caused by the introduction of a nonuniform
grid for the EOS formulation.

For model 2 we find the same stability domain as illustrated in Fig A.1 for
model 1. That there should be some relation between the stability of these
two models is perhaps not very surprising at the level of PDEs. After all, if we
decouple the fields in model 2 from the current, the resulting system is equivalent
to the wave equation and the solutions of that equation are sums of left and
right going waves of the type described by Model 1. However, at the level of
numerical schemes the coinciding of the stability domains for the two models is
somewhat less obvious. Note that we can write the matrix M7, determining the
stability for model 1, in the form

M1 = m —|—C’I7’L17
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where m, and my are N x N matrices given by,

m v 0 0 0 0
k1 x K1 0 O 0
0 kK1 x kw1 0 ... O
mi = . . . . )
0 0 0 kK1 x R’
L 0 0 0 0 Y3 3
[ 2 Y2 0 0 0 0 i
— K2 0 K9 0 0 N 0
0 — K2 0 K2 0 N 0
ma = . . . . . .
0 . 0 0 — K9 0 Ko
L 0 ce 0 0 0 — 74 — N4

Given this, the 2N x 2N matrix determining the stability of model 2 is given

by
My = [ my 251 mz] '
—Vims my

The matrix My clearly has a block structure and the same blocks give a linear
decomposition of M; into a sum of two terms. However, we were not able use
these commonalities between M7 and Ms to explain the fact that model 1 and
model 2 have, not approximately, but exactly the same domain of stability as
far as we can determine. Note that the occurence of a stability domain like
(A.6) might be a universal feature of EOS formulations. We have for example
found a stability domain of this type in the EOS formulation of 3D Maxwell's
equations. There, however, it is clear that the delay boundary conditions is at
least partly responsible for the width of the stability domain.

References

[1] K. Yee. Numerical solution of initial boundary value problems involving
Maxwell’s equations in isotropic media. IEEE Transactions on Antennas
and Propagation. 1966 May, 14(3):302-307.

[2] A. Taflove. Application of the finite-difference time-domain method to si-
nusoidal steady state electromagnetic penetration problems. IEEE Trans-
actions on Electromagnetic Compatibility. 1980, 22(3): 191-202.

[3] A. Taflove et. al. Computational Electrodynamics: the Finite-Difference
Time-Domain Method, 3rd Ed. Artech House Publishers, 2005.

[4] J. Berenger. A perfectly matched layer for the absorption of electromagnetic
waves. Journal of computational physics. 1994, 114(2): 185-200.

[5] S. Gedney. An anisotropic perfectly matched layer absorbing media for
the truncation of FDTD lattices. TEEE Transactions on Antennas and
Propagation. 1996, 44(12): 1630-1639.

32



[6]

[7]

18]

[9]

[10]

[11]

W. C. Chew and W. H. Weedon. A 3d perfectly matched medium from
modified Maxwell’s equations with stretched coordinates. Microwave and
Optical Tech. Lett. 1994, 7(13): 599-604.

Steven G. Johnson. Notes on Perfectly Matched Layers. Technical report,
MIT, 2007.

D. N. Pattanayak and E. Wolf. General form and new interpretation of
the Ewald-Oseen extincition theorem. Optics communications. 1972, 6(3):
217-220.

H. F. C. Brehm. Immersed interface method for solving the incompressible
Navier-Stokes equations with moving boundaries. 49th ATAA Aerospace
Science meeting Including the New Horizons Forum and Aerospace Science
Exposition 2011.

Yong Zeng and Walter Hoyer and Jinjie Liu and Stephan W. Koch and
Jerome V. Moloney. Classical theory for second-harmonic generation from
metallic nanoparticles. Physical Review B. 2009, 79: 235109.

P. D. Lax and B. Wendroff. Systems of conservation laws. Communications
in pure and applied mathematics. 1960, 13(2): 217-237.

33



3 Paper 2

Submitted to Physica Scripta in the fall of 2018.

53



A 3D Nonlinear Maxwell’s Equations Solver
Based On A Hybrid Numerical Method

Aihua Lin and Per Kristen Jakobsen

Department of Mathematics and Statistics, UIT the Arctic
University of Norway, 9019 Tromsg, Norway

Abstract

In this paper we explore the possibility for solving the 3D Maxwell’s
equations in the presence of nonlinear and/or inhomogeneous material
response. We propose using a hybrid approach which combines a bound-
ary integral representation with a domain-based method. This hybrid
approach has previously been successfully applied to 1D linear and non-
linear transient wave scattering problems. The basic idea of the approach
is to propagate the Maxwell’s equations inside the scattering objects for-
ward in time by using a domain-based method, while a boundary integral
representation of the electromagnetic field is used to supply the domain-
based method with the required surface values. Thus no grids outside the
scattering objects are needed and this greatly reduces the computational
cost and complexity.

1 Introduction

Boundary Element method (BEM), as a tool for solving scattering problems, has
several attractive features. First and foremost, BEM is well suited to treating
scattering problems in unbounded domains because the boundary integral equa-
tions are located on the surfaces of the scattering objects and thus one whole
dimension is taken out of the problem. Secondly, the scattering objects are
usually defined by sharp material boundaries and thus a domain-based method
must seek to resolve the fast variation in the corresponding solutions generated
by the boundaries. This is a well known problem in the most popular domain-
based method for electromagnetic scattering, the Finite Difference Time Domain
method(FDTD) [1-3]. This method like all domain-based methods must also
struggle with reducing wave reflection from the boundary of the finite compu-
tational box which is added in order to discretize the outside domain. This
problem has been more or less solved by using perfectly matched layers [4, 5],
but the solution comes with additional cost and complexity. While the BEM
takes this radiation condition into account automatically.

However BEM has some drawbacks too. Firstly, singularities always appear
during the deriving of the boundary equations from the PDEs. How to accu-
rately calculate these integrals with singularities is an issue of the subject espe-
cially for irregular scattering objects. While the domain-based method is much
simpler to implement. Secondly, the derivation of the BEM relies on Green’s



functions which is only defined for linear systems of PDEs. For some applica-
tions where the nonlinearity dominates, the BEM cannot be derived. However
for the applications where the nonlinearity can be discarded, a computational
approach based on Green’s functions is feasible. Scattering of electromagnetic
waves, where nonlinearities only come into play at very high field intensities,
is such an area. Thirdly, the time-domain integral equations are retarded and
there is large memory requirement. Also the matrix resulted from the BEM is
dense and nonsymmetrical, thus it is usually not easy to solve. However the
major obstacle that has prevented BEM from being popular is the late time
instabilities. Although the sources of these instabilities are not fully recognized,
many remedies have been made to improve the stabilities of BEM schemes for
time dependent electromagnetics [6-12].

Our work has not been aimed at joining in or improving on any of the ef-
forts pursued by these research groups. Our major aim has been to generalize
boundary approaches to electromagnetic scattering for cases where the scatter-
ing objects have an inhomogeneous and/or nonlinear response. Most work in
the area of time dependent BEM has been focused on metallic objects with
linear response whose dimensions are large with respect to the wave length,
antennas is a major example of the kind of structure one has been interested
in. The kind of problem we have in mind is scattering from very small objects,
from micron to nanometer scale, objects who might have engineered inhomo-
geneities in their structure and strong, also engineered, nonlinear response. At
this scale, the standard simplifying assumption of disregarding the inside of the
scattering objects and modeling them using surface charges and currents, is not
applicable. The skin depth at this microscopic scale can easily be as large as the
scattering objects themselves, which is a marked difference to what is true for
macroscopic antenna theory. For this reason, and also because of the complex
inner structure of these microscopic scattering objects, a different approach is
needed. The traditional BEM can not be used here.

Our approach is based on the same integral representation of the electro-
magnetic field [13] as the traditional BEM, however, we use the integral repre-
sentation in a way that is different from what one does in BEM. We solve the
Maxwell’s equations on the inside of each scattering object, as an initial bound-
ary value problem, and use the integral identities to supply the boundary values
needed in order to make the initial boundary value problem for Maxwell, well
posed. This kind of approach for solving electromagnetic scattering problems
was first proposed in 1972 by E. Wolf and D. N. Pattanyak [14] in the context
of stationary linear scattering and was based on the Ewald-Oseen optical ex-
tinction theorem. For this reason we call this particular way of reformulating
the electromagnetic scattering problem for the Ewald Oseen Scattering(EOS)
formulation. This reformulation can be applied to any kind of wave scattering
situation. It has previously been applied to two toy models of 1D linear and
nonlinear transient wave scattering by the authors [15] where the EOS formu-
lations work perfectly well with high accuracy and low computational load and
without any instabilities, even at very late times.

In section 2 we show some of the details of the derivation of our EOS for-
mulation for Maxwell’s equations and in section 3 we discuss some tests we
have run on our numerical implementation of the EOS formulation of Maxwell’s
equations. In this paper we do not describe the numerical implementational de-
tails, like how we handle the singular integrals and issues of numerical stability.



These, mainly very technical considerations, would cloud the main message of
the current paper, which is that our EOS formulation of scattering problems
works. The technical details pertaining to our choise of implementation, some
of which are probably relevant for most numerical implementations of the EOS
formulation, will be reported elsewhere in a paper soon to appear [16]. Here
we will just note that, just like for the 1D case, the internal numerical scheme,
Lax-Wendroff for our case, determines a stability interval for the time step. The
difference is that, in the 1D case, the stability interval is purely determined by
the internal numerical scheme while in 3D case, there is another lower limit of
the stability interval determined by the integral part of the scheme. We also find
that the late time instability is highly depended on the features of the scattering
materials. Section 4 summarizes what we have achieved and discuss extensions
of our work that could be of interest to pursue.

2 EOS formulations of the 3D Maxwell’s equa-
tions

In this paper, we investigate an electromagnetic scattering problem described
by the 3D Maxwell’s equations

v X E + 8tB = O,
VxH-0,D=1J,
V-D= P
V-B=0,
where J and p are the current density and the charge density of free charges.
Bound charges and currents determine D and H as functionals of E and B,
D =DIE,B],
H =H[E, B|.

In the simplest situation, where the response from the bound charges and cur-
rents is linear, isotropic, homogeneous and instantaneous, we have

1
D =¢cE, H= -B,
W

where i = cis the speed of light in the material. For this particular situation,

we have
V X E+8tB = O,

1
V xB— Z8E = pul,
C

, (2.1)
V'E:*/L

9
V-B=0.

We now rewrite the Maxwell’s equations into a form that is a suitable starting
point for our EOS formulation of the elctromagnetic wave scattering problem.



First, observe that

oV -B =0,
1 2.2
8tV~E=—gV-J. 22)
Equations (2.1) and (2.2) lead to
1 1
at(V~E—gp):—g(8tp+V-J). (2.3)

All fields we consider will be driven by the source that will operate for some
finite time interval. This means that at some time in the past ¢t = ¢y, we have

V- B(x,t) =0,
v E(x,to) = 2p(x,10) = 0,
and this together with (2.2) and (2.3) imply that for any ¢
V- -B(x,t) =0
holds true. If we now use the equation of charge conservation
Op+V-J=0

then 1
V-E(x,t) = gp(x,t)

also holds true at all time. Taking these considerations into account, Maxwell’s
equations can be written in the following equivalent form

VxE+ 9B =0, (2.4a)
1

VxB- 50B=ul, (2.4Db)

Op+V-J=0. (2.4c)

In order to complete the model, we must supply an equation of motion for the
current J
oJ = F[J,p,E,B.

The specific form for the functional F' is determined by what kind of material
response we are considering. In order for the system to lead to an efficient
numerical method it is important that the sources p,J are confined to some
small region. In this paper, in order to be specific, we look at the case of a small
metallic object interacting with light. We are not seeking to make a detailed
computational investigation of this system, but is rather focused on testing
our computational approach with respect to implementational complexity and
numerical stability. For this reason we choose the following simple nonlinear
model for the metal response of such a system

OhJ = (a = Bp)E — 7, (2.5)

where «, 8 and 7y are constants.



Following the usual approach, it is easy to show that the electric field satisfy
the following equation

1 1
—04E — V’E = —=Vp — 19,J. (2.6)
C €

Each vector component of equation (2.6) is an inhomogeneous wave equation.
Let’s suppose the scattering object is confined in a compact homogeneous do-
main denoted by V7 while the light source is located in an unbounded domain
outside the object which is denoted by Vj. u,e are the magnetic permeability
and the electric permittivity with their values puq,e; inside and pg,eq outside
respectively. ¢ represents the speed of light, with value ¢, inside and ¢y outside
the scattering object V3. The sources Jg and pg are given and J1, p1 are the
response sources generated by the metallic object interacting with the light field.

We are now ready to start the construction of the EOS formulations of this
scattering problem.

Applying the integral relation for the wave equation (A.6) derived in Ap-
pendix A on equation (2.6) in domain V; and V; respectively, we get

E;(x,t) = / dV'h;(x",x){ ;0 J; —|— V’pj}(x T)
:F/S: dS/{hj(X/,X)(an/Ej)(X/,T)—8nlhj(X/,X)Ej(X/,T) (27)

+ Clhj(x’,x)anz|x’ —x|(0vE;)(x',T)},
J

where
Cj

hj (Xlax) = )

4r|x’ — x|
with j = 0 representing the outside domain Vj and j = 1 representing the inside
domain V;. Here x € V; and n’ is the unit normal to the boundary, S of Vi, at
the point x’ € S, pointing out of the domain V;. The upper sign applies to the
case j = 0 and the lower sign for the case j = 1. The same convention applies
to all the following expressions in this section.

After a series of algebraic manipulations, starting with (2.7), we obtain

yam
E;(x,1) = —at“ﬂ/ av )—v ! /dv'M
Vi

x| dre; |x" — x|

$8t[ﬂ/ ds {cj|x 7X|(n’ x E;j(x',T)) x V'|x" — x|

1 1
m(n’ Ej(x, 1)V X — x| + mn/ xB;(x,\T)}]  (28)
i 1 { (! a / 1
+ I /s dS{(n" x E;(x',T)) x V x|
’ N / 1
BTV

These manipulations are detailed in Appendix B.
Like the electric field, the magnetic field also satisfies a wave equation

1
c—gattB ~V?’B =puV xJ. (2.9)



After a set of algebraic manipulations, similar to the ones we did for the electric
field, we obtain

e —w M 3, T)
Bj(x,t) =V x = ; V=
+ 0 [i/ dS’{L(n’ x B;(x',T)) x V'|x" — x|
Yar g cjlx’ — x| I
1 1
1
+— [ dS{(n' xB,(2',T [ —
[ AS By 1) x Vo
1
+ (' B,;x,T))V P~ .

The identities (2.8) and (2.10), for the electric and magnetic field, are our ver-
sion of the general integral identities for the electromagnetic field derived by
D.S.Jones [13]. In addition to these two identities we get, in a very similar way,
two additional integral identities [16],

i Ji_,(x\T 1 _i(x\T
Oz_at:ul ]/ dvl 1 ‘i(x’ )_V / dv/p1 ]/(X7 )
am Vi |X - X‘ 471'517]' Vi |X - X‘

1 1 |

+ 8t[@/g dS/{m(n' x E1—j(x,T)) x V'|x' — x|
o
c1—j|x" — x|
1

¥ —/ dS{(n' x E;_;(x',T)) x V'
47 S

1
+ (nl : El—j (X/v T))V/i}v

X" — x|

(- E;(x',T))V'|x' —x| + ———n' x B1_;(x', T)}]

X' — x|

X' — x|

(2.11)

and

0=V x £ / 31204 T)
Vlfj

4 |x' — x|

1 1
+ 0, [— LB T o
at[47T/SdS{C1j|X/_X(n X b1 j(X7 ))XV|X X|

(W By TV — x| — o X By, T

Cl_j|X/ — X| C%—j ‘X/ - X|

1
F E/s dS{(n’ x By_;(a',T)) x V'

+ (Il, . Bl_j(x',T))V'#},

X" — x|

X' — x|

(2.12)
for x € V;, j =0,1. In the above expressions,

E;(x',t) = lim E;(x,t)

x—x/



and

B,(x',t) = lim B,(x,t),

x—x/

where x € V;, j = 0,1. In the end, we have a full set of the integral identities
of the inside and the outside fields expressed by (2.8), (2.10), (2.11) and (2.12)
which can be written compactly as

for x € V4 and

E; = Mi(n’ x E;,n’ - E;,n’ x By),
0= My(n' x Eg,n" - Eg,n’ x By),
B; = Ni(n’ x By,n' - By,n’ x Eq),
0= Nog(n' x Bg,n’' - Bg,n’ x Ey),
Eo = My(n’ x Eg,n’ - Eg,n’ x By),
0= M;(n’ x E;,n" - Eq,n’ x By),
Bg = No(n’ x Bg,n’ - Bg,n’ x Eg),
0= Ni(n' xBy,n"-By,n’ x Ey,

(2.13)

(2.14)

for x € Vj.

We will now derive the boundary integral identities of (2.4) by letting x
approach the surface from the inside and the outside of the scattering object
V1, separately. We observe that, in this limit, strong singularities only appear
in the last term of the integrals in (2.13) and (2.14). Hence we are faced with a
singular term which takes the form of

1
T / / ’ / ’ / /
I= lg% . dS{(n" x A(x',T)) x V X — x| + @ AX,T))V 7|x’—x|}
x' —x x' —x x —x
1 / il ﬁ I il ﬁ _ /. ﬁ o~
- 21—>0 s. s {(|x’ —x[3 ) (|x’ —x3 o) (n )|x’ —x|3}7

(2.15)

where A(x',T) is a vector function with x’ located on the surface S, which is
an small disk of radius e. If we let x approach a surface point &, from the inside
of V1, along a direction

x—&=eca=—can — €3,

where n is the unit normal vector pointing out of Vi, at the point £, and 3 is a
unit vector along the direction x’ — &, tangential to S, at the same point &, we
have

!
lim X=X dS = lim n -+ con

— 2.16
e—=0 |x —x|3 =0 Jg. |'r[—|—ean|3 ( )

where nn = X' — € + ¢3. Using spherical coordinates, (2.16) turns into

2m
lim / (pcosb, psin b, ea) d0dp =
o (7 + (ca)?)?




where y = 2ma(1 — \/aiﬁ) Similarly, if x approaches & from outside of V;, we

have,
!
x' —x
lim o3 45 =—xn
e—0 S. |X — X|

So in the end,

I"r = XAa
I_=—xA,

where Iy and I_ denote the limit of equation (2.15) by letting x approach S,
from the inside and the outside of V; respectively. After taking these inside and
outside limits, we get the following set of equations

:Ml(n/ XE+,1’1/-E+,1’1/ XB+)+XE+7
=Myn’ xE_n' -E_n' xB_ E_,
ol ) , , )X (2.17)
_Mo(n xE_n-E_n xB_)
) —

+xE_,
O:Ml(n xE. ,n"-E;,n xB,)—-xE,,

where E is the limit of E; with x approaching the surface from the inside of
the object while E_ is the limit of Eg with x approaching the surface from the
outside of the object. These equations, because of the limits taken, contains sin-

gular integrals that must be interpreted as Cauchy principal integrals. Adding
the first two equations of (2.17) gives us

E, =M (n'xE;,n -E; nxB,)+Myn'xE_n-E_,n xB_)

(2.18)
+xEy —xE_,
and adding the last two equations of (2.17) gives us
E =My xE_,n-E_n"xB_)+ M;(n' xE,,n'-E;,n xBy) (2.19)

+ XE_ - XE+

Repeating the derivations we just did for the electric field, give us, in a similar
way, the following set of equations for the magnetic field

B, =Ni(n"xBy,n-By,n xE )+ No(n’xB_,n"-B_,n' xE_) (2.20)
+xBy —xB—, '

B =Ny(n’xB_,n"-B_,n"xE_)+N;(n’ xBy,n-B.,n xE;)

(2.21)
+xB- —xB+,

where B is the limit of By with x approaching the surface from the inside of
the object while B_ is the limit of Bg with x approaching the surface from the
outside of the object. Also in these equations the singular integrals that occur
must be interpreted as Cauchy principal value integrals. So far, we have two
outer equations for the outer limit fields E_, B_ and two inner equations for
the inner limit fields E, B,. We also have the usual electromagnetic boundary
conditions at the surface S which separate regions with different susceptibilities



and permittivities
nxE, =n'xE_,

U
nxB,=—nxB_,

Uug
n-B,=n" B_,
€0
1’1/ E+:7 ¢ E_
€1

It might appear that we have more equations than we need here. The very same
problem was encountered earlier while deriving the EOS formulation for two 1D
toy models [15]. It appears as if we can use the two outer equations to solve
for E_ and B_ and then use the boundary conditions to find E; and B,. But
these field values inside the scattering object cannot in general be consistent
with the field values derived directly from the two inner equations for E; and
B, . For example, if there is a source inside of V; and no source outside of Vi,
the first approach would give vanishing electric and magnetic field whereas the
second approach certainly would not. On the other hand, for a given source,
the Maxwell equations has a unique solution, which by construction also satisfy
all the integral identities.

In order to understand what the problem is, and how to fix it, we must
just realize that, from an abstract point of view, we have the following formal
situation

AX = b,

2.22
BX =c, ( )

where A and B are singular but where we know that (2.22) has a unique solution.
In this situation, let us assume that aA + B is nonsingular for some choice
of a. Any solution of (2.22) is a solution of

(A + B)X = ab +c, (2.23)

and since aA + B is nonsingular the unique solution of the singular system
(2.22) must in fact be the unique solution of the nonsingular system (2.23). We
know that the solution of Maxwell is unique for a given source, so since the
integral equations are equivalent to Maxwell, our four integral equations for the
two unknown fields on S must have a unique solution. This happens only if
they are singular. Thus in our situation, we can simply add (2.18) and (2.19),
which gives

E_;,_ + E_= Z(Ml(l’ll X E_;,_,Il/ . E+,n’ X B+)

+ Moy(n' x E_,n’ -E_,n’ x B_)), (224)
and add (2.20) and (2.21), which gives
B, +B_=2(Ni(n'"xB;,n"-By,n' xE}) (2.25)
+ No(n" xB_,n'-B_,n' x E_)).
Observe that for any vector A, the following identities hold true
nx (nxA)=(n-An-— (n-n)A, (2.26)

A=mn-An-nx(nxA).



Performing (2.26) on (2.24) and (2.25) we obtain the following final boundary
integral identities

1
I+ 2(? —1)n n)E4(x,t) =L + O, + B, (2.27a)
0
(I+ 2(1 - %)n n)B, (x,t) = I, + O, + By, (2.27b)
1

where x € S, n is the unit normal vector pointing out of V7 at the point x, I is
the identity matrix and

T 1 T
I = -9, dV’Jl(/X’ )_ 1y dv'pl(x ). (2.28)
am [y, Ix' —x| 4dmey Jy, |x" — x|
T 1 T
0.=-02 [ 4 ’JO(,X’ ) _ / dV’L(/X’ ), (2.29)
4 [y, |x! — x| dreg Jy, |x/ — x|
_ 1 1ty / !
Be—4ﬂ_8 / dS{( o C0)| /_X‘(n xE,(x,T)) x V'|x' — x|
fEo L W B D)V — x|
C1 £0Co ‘X —Xl (2 30)
Ho 1 ! ’ -
+(1—-—"— n xB,(x',T
/ 1
/ds (1= ) BTV )
H1 J1(x,T)
I, = — _— 2.31
b VX47T/V1dV X —x] (2.31)
!
0O, =V x @/ dV’M, (2.32)
4z Jy, |x' — x|
1 /
—3/ ds' {(— — n xB_(x,T))x V|x' —x
t {Cl o) B T)) X Vi - x
. - . ! ! !/
1 CO |X —X| (l’l B+(X,T))V |X X|
LT (2.33)
_ — ) —_ ! /
Jr(c8 c%)|x’—x|n x Ey(x',T)}
1 !/

Note that Oe and Oy are fields on the surfaces generated by the source in the
absence of the scattering objects. Equations (2.4) and (2.5) together with the
boundary integral identities (2.27a) and (2.27b) compose the EOS formulations
of our model.

3 Artificial source test and numerical implemen-
tation
The motivation, for introducing the EOS formulation for Maxwell’s equations,

is a numerical one. The technical issues occuring for the numerical implemen-
tation discussed in this paper, will be part of any numerical implementation of

10



our scheme, which in general will involve multiple, arbitrarily shaped, scattering
objects, that include linear and nonlinear optical response. We expect however,
that the general nature of these issues will reveal themselves already in the sim-
plest possible setting, where we have one scattering object of rectangular shape.
The numerical implementation consists of a domain method for the model (2.4)
and (2.5), determining the evolution of the fields inside the scattering object,
and a scheme for updating the boundary values of the fields using the integral
identities (2.27a) and (2.27b). For the internal domain method we choose to
use a combination of Lax-Wendroff on (2.4) and modified Euler’s method on
(2.5), this is similar to what we did for the simple 1D case [15], previously.
For the boundary part of the scheme we use the mid-point rule to the non-
singular integrals appearing in (2.27). The treatment of the singular integrals
is technical and rather lengthy and will therefore be reported elsewhere [17].
Here it is enough to note that we calculate the singular integrals by reducing
them to a singular core, which we calculate exactly, and nonsingular surface and
line integrals, that we calculate numerically. The reductions proceed through a
nontrivial use of well known integral identities.

For the inside of the scattering object we will use a rectangular grid. This
grid is however not uniform close to the boundary. This is because the grid
has to support both the discrete approximations to the partial derivatives and
discrete approximations to the integrals, used to update the boundary values
based on the current and previous internal values of the fields. The fact that in
our scheme the boundary values are dynamical variables, enforce some special
difference rules that applies close to the boundary. This is an extra complication
for our scheme, but they are manageable, and will be part of any scheme that
implements the EOS formulation introduced in this paper. Details are given
in [17].

What we do in this section is to report on some tests that we have run on
our scheme. A usual approach to testing of numerical implementations involve
finding exact special solutions corresponding to special source functions. In this
section we do not use this approach, but rather use an artificial source test
to verify the correctness of our EOS formulations. The basic idea behind the
artificial source test, of some numerical scheme designed for a system of PDEs,
LY =0, is to slightly modify the system by adding an arbitrary source to all
the equations in the system, creating a new modified system £ = g . This
modification typically lead to minimal modifications to the numerical scheme,
where most of the effort and complexity are usually spent on the derivatives and
nonlinear terms. For the equations, however, the presence of the sources change
the situation completely. This is because the presence of the added sources
implies that any function is a solution to the equations for some choice of sources.
Thus we can pick a function 1y and insert it into the model and calculate the
source function gy = £y so that our chosen function is a solution to the
extended equation. Finally we run the numerical scheme with the calculated
source function and compare the numerical solution with the exact solution .

A modified model of (2.4) and (2.5) with artificial sources is generally con-

11



structed by
8tB +VXE= P,

1
E&E—V x B = —M1J+§02,

1
V-E=—p+¢s,
€1

V-B =gy,
0J = (a — Bp)E — 7J + 5,

where ¢, 4, ¢, and 5 are a set of vector functions and 3 is a scale function.
Observe that
V- (VXE)+V-0B=V"¢,,
and this yields
dpy =V -y
Based on this we suppose ¢; = 0 and ¢, = 0 which can simplify the choice of

the exact solutions. We also observe that if o and @3 are set to be both 0, then

the continuity equation

is automatically satisfied. So in the end, the source extended model is given by

0B+ V xE =0, (3.1a)
1
C*QatE -V xB= —/,1,1.], (31b)
1
1
V-E=—p, (3.1¢c)
€1
OJ = (a—Bp)E —~J + . (3.1d)

For model (3.1), any choice of E, B can be a solution if the artificial source is
given by : 3 ~

o= 03— (a - BHE — 3,
where J and p are given respectively by

-1 ~ 1 -

J=—(VxB- C—28tE),

1
ﬁ = €1V -E.

Due to (3.1a), we can simply choose a vector function ¢, such that

E = *at(ba

B=Vx . (3:2)

Figure 3.1 shows the comparison between the numerical implementations and
the exact solutions where we have used

¢ = (arctan(b2t2)e_a1("’_z°+y_y°+z_z°+ﬂl(t_t“))z, 0,0).

12



Values of the parameters are listed below the figure. From figure it is evident
that the agreement between the exact solution and the numerical solution is
excellent.

For a general case where the electromagnetic fields inside the object are
produced by the outside source, we set up the outside source Jy and pgy to be a
combination of a bump function in time and a delta function in space which is
easily integrated in space. In order to satisfy the continuity equation

Oipo +V - Jo =0,
we can choose a vector function ¢ such that

J() = —8t<p,

3.3
po=V . (3:3)

EOS formulation

------ Exact solution

|E(x,1)]

IIIIIIIIIlIIIIIIIII

Figure 3.1: Artificial source test: |E(x,t)|. Intensity of electric field at a specific
point at different times. b = 1.0,aq4 = 40,8, = 1.0,z, = 0.0,y, = 0.0,z, =
0.0,ts = 1.0,¢0 = 1.0, 0 = 1.0,80 = 1.0,¢1 = 0.82, 111 = 10,61 = 1.5,7 =
045, = 1.0, 8 = 0.01,y = 0.01.

Figure 3.2 shows the intensity of the electric field on a surface in yz plane
at different times. Values of parameters used are shown below the figure. The
figure shows a pulse of light passing through the plane, which is what we would
expect from the nature of our chosen source. For figure 3.2 ; we have chosen

¢ = (,0,0),

where )
0(x — xXg)et—t)*-1 ¢t etg—1,ty+ 1],
s - [ x) | |
0 t¢[t0—l,to+1],

13
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Figure 3.2: The intensity of the electric field on a specific surface in yz plane at
different times. ty = 1.5,z = —0.3,y0 = 0.0,29 = 0.0,¢9 = 1.0, g = 1.0,69 =
1.0,¢1 = 0.82, 41 = 1.0,61 = 1.5,7 =045, = 0.1, = 0.01,y = 2.

with xo = (20, Yo, 20)-
Our numerical scheme, being explicit, is not unconditionally stable. There
is however a stable range, 71 < 7 < 7o , for the time step At

Al = cle{Ax,Ay,Az},
1

where 7 and 79 determine the lower and upper boundaries of the stability
range for the sceheme. We have carefully investigated the source of the upper
and lower bound of the range and how the width of the stability range depends
on material parameters. It is not appropriate to include these fairly techincal
numerical investigations here, a full discussion will be presented elsewhere in
[17]. Here it is enough to note that the source of the lower stability bound is
the numerical implementation of the boundary part of the algoritm, and the
source of the upper bound is the numerical implementation of the domain part
of the algorithm, for our case this is a combination of Lax-Wendroff for the
electromagnetic fields, and modified Euler for the current .

4 Conclusions

In this paper we have showed that our EOS formulation of electromagnetic scat-
tering can be accurately and stably implemented using one particular choice of
numerical scheme for the inside of the objects and for the integral representation
of the boundary values required by the inside scheme. For a stable numerical
solution, the time step needs to be confined in some range, where we have found
that this range is not only determined by the internal domain-base method due

14



to the non-uniform grids but also determined by the boundary integral represen-
tations. Discussions on how the internal non-uniform grids and the boundary
integral representation effect the time stable range is reported in [15] which will
be published elsewhere. It is worth stressing that the existence of the stability
range and its width depends not only on the material parameters but certainly
on choices made for the numerical implementation of the boundary part and
domain part of the algorithm. In principle, any numerical scheme can be used
for the domain part of the algorithm, also the extremely well established FDTD
method. It would be interesting to see how this method would perform with
respect to stability. There is also the question of going fully implicit, both for
the boundary part and the domain part of the algorithm. One would think that
this would have a chance of producing an unconditionally stable algorithm for
our EOS formulation for Maxwell’s equations.

Appendices

A The integral identity for a 3D wave equation

We will start by considering a wave equation in 3D

1
cigattso(x7 t) - VQQD(X, t) = p(X, t)? (Al)
where x = (z,y, z), ¢ is the propagation speed and
V? =040, + 0.

Let D x T be a given space-time domain. We will assume that the source p(x,t)
is entirely contained in D x T'. The operator

1
£ - gatt —V2

is formally self adjoint. Observe that for any pair of functions defined in D x T
we have

ﬁgO(X, t)w(xv t) - cp(x, t)ﬁw(xa t)
= O (Duploe, 1105, ) — i, D (%, )
— V- (Vb 1, 1) — o, OV (x, 1),

SO

/ (Lo, 1)(x, 1) — (o, 1) Lapl(x, £)} AV it
DxT

=3 [ Gl uixn) — o(x. D0 x N}V
-3 | {0 t0t) — px.D0w(x, 0} AV
- s T{anw(xv t)w(& t) - QD(X’ t)6n¢(X, t)} dSdt. (AQ)
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This is the fundamental integral identity for the wave equation in 3D. Next we
will need the advanced Green’s function for £ which is given by

Gx, t,x',t) =Q(x —x',t —t),

where Q(y, s) satisfies

C%GSSQ(y, s) — V2Q(y, s) =0(y)o(s), s <0, (A.3)
and
Qy,s) =0, s> 0.

Because of translational invariance, we can take the Fourier transform of (A.3)
and get

FEP Qe W =1 ¢=el,
Q) = o (A.4)

where w
Dgw) = —(2)+ ¢

Applying the inverse Fourier transform on (A.4) gives

Qv.5) = g7 [ alé o) e
where ,
e*’LZS
4(€.5) = /C B =

and C; is a contour slightly below the real axis. Observe that the integrand has
simple poles at z = +c(, so if s > 0, we must close the contour in the lower
half-plane. By Cauchy,

q(&:s) = 0.

If s < 0, we must now close the contour in the upper half plane and Cauchy’s
theorem gives

q(Eas) = %i[eiscg _ 6_i36<]7

and

161 1 / d¢ C%ieiscce’f'y =2 [/OO dg¢ eilrtses /oo d¢ e~ ir=se)),
s

2
8m2r 0 0

where r = |y|. Similarly,

1 emi » —c [ < o -
_ de=—" —iscC iy / d i(r—sc)¢ _/ d —i(r+sc)¢ )
167T4/ fce ¢ 871'27“[0 Ce 0 Ge ]

In the end,

Qy,s) = %[5(7“ + s¢) — §(r — sc)].
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Since if s < 0, 6(r — sc) = 0, finally

Qly, )= 7-0(s + 1),

Thus our advanced Green’s function is

0 ift >t
G(x,t,x't") = o
(.1, ¢) ot — 4+ XD it <t

dm|x—x'|

(A.5)

We now apply (A.5) to the fundamental integral identity (A.2). Let ¢(x,t) be
a solution to the wave equation (A.1)

ﬁ‘P(X’ t) = p(x, t),

then for any (x,t) € D x T, we have

/ dV' dt'{Lp(x', t)G(X', t',x,t) — p(x', ) LG (X', V', x, 1)}
DxT

1
=3 dV'{0p (X', t")G(X', ', x,t) — (X', t")0p G(X', ', %, t) }| =1,
Do
1
B 072 / dV/{at'SO(X/’ tl)G(le t/’ X, t) - @(X/a t/)at’G(xlv tlv X, t)}|t’:t1
Dy

- / A4S’ At {0 (3, )Gt %, 1) — o(x, )0 G 5, 8))
SxT
Since to > t, for the advance Green’s function
G(X/, t/, X, t) |t’:t2 =0.
And since the field is entirely driven by the source
(P(X, tl) = Oa
we get
o(x,1) :/ dV'dt' p(x', ) G(x', t', x,t)
DxT

+/ dS’ dt' {On (X', t)G(X', ', x,t) — (X', )0 G(X', t', x, 1) }.
SxT

and
G(x',t',x,t) = h(x',x)0(t —t")o(|x" — x| + c(t' — 1)),
where ‘
h(x',x) = prrO—
Since

O G(X' ', x,) = 0(t — t')On h(x',x)0(|x" — x| + c(t' — 1))
+0(t — t)h(x',x)0n 0 (|x" — x| + c(t' — 1)),
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and
1
O O(|x' — x| +c(t' — 1)) = - o | X — x[0p0(|x" — x| +c(t' — ),
we thus have

/ dV’dt’p(x’,t’)G(x’,t’,x,t):/ dV'h(x', x)p(x',T),
DxT D

where 1
T=T(xx)=t——|x"—x|.
c

From

/ dS' dt' O (%', t")G (X', ', %, t) = / dS'h(x', %) (On @) (X', T),
SxT S

and
—/ dS" dt’ p(x' )0 G(x', ', x, 1)
SxT
1
= —/ dS On h(x', x)p(x',T) +/ dS’Eh(x’,x)ﬁn/\x’ —x|(Opp) (X', T).
s s
finally we get

px.t) = [ VRO 006, T) + [ AS K30 00 (€. T)

. h(X; 5 (A.6)

— O h(x',x)p(x',T) O |X' — x[(0pp) (X', T)}.

This is the integral identity for an operator defining a 3D wave equation and it
holds for any solution of the scalar 3D wave equation.

B The integral identity of the electric wave equa-
tion

Here we do some calculations to derive (2.8) from (2.7). For the writing in sim-
plicity, we write E, J, p, ¢, 1, € instead of E;,J;, p;, ¢;, 145, €5, 7 = 0,1 respectively
here. Observe first that

0u (B, ) = (' V)(B(, 7)) = (0 V)B)(x, T)
@B T~ (0l - T~ x]),
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E(xt) == | dVh( 30 {n0d + 2V p} . T)
+ [ SO 300 (B T) + Lh( ) (OB T)ow | =
— Owh(x, X)B(,T) + %h(x’, ) (O E) (X', T)u [’ — x|}
+/S dS{h(x', x)0n (E(X',T)) — On h(x',x)E(X',T)
+ 2R X)(0E) (K 7)o ' = x}.

(B.1)

We are going to rework the first term in the integral (B.1). Observe that for a
vector field a and a scalar f we have,

(n-V)(fa)=m-Vf)a+ f(n-V)a,
V-(fa)y=Vf-a+ fV-a,
Vx(fa)=Vfxa+ fV x a,

S0,
nx (Vx(fa))=Vfn-a)—an-Vf)+ fnx(Vxa).
Further,

(n-V)(fa) +nx (V x (fa)) —nV - (fa)
=f(n-V)a+ (nxVf)xa+ fnx (Vxa)— fnV-a.

so if we let f = h(x’,x) and a = E(x/,T), we thus have
/dS'h(x',x)@n/(E(x’,T))
s

_ /S dS'{~(n' x V'h(x',x)) x B(x', T) (B.2)

— h(x',x)n’ x (V' x (E(x',T)))
+h(x,x)n'V' - (E(x',T))}.
Inserting (B.2) into (B.1) leads to

E(x,t) = - / AV ) e + SV}, T)
D

—|—/S dS{h(x',x)n'V' - (E(x',T)) — (n' x V'h(x/,x)) x E(X',T)
— h(x',x)n' x (V' x (E(x',T))) — Owh(x',x)E(x',T)
+ %h(x’, x)(0¢E)(x,T)0n |x" — x|}

Since

V(B(,T)) = (V' B)(x,T) - -

(E)(X,T)- V'|x -],

V' x (B, T)) = (V' x E)(X,T) + %(&/E)(x’,T) x V'[x’ — x|,
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in the end, (B.1) can be written in the following form
E(x,t) = — /D dV'h(x', x){pdp J + éV’p}(x',T)
+/S dS{h(x',x)n’'(V' - E)(x',T)
S h O (O B) (K, T) - T x])
(0 x V'h(x', %)) x B(x',T) — h(x!, )’ x (V' x B)(x', )
— Ch( X0’ x (). T) x Vx' ~ x])
— O h(, XB(, T) + 2 h(x, ) (D B) (', T)ow ' — x|}
Notice that
mxa)xVf—(nxVf)yxa=(n-Vfla— (n-a)Vf,

and

—(mxVfyxa—(n-Vfla=—-(nxa)xVf—(n-a)Vf,
and performing them on h and E gives

— (0’ x V'h(x',x)) x E(X',T) — Op h(x',x)E(x',T)
=—(n' xEx,T)) x Vh(x',x) — (n'-EX,T))V'h(x',x).

In addition

(nxa)xVf+nx(axVf)
~2(n-Vf)a—(a-Vfin—(n-a)Vf,

and

—(a-Vfin—nx(axVf)+2(n-Vf)a
=(mxa)xVf+(n- a)Vf,

give

W (WE) (K, T) - V|x —x|) — ' x (v B)(x,T) x V|x — x|)
+ 20w |X — x|(0yE) (X', T)
= (n' x (WE)(X',T)) x V'|x' — x|+ (0’ - (O E)(x',T))V'|x —x].

Thus
E(x,t) = — /D AV'h(x, %) {0y T + %V'p}(x’,T)

+ /S dS'{h(x',x)n(V' - E)(x,T) — (0’ x E(x,T)) x V'h(x,x)

— (' B, T)V'h(x, %) + %h(x’,x)(n' x (OyB)(x,T)) x V/|x' — x|

+ %h(x',x)(n/ (OE) X, T))V'|X —x| - h(x',x)n" x (V' x E)(x',T)}.
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Using the special form of the divergence theorem, we have
/ dS’'h(x',x)n' (V' - E)(x',T)
s

:/D dv’h(x’,x)é(v’p)(X'vT)*/

1
) dV'h(x’, X) 7Vp(xla T)
D g

+ / dV’lp(x', T)V'h(x',x),
D €

where
! ! ]' ! ]' !
V'h(x',x) = —V'—— = —Vh(x,x).

dr % — x| -

Together with
(0vd)(x',T) = 0,(J(x',T)),

we finally get

Jx'\ T 1 T
E(X,t) — _atﬁ/ dv/ (/}(’ ) _vi dv/p(f(7 )
ar [p |x" — x| dre Jp |x" — x|

i ’ 1 / / Nt
+8t[47r/sds{c|x’—x\(n x Ex',T)) x V'|x" —x]

1 / ’ Nl 1 / /
c|x’—x|(n EX,T))V'|x X|+|x’—x|n x B(x',T)}]
7i ’ / / ’ 1
i SdS {(n" x E(x,T)) xV e — x|
1
,'E /T /7 .
(0 BTV )

This is the integral identity of the electric wave equation (2.6).

C Thefirst order, the second order and the mixed
space derivatives

Here we illustrate a general rule. Suppose we have a three variable function
f(x,y,2) defined on grids (D.1). In order to get a second order accuracy, we
apply the polynomials in two variables of degree 3 which is expressed by

f(@,y,2) = f(@i, 95, 2) + G0z + (02% + (302° + (6xdy + (562°6y
+ Co020y® + Croy + (s0y” + Cody®,
where dx =z — x;, dy =y — y; and

8f(x’uyja Zk) _ an(I“’yj,Zk) adf(xﬂij Zk)

Ci= O f (i, 5, 2k) G = P f (@i, y5, 2k) Co = O3 f (x4, y5, 2k)
4 Oxdy ° ox20y 6 Ox0y?
_ Of(x, 95, 21) O f(xi, 5, 2n) O3 f(xi, 5, 2k)
Gr=—"—F—"7", g=—""F75 " CQo=—"F7=2"—"".
dy dy dy
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Figure C.1: Two examples of the involved grid points for calculating the space

derivatives of e, and by, p = 1,2, 3.

Except for f(z;,y;,2k), we always need 9 extra grid points that are closest
to (2;,y;,2) in order to get the expressions of (i,(a, - ,C9. We'll see that
these expressions vary depending on the locations of ¢ and j. For example, if
i = 0,7 = 0, the involved grid points are fs o, fo,0, f1,0, f2,0, fo,s> f1,5» fs,15 fo,15
fi,1 and fo o while if ¢ = 0,5 = 1, the involved grid points are fs0, fo,0, f1,0,

fo,ss fo1, fo1, fi,1s fo,1, fs2 and fo 2 where

f . f(xunyjazk) 1=0
8,3 .
f(xbayj7zk) Z:Nw_l

f’ _ f(xiayaazk) j=0
7 f(miaybaz/c) j:Ny_l

fij = (@i, y5, 2k),

and so on. Figure C.1 illustrates two examples of the involved grid points.

Finally if ¢ =0 or ¢ = N, — 1 we have

af(xiayja Zk)

O = £(fsj» fij, fix1,j, fizoj ) Wi,

a2f Ty Yj, 2k
% = (fsj» fij» fix1,js fixaj ) Wa,

82f(xi7 yj7 Zk) _
dzxdy

E( fojs Fsjrts fiss figs Jija1s fixtss fix1gs fix1,541 ) Ws
F( fsjs fsj—1s fiss figs fij—t1, fix1,ss fiz1js fix1j—1 ) W3
E( fojots fogs fsjrts fijs fijats fizr =1, fixr; ) Wa
FC fogars fogo fogo1s figs Fij—r, fizrgyr, fixny ) - Wa
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It takes the upper sign for i = 0 and the nether sign for i = N, — 1.
If0<i< N, —1, we have

8f(mi7 Yij, Zk:)

ox = (fi—l,ja fi-‘rl,j ) W5,
82 [RRCE)
W = (fi—1js fig> fix1g ) We,
x
O f(wiryj2) _
0x0y

E( fiz1ss fiss figy fixt,ss fiz1js i1 j+1s fije1 ) Wa j=0
F( figtoss fiss figs fitr,ss fixtjs fizrj—1s fij—1 ) Wi j=Ny,—1

( fivrj41s firrg-1, fimrgets fic1jo1 ) Wa 0<j<Ny,—1
It takes the upper sign for 0 < ¢ < N, — 2 and the nether sign for i = N, — 2.
In the above expressions, W;, Ws,--- | W7 are vectors expressed by

—32 3.2
1 15 1 -5
Wy = Wy = ——
T 30Az | 20 |7 T anz| o2 |’
-3 —0.2
4 1
4 2
-3
1 -9 1
W3=—— Wy= ——| —
73 AzAy 5 ’ ! AzAy 33 ’
—4
-1
g 1
-1
1
1 -1 1
Wy = —— We = -
° 2Am<1>’ °7 (Az)? 12 ’
1
1 -1
Wy = —-—
7 4AzAy | -1
1

These rules apply to all space derivatives of ey, es, e3, by, b, bs3.

D Numerical discretizations of the EOS formu-
lations

In this section, we present the numerical discretizations of the EOS formulations
of the model described by the 3D maxwell equations where the scattering object
is confined in Vi = [4, Tp] X [Ya, Yb] X [2a, 2p]. Similarly as in the 1D toy models
[15], for a second order accuracy solutions, we perform the Lax-Wendroff method
on (2.4) and the modified Euler’s method on (2.5) and we use the mid-point
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rules to the integrals in (2.27). Based on this, we discretize the space domain
by the following non-uniform grids in V7,

2= a0+ (i+05)Az,  i=0,1,2,---N, — 1,
Yi = Ya + (j +0.5)Ay, j=0,12,---N, — 1, (D.1)
2k = zq + (K +0.5)Az, k=0,1,2,---N, — 1,

with
Az = xb%ja,
Ay = ybj;yya7
Az = ZZ)N;ZZG’

where N, N, and N, are positive integer numbers. The time step is designated
to be
t, =nAt, n=0,1,2--+ |

where -
At = —Min{Az, Ay, Az}
a

and 0 < 7 < 1 for an explicit numerical method. If we write the vector fields
using notations

El = (617 €2, 63)7
)

B; = (b1, b2, b3),
Ji = (j1,J2, J3),
Fy = F(e1,j1),
Fy = F(ea, j2),
Fy = F(es, j3),

then (2.4) and (2.5) can be expanded into the following formulas
Obs  Obs

Oe; = cz(a—y i i H141)s (D.2)
drer = AT~ 0 o), (D.3)
Ores = c%(% - %—byl — pjs), (D.4)
Oiby = % — %ez;, (D.5)
Byby = 8;;’ - % (D.6)
Oibs — % - % (D.7)
o = (o + 2+ ), D3



Oujr = (o — Bp1)er — vj1 = Fi, (D.9)
Oijo = (o — Bp1)ea — vja = Fa, (D.10)
0¢js = (o — Bp1)es — vjz = F. (D.11)

Now we take a look at the solutions at the grid point (z;,y;, zx) at time t,.
From Taylor series we have the following solutions to (D.2) - (D.8),

9o 020

(b?j,li = J k + At( 3t )’LJ k + (At) (8t2 ) 1,5,k (D12)
where (b represents €1, €2, €3, blu b27 b37 P1 and

861 2 abg 8b2

( ot ) gk [8y 32 ,Uljl] 1,5,k

de ob ab

(Gt =g = 5 —mili

Oes n 3b2 0by .

(ﬁ)m‘,k = [% - 87(7; JCREIEN
8bl 862 863 n
( ot ) 1,5,k ( 9z aiy)i,j,ka
Doy _ (Des _Deryn
(E)i,j,k = Oz D2 )i,j,ka
dbs der  Oea,

(8t Viik <ay %h,m,
(Bpl) (% 9j2 %)n.
ot /bik T T\or Ty T 9y /hik

and
e, Po 000 00 P

2
G i =algz ~ g, 00 "o ar a2 M Fe
d%es ., 2[8262 0 Oes 0 Oey  O3%eq

Coe Voo =52 5.9y “oway T Pk
(%)Zm [%2;1 5 st ot “1% ) %”””“’
(aaztb;)%,k [a;b; - %%byg ; 8%% * 88?22 +M(% ?j)} b

(a;t/;l)ﬁj,k = _[% %ZQ M %mm'
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For equations (D.9)-(D.11), the modified Euler’s method is performed which
gives

(jp)n,;rllc = ()i + At F((ep)is ks (Gp)ijr)s

Gp)ign = 5 ()i + )] + At F(en)i 5 (Gp)i] 1),

(D.13)

where p = 1,2,3. The electric field and the magnetic field inside the object are
aroused by the light sources located outside the scattering object so that the
values of them will be effected by the values on the boundary. While the charge
density and the current density are entirely induced by the changing electric field
and the changing magnetic field inside the object and this generally produces
discontinuity of J; and p; on the surface of the object. Due to this, the space
derivatives of E; and By near the boundary will involve the inside values and
also the surface value while the space derivatives of pq, j, and Fj,,p = 1,2,3
near the boundary will only involve the inside values. Here we only write down
the space derivatives with respect to x of them and the same rules are applied to
the space derivatives with respect to y and z. Except the internal nodes closest
to the surface, the space derivatives are approximated to second order accuracy
by the following standard finite difference formulas

(P _ Penik — Ok

e 2Azx ’

(32¢) _ Pk — 2000t Ok
81'2 0,4,k (A:I/-)Z 4

0<t< N, —1.

For the internal nodes closest to the surface, the following second order accuracy
difference rules are applied

(%)O,j,k = m(4¢1,j,k =300 ik — 3 k)s
06 1

(%)qu,j,k T2 Az (4¢N —2,5.k 3¢7](f271,j,k - ¢71§ff3,j,k)

where ¢ = p1, jp, Fp, p = 1,2, 3. For the electric fields E; and the magnetic field
B, we need the space derivatives of both the first order and the second order
including the mixed derivatives.

Next step, we need to discretize the boundary integral identities (2.27a) and
(2.27b). We take a look at the field values at grid point x,, p =0,1,2,--- , N,
where

Ny =2(Ny;N, + NN, + N,N,).

The discretized form of (2.28) can be written as

1 N, Ny N. 1
p e 75 '[LlflatJl(Xj,’j’k,Tl) + afiﬁpl(xz’,j,kaTl)
i=0 j=0 k=0
1
+ 7f28tp1(xz,],kaT1))
€101
where
Ty =, — Kiak =%l
C1
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and

n=fll, e

Viik

£, = /// kxx_*xx‘gdv (D.14)

2

///7 moar

1 ,J.k
with

Az Az Ay Ay Az Az
Tvxi‘f‘T]x[yj— 5 1Y yi+ 1 < lek — s+

Vi =i = 2 2 5 )

Notice that expressions (D.14) are singular when xp is located on one of the
surfaces of V; ;. All calculations of the singular integrals, both the singular
volume integrals and the singular surface integrals in this paper will be discussed
n [16]. It is observed that for vectors A and C, we have the following identity

AxpxC=(C-A)p—-(AC) ¢

and due to ,
VX - x| = o
x' — x|
1 x' —x
V/
|x" — x| |x/ — x[3’

we get the following relationships

(n' xE (x',T)) x V'|x" — x|

X' — x|

=

x —x , X —x

n/)E+(X/7 T) - (n

x —x

= EL(xX,T

‘X’*X|2 |X'*X|2) +(X, )7

(0B (<, D)V|¥ — x| = (') - B4 (x, T),
X" — x|

1

(n' xE (x',T)) xV x|

!/ /

; X — X —X / /

2T E X, T) - (X W)EL (X, T
(n |X X|3) +(X ) (|X/—X|3 1’1) +(X7 )7

1 x' —x

(n’- E+(X'7T))V'm = *(mn/) EL (%, T).

Inserting the above relationships in (2.30), we obtain

N,

1 X

Be)y = Ar Z(Kl(nq E(xq,T2))gs + K2(ng x O, E(x4,12)) ¥ g2 (D.15)
q=0 )
+ K3(ng - 0B (x4,T2))g2 + Ka(ng x 0;B (x4, T2))),
where
T2 _ tn ‘Xq Xp|7
&1
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and

€1
Kl = - T
€o
1 1
Ky=———,
C1 Co
1 €1
Ky=—— —
C1 Co€o

with

x —x, ,
g2 :/ 5 45, D.16
s, X %2 ( )
X' =% /
g3 —/ ds
5, X = xp]?

Similarly, in (2.27b) we obtain

N, Ny N,
ZZZ f2 X 01 (Xi gk, T1) — J1(%4,5.8, Th) X £3)),
i=0 j=0 k=0
and
N,
1
=1 Z (Ks5(ng x B4 (xq,12)) X g3 + K5(ng x 0B (x4,12)) X g2
q=0
+ Ka(ng - 0By (x4, 12))g2 + Ke(ng x E, (x4, T2))),
(D.17)
with
1
Ky = — — Ho
C1 Colb1
1 1
K¢ = (35— 35)n
€ 1

It is clear that when the integrating point x’ and the observing point x are
in the same integral grid S,, which indicates ¢ = p, expressions in (D.16) are
singular. The calculations of this type of sigular integrals can also be found
n [16]. There are so far unknown terms on the right side of the equations of
(D.15) and (D.17) due to the time derivatives 0, E(x4, T>) and 0;B(x4, T>) when
p = q. Moving these unknown terms out of the summation, (D.15) and (D.17)
can be compactly written as



where E,. and B, are respectively the short notations of the right terms of (D.15)
and (D.17) that are going to be summed up. For p = ¢, due to symmetric of
x’ —x on Sy, there are

g2 - Oa
and
g3 =0
And this yields
1
(Er)p = 4 Ny X 6tB"
4T P
1 13 n n—1 n—2
= EK4 n, X E(ﬁBp — 2Bp + 2Bp )
1
(Br)p = in 6 Np X 8tEZ
1 3 n n—1 n—2
= Ko m, x (GEp 2B} 4 JEp ),

where we have used the second order polynomial approximation on the time
derivatives. After moving unknowns E; and B} from the right of the equation
to the left, we finally get a solving system

My Mo EZ Er
= D.18
<M21 M22><B$ Br )’ ( )
where
1 n—1 1 n—2
Ep = (L)} p+ Y (B K4 n, x = (=2B; 7" + 5B,
q#p
1
= (L)p + (0u)y + > (B, K6 n, x E(—QE;;—1 T 2E; 2),
q#p

and (O.);, and (Oyp), are respectively the effect on the surface point z,, at time
tn induced by the out81de source which are calculated directly from the sources,
and

My =1+ (*-1)

2 €0
M 3 K
=———Kim
12 sTAt
3
2 87TAt 6
MQQ =1 + = (1 — @) nn
2 1
with
0 —No nq
m = N9 0 —ny ,
—nNnq o 0

where ng,n; and ny are the three components of the normal field n at the
surface point x,, and I is a 3 x 3 identity matrix. Equations (D.12) and (D.13)
together with (D.18) are the final discretized form of the EOS formulations of
model (2.4) and (2.5).
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On the EOS formulation for light scattering.
Stability, Singularity and Parallelization
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Abstract

In this paper we discuss some of the mathematical and numerical issues that
have to be addressed when calculating wave scattering using the EOS approach.
The discussion is framed in context of light scattering by objects whose optical
response can be of a nonlinear and/or inhomogeneous nature. The discussions
address two issues that, more likely than not, will be part of any investigation
of wave scattering using the EOS approach.

1 Introduction

A new hybrid numerical approach for solving linear and nonlinear scattering
problems, the Ewald Oseen Scattering(EOS) formulation, has recently been
introduced and applied to the cases of 1D transient wave scattering [1] and
3D light scattering [2]. The approach combines a domain-based method and a
boundary integral representation in such a way that the wave fields inside the
scattering objects are updated in time using the domain-based method, while
the integral representation is used to update the boundary values of the fields,
which are required by the inside domain-based method. In such a way, for the
numerical implementations, no numerical grids outside the scattering objects are
needed. This greatly reduces the computational complexity and cost compared
to fully domain based methods like the Finite Difference Time Domain(FDTD)
method or the Finite Element Methods. The method can handle inhomogeneous
and/or nonlinear optical response, and include the time dependent Boundary
Element Method(TBEM), as a special case.

For the case of 1D transient wave scattering [1], the method solves the model
equations accurately and efficiently, but we don’t expect the 1D case to be fully
representative for the problems and issues that need to be resolved, while using
the EOS formulation to calculate wave scattering. We do, however, expect the
case of 3D light scattering [2] to be fairly representative with respect to which
problems arise, and also the computational and mathematical severity of these
problems. We have seen three types of mathematical and computational issues
arise for the case of light scattering which we believe are to be found in any
nontrivial application of the EOS formulation to wave scattering.



Firstly, we have the issue of numerical stability. Instabilities in numerical
implementations of the EOS formulation can arise from discretization of the do-
main part of the algorithm but also from discretization of the boundary update
part of the algorithm. The numerical instability arising from the boundary part
of the algorithm has been noted earlier in the context of transient light scat-
tering from objects that has a linear homogeneous optical response. For this
situation, realized for example in antenna theory, the boundary part of the EOS
algorithm can be disconnected from the domain part of the algorithm, which
in this case can be discarded. The EOS formulation becomes a pure boundary
update algorithm which is solving a set integro-differential equations located
on the boundary of the scattering objects. These integro-differential equations,
which are the defining equations for TBEM, are subject to an instability that,
in many common situations, strikes at late times. This late time instability is a
major nuisance, and has prevented TBEM from being more widely applied than
it is today. The sources of these instabilities are not yet fully understood, but
we believe that our investigation of light scattering using the EOS approach,
gives some new insight into the origin of these instabilities.

Even without a true understanding of the underlying causes of the late time
instability, efforts have been made and several techniques have, over the last
several decades, been developed with the goal of improving the stabilities of the
numerical schemes designed to solve the integro-differential equations underlying
TBEM.

Broadly speaking, there are two different directions that has been pursued.
One direction is to delay or remove the late time instability by applying in-
creasing accurate spatial integration schemes [3-9]. For instance Danile. S.
Weiler and his co-authors have published a series of articles focused on illus-
trating the dependence of the stability on the different numerical integration
schemes [3-6]. The other direction is aimed at designing more stable time dis-
cretization schemes. M. J. Bluck and his co-authors developed a stable, but
implicit numerical method, [8,9] for the integro-differential equations underly-
ing TBEM, for the case when the magnetic response is the dominating one.
These are the so called magnetic field integral equations. Some authors have
reported some success in mitigating the instability by both making better ap-
proximations to the integrals and also applying improved algorithms for the
time derivatives [10,11].

Our work has not been directly aimed at contributing to this discussion, but,
as already noted above, the integro-differential equations discussed by these au-
thors can be seen as a special case of our general EOS approach, and we therefore
believe that the insights we have gained on how this long time instability depend
on the different pieces of the EOS algorithm, in particular how it depends on
the material parameters describing the optical response of the scattering object,
do have some relevance to the discussion described above.

Secondly, there is the issue of the singular integrals that appear when the in-
tegral part of the EOS algorithm is discretized. This issue is very much present
in BEM and in TBEM [12-15], but they are more prevalent and severe for the
EOS formulation, where we have to tackle both surface integrals and volume
integrals. We believe that the type of singular integrals, and how to treat them
for the case of light scattering, are fairly representative for the level of com-
plexity one will encounter, while applying the EOS approach to wave scattering
problems. For this reason we find it appropriate to include a section in this



paper, where we discuss relevant types of integrals, and how to treat them.

Thirdly, the fundamental equations underlying both the TBEM and our
more general EOS approach to transient wave scattering, are retarded in time.
This retardation is unavoidable since their underlying equations can only be de-
rived using space-time Green’s functions. Thus the solutions at a certain time
depend on a values of the solutions from a potentially very long previous interval
of time. Computationally this means that the method can be very demanding
with respect to memory, and it also means that the updating of the boundary
values of the fields, which is done by the boundary part of the EOS algorithm,
can be very costly. Parallel processing, either using a computational cluster or
a shared memory machine can take on these computational tasks. However,
whenever large scale parallel processing is needed, the issue of appropriate par-
titioning of the problem and load balancing inevitably comes into play. In our
work the EOS algorithm was implemented on a large cluster, but we will not in
this paper report on any of the parallel issues that our EOS approach for light
scattering gave rise to. These kind of considerations, which are important in
practical terms, but typically have fairly low generality, are somewhat distinct
from the mathematical and numerical issues that are the focus of the current
paper, and will therefore be reported elsewhere at a later time.

However, the high memory requirement of the EOS approach to light scat-
tering, is something that should be addressed at this point. On the one hand,
the EOS approach represents a large, potentially very large, reduction in mem-
ory use, as compared to fully domain based methods, since only the surface
and inside of the scattering objects has to be discretized. On the other hand,
because of the retardation, there is a large, potentially very large increase in
memory use compared to the memory usage needed by the domain part of the
algorithm. It is appropriate to ask if anything has been gained with respect
to memory usage compared to a fully domain based method like the FDTD
method? We don’t, as of yet, know the answer to this question, and the answer
is almost certainly not going to be a simple one. It will probably depend on the
detailed structure of the problems like the nature of the source, the number,
shape and distribution of scattering objects etc. However, even if the memory
usage for purely domain based methods and our EOS approach are roughly the
same for many problems of interest, our approach avoid many of the sources of
problems that need to be taken into account while using purely domain based
methods. These are problems like stair-casing at sharp interfaces defining the
scattering objects, issues of accuracy, stability and complexity associated with
the use of multiple grids in order to accommodate the possibly different geo-
metric shapes of the scattering objects and the need to minimize the reflection
from the boundary of the finite computational box. The EOS approach is not
subject to any of these problems.

In this paper our effort are aimed towards testing the EOS formulations
of light scattering with respect to implementation complexity and numerical
stability. Thus we illustrate the method by the simplest situation where we
have single scattering object in the form of a rectangular box.

In section 2 we analyze the numerical stability of our EOS scheme for light
scattering by using eigenvalues of the matrix defining the linearized version
of the scheme exactly like for the case of 1D wave scattering [1]. We find,
just like for the 1D case, that the internal numerical scheme, Lax-Wendroff for
our case determines a stability interval for the time step. In the 1D case, the



stability interval of the EOS formulation is purely determined by the internal
numerical scheme. However for the 3D case, there is another lower limit of the
stability interval determined by the integral part of the scheme which leads to
the situation where the lower limit of the stability interval is determined by the
integral equations, and the upper limit is determined by the internal numerical
scheme. We find that the late time instability is highly depended on the features
of the scattering materials and specifically, it is directly related to the values
of the relative magnetic permeability p; and the relative electric permittivity
€1. Using this we prove that, for the relative permeability and permittivity in a
certain range, the numerical scheme for our EOS formulation of light scattering,
works well and is without any late time instabilities. The late time instability
is only observed for high relative electric permittivity or high relative magnetic
permeability. We also observe that the lower limit of the stability interval for
the time step is more sensitive to relative differences in magnetic permeability
w1 than electric permittivity €1 between the inside and outside of the scattering
objects.

In section 3 we present the singular integrals that appear in our EOS formu-
lation for light scattering and the techniques we use to reduce their calculation
to a singular core, which we calculate exactly, and a regular part which we
calculate numerically.

2 Stability

In this section we discuss instabilities showing up at late times when we dis-
cretize the EOS formulation for light scattering. Whether or not the late time
instability show up, depends on the values of the material parameters defining
the problem. The overall method is far to complex for an analytical investigation
of the stability to be feasible, but using numerical calculation of the eigenvalues
of a linearization of the system of difference equations defining the numerical
implementation of the EOS formulation, supplemented by running of the full
algorithm, we find that the domain part and the boundary part of the algorithm
contribute to the instability separately and in different ways. The focus of this
section is to disentangle these two contributions to the instability. For the do-
main part of the algorithm we use Lax-Wendroff, which is an explicit method.
The discrete grid inside the scattering object must, for the EOS formulation of
light scattering, support both discrete versions of the partial derivatives, and
also discretizations of the integrals defining the boundary update part of the
algorithm. For this reason the grid is nonuniform close to the boundary. The
discretization of the domain part of the algorithm takes the form of a vector
iteration

Q" = MQ", (2.1)

where () is a vector containing the components of the electric field and the
magnetic field at all points of the grid with a size 6 x N, x Ny x N, where N,
Ny and N, are the number of grid points in the x, y and z directions. The entries
of the matrix M are presented in Appendix A. In order to get a stable numerical
solution, as discussed in [1], the largest eigenvalues of the matrix M must have
a norm smaller than 1. For the non-uniform grids and the discretizations in [2],



we find that the vector iteration (2.1) is stable if
0.005 < 7 < 0.48,

where 7 = 1 At/Ax.

7=! 0479(stab|e)
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8
r=0.481(late tlme unstable)

—— 0.49(unstable)
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Figure 2.1: Numerical solutions from different values of 7. u; = 1.0,e; =
1.5, 1o = 1.0, 20 = 1.0.
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Figure 2.1 illustrates the intensity of the electric field at a specific point inside
the object, as a function of time, for different values of 7. The instability, which
in the TBEM literature is called the late time instability, is illustrated in the
second panel of figure 2.1. As we mentioned in the introduction in the paper,
the term late time instability has been much used in the community that is
focused on time dependent boundary element method. We believe that in their
domain of application, like antenna theory, the physical parameters are such
that the largest eigenvalue for the iteration is always only slightly bigger than
1, like it is in panel two of figure 2.1 . That’s why the instability always shows
up at late times. In panel three of the figure we are deeper into the unstable
domain for 7, and the larges eigenvalue is now so large that it destroys the whole
calculation. The late time instability has thus been transformed into an early
time instability. Note that the outside source in figure 2.1 is the same as in [2].

In our numerical experiments, we found that the stable range of the EOS
formulations is not only restricted by the eigenvalues of the matrix M, but is
also restricted by the boundary integral identities through the relative electric
permittivity €1 and the relative magnetic permeability p;. Figure 2.2 shows how
the stability depends on the values of €1, and figure 2.3 shows how it depends on
the values of p;. Together, they tell us that increasing the electric permittivity
or the magnetic permeability narrows the stable range. Figure 2.3 also tells us
that p1 and e; don’t affect the stability of the full scheme in the same way. It
seems that the method is more sensitive to ;1 than ;. After a series of numerical
experiments, our conclusion is that, for an explicit numerical method like the
one we are using, the lower limit of the stable range of the EOS formulation is
restricted by the electric permittivity e; and the magnetic permeability p1 while
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Figure 2.2: Numerical solutions from different values of 1. 7 = 0.45, u; =
1.0,#0 = 1.0,50 =1.0.
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Figure 2.3: Numerical solutions from different values of pi. 7 = 0.45, po =
1.0,e0 = 1.0.

the upper limit of the stable range is determined by the inside domain-based
method. This conjecture is verified by the following two tests.

2.1 Instabilities coming from the domain-based method

For the first test we consider a homogeneous model without current and charge
inside the object which implies p; = pg, €1 = €9, J1 = 0 and p; = 0. Under
these assumptions, the electric field and the magnetic field are continuous across
the surfaces,



where Eand B are the integral representations of the solutions on the surface
by taking the limit from the inside and the outside of the object respectively.
The electric field inside the object can be calculated by the outside sources
directly

Ho /JO(x/vT) 1 / ,po(X/,T)
=0 L V= Ve - Y

where x € V. (2.2) expresses the exact solution for the inside fields. Also
from [2] we have the boundary integral identity

Jo(x'. T 1 T
B (x ) = 0,10 [ qpdiD) g / a T g g
Vo

4r [y, X' —x|  4mweg |x/ — x|’
and T T
B, (x,1) =V x @/ ay 3T (2.4)
4z Jy, |x/ — x|

for x € S, E;(x,t) and B (x,t) represent the limits by letting x approach the
surface from the inside of the scattering object. On the other hand, [2] gives
the integral representations for the inside domain by

E (x,t) = 8,5[%/ ds'{ (n' xE (x',T)) x V'|x" — x|
s

ca|x’ — x|

1
m(n/ B (X T) VX — x|+ mn/ x By (x', T)}]
1 /
—— [ dS{(n' x E4 (¥, T e
Ar s {(1’1 X +<X7 >)XV|X/7X|
1
+ (n/ ’ E+(X/7T))v/ |X/ _ X| }

(2.5)

Thus the solution for the domain inside the scattering object can now be cal-
culated in three ways. The first is the exact solution expressed by (2.2), the
second, Method 2, is the Lax-Wendroff method supplied by the exact boundary
values (2.3) and (2.4) , and the third, Method 3, is to calculate the solution us-
ing formula (2.5) which expresses the field values inside the scattering object in
terms of the values of the fields on the boundary. Note that Method 3 uses the
same surface integral expressions as the one that form the boundary part of the
full implementation of our EOS formulation of light scattering. Thus, instabili-
ties in the full algorithm originating from the boundary part of the algorithm,
should appear as instability in Method 3.

Figure 2.4 compare the solutions calculated in these three ways, where p1, 11
and 7 have been fixed in the stable range. Both Method 2 and Method 3 are
stable and give solutions that agree with the exact solution to high accuracy.
In Figure 2.5, 7 has been set to be 0.49, and is thus is larger than the upper
limit of the stable range. The figure shows that Method 2 is now unstable but
Method 3 is still stable and equal to the exact solution to high accuracy. The
outside source in figure 2.4 and figure 2.5 is as same as in [2] and the values of
the parameters are shown under the figure.
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Figure 2.4: Comparison of the intensity of the electric field inside the object at
a specific point calculated by three methods. ty = 1.5, zg = —2.0, yo = 0.0,
20 =0.0, 7 =045, u; = 1.0, 1 = 1.0, pg = 1.0, g9 = 1.0.
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Figure 2.5: Comparison of the intensity of the electric field inside the object at
a specific point calculated by three methods. ty = 1.5, xg = —2.0, yo = 0.0,
2o = 0.0, 7 =0.49, 1 = 1.0, 1 = 1.0, pg = 1.0, g = 1.0.

2.2 Instabilities coming from the boundary integral iden-
tities

In order to investigate the dependence of the stability on p1 and €1, we set up a

test based on the use of artificial sources as in [2]. The idea is to chose functional

forms for an electromagnetic field, and then calculate the sources, charge density

and current density, needed for making the chosen fields solutions to Maxwell’s

equations driven by the calculated sources
We now calculate the electromagnetic field inside the scattering object in two



different ways. In Method 1 we use the discretization of the EOS formulation
developed in [2], which combines the Lax-Wendroff method for the domain part
of the algorithm and our discretization of the integral representations of the
boundary fields for the boundary part of the algorithm. Method 2 is to calculate
the inside field values by only using the Lax-Wendroff method supplemented by
the exact boundary values of the electromagnetic field which are the ones we
chose while setting up the artificial sources. Figure 2.6 is the numerical result
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Figure 2.6: Comparison of the intensity of the electric field inside the object at
a specific point between the exact solution and the numerical results calculated
by two methods. 7 = 0.45, u; = 1.0, &1 = 2.5, uo = 1.0, g9 = 1.0.

where the upper limit of the stable range is kept while the values of pu; and
€1 have been chosen to break the lower limit of the stable range of the EOS
formulations. It shows that even though the lower limit of the stable range has
been broken, Method 2, which only involves the Lax-Wendroff method works
perfectly. 2.5 and 2.6 tell us that the changing of the lower limit does not effect
the stability of the Lax-Wendroff method and the changing of upper limit does
not effect the stability of the surface integrals. For a general application where
the source is located outside the object and there are current density and electric
density inside the scattering object, the EOS formulations does have a range for
a stable numerical implementation. The upper limit of the range is determined
by the Lax-Wendroff method due to the non-uniform grids and the lower limit
is determined by the changing p; and e1. The setting up of the artificial sources
and the values of the parameters in figure 2.6 are the same as the artificial
sources in [2]. From figure 2.5 and figure 2.6, we can also see that before the
instabilities show up, both the EOS formulations and the Lax-Wendroff method
solve the equations accurately.

3 Calculations of the singular integrals

In this section we introduce a technique to accurately calculate integrals with
singularities which can be applied for both the singular volume integrals and the



singular surface integrals occurring in the EOS formulations of the 3D Maxwell’s
equations. Here we illustrate the technique by calculating one type of singular

volume integral
av = /// (3.1)
///1]kX—Xp| Vigk

where the integral domain V; ; is adjacent to the surfaces of the scattering
object and given by
Ay Ay Az Az

7uyj+7] X [Zk_772k+7]7

‘/i,j,k = [-ravxa + ALL‘] X [yj - 2

with surfaces S,,, m = 1,2,--- ;6. Here, Ax, Ay and Az are the grid parameters
in z, y and z directions respectively.
The point x,
Xp = (xaa Yjs Zk)7
is centered on one of the surfaces of the scattering object. The geometry is
illustrated in figure 3.1, where n,, is the unit normal vector on surface S,
pointing out of V; ; .

i
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z i
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1
1
1 /’
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I
S1 ! S5
1 —_—
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T - 1 4
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1 X
n;

Figure 3.1: The integral domain of the singular integral

The components of the integration variable in (3.1) are given by
x'= (a9, 2"),
and let us introduce the quantity
r=x"—x,,
with r = |r|.

We want to apply the divergence theorem on (3.1), and therefore need to
find a function ¢(r) that satisfies

or equivalently



Solving the above equation, we get

Because of the singularity on S;, we can not apply the divergence theorem
directly, however we can write f; as

6
1 1 . 1 1
f1—§(§ //9ner-nmdS+lgr%)//gs Tr~n5d5+//sﬂ ;r~n1d5)a

m=2

where S, is a hemispherical surface of radius e centered at x, and Sq is the rest
of the surface S; with a disk of radius € around x, has been removed. n. is the
unit normal vector on S, pointing out of V; ;. n,, is the unit normal vector
on S, pointing out of V; ; 1.

For the integral over Sq, we have

r= (an/_yj7zl_zk)

and
n; = (_17 07 0)7

// 1r-nldS:O.
Sa T

For the integral over S., we use the spherical coordinate system,

thus we get

r = ¢(cos 0 sin p, sin 0 sin @, cos p),
and
n, = (cos B sin p, sin f sin @, cos ),

where €, ¢, 0 are respectively the radial distance, polar angle and azimuthal
angle, so that

1 1 2m 5
lim // —-r-n.dS =1lim — / €(cos 0 sin p, sin  sin ¢, cos p)
s. T o J-

e—0 e—0 € e
2

- (cos B sin @, sin @sin p, cos @ )e? sin p df dp

Defining

f1 can be written as
1
fi=35 > sm. (3.2)

(3.2) is not singular any more and can be calculated by 2D Gaussian quadrature.
However we will compute f; by reducing the surface integral into a line integral,
which is also the approach we use to calculate the singular surface integrals
appearing in the implementation discussed in this paper.

11



We first consider the integral over Sy. The geometry is shown in figure 3.2.

LZZ

Figure 3.2: Surface Ss

As shown in figure 3.2, the surface S5 is bounded by the union of four straight
lines Lo,, n =1,2,3,4. On this surface we have

1
r = (2’ — xq, §Ay, 2 — )

and the unit normal is
ns = (07 71,0)7
so that
ds.

//2 / 2 1 2 z 2
S 2 y
5 \/(x .Ta) i Ay ( ! zk)

The goal is to use the divergence theorem on this surface integral and thereby
reduce it to line integrals over the four lines that forms the boundary of Ss. We
therefore seek a function (7) that satisfies

1
1/F2—|—iAy2

where r = (¢' — x4, 2 — z) and 7 = |r|. This equation can be rewritten in the
form

V- (Tp(r)) =

1

20(7) + 1 (T) = —.
Solving the above equation we get
/724 3 Ay2

77 =

o(7) =

Using the divergence theorem and taking into account of the singularity at
X = (x4, 2k)

on Lo1, we get

4

S9 = %Ay(Z/

n=2"L2n

o(7F)r - n, dL + lim
(g Lo

OLE

12



where L. is a semicircle with radius € centered at point X and Lq is the rest of

Lo;. Here n, is the unit normal of Lo,, pointing out of S, and n. is the unit
normal of L., pointing out of Ss.

For the integral over Lq, we have
r=(0,2"— 2),
and

1711 = (_170)7
so that

A /T2 + %Ay2
/ ———(0,2" = z) - (~1,0)dL = 0.
Lo r

For the integral over L., using the polar coordinates, we have

T = €(cos b, sin ),

and

n. = —(cosf,sin ),
so that

; Je+iage (3.4)
= — lim €(cosf,sinB) - (cosd,sin 0)726 do
- €

1

Summing up (3.3) and (3.4) gives

1
121 = _iAyﬂ.'

Thus s9 is expressed by

4
1
S9 = iAy; lon,

where

1 zo+Ax \/(1" —x.)% + iAy2 + iAZz
l22 = §AZ/

dz’,
. (2 — x0)? + $A22
2t 5 Az \/A{E2 + iAy2 + (Z/ — Zk)2 ,
log = Ax/ dz’,
2 Zk*%AZ Az? + (Z/ - Zk)2

and due to the symmetry of the integrand ro(7) on xz plane

log = lao.

13



So finally we have
1
= §A9(121 + 2132 + l23).

Due to the symmetry of r in V; ; 1 along y direction, we have
S5 = $2.
The calculation of s3 is similar to the one of sy with the final result
1
s3 = §AZ(131 + 2l32 + I33),
where

1
131 = —EAZT(',

Tqo+AT \/ x — (Ea iAZ2 + %AyQ ,
l fA dx
32 = Z// sc _ma)Q_i_iAyg y

yit3Ay \/A$2 + iAz2 + (- yj)2 ,
133 = ASC/ dy .
v—3ay Ax? +(y' — ;)

Also due to the symmetry of r in V; ; ;, along z direction, we have
S¢g — S3.

The only surface integral remaining to be calculated is the one over S4. On this
surface we have
r= (AJ?, y/ - y]7 Z/ - Zk)v

and
ng = (17070)7
so that )
54:A9:/ ~ — — 2dS.
ss VA2 + (Y —y;)? + (2 — z)
Defining
t=(y —yj,2 — )
and

r =z,
we seek a function ¢(7) that satisfies
1
NEves

This equation can be written in the form

V- (Tp(r) =

_ o, 1
20(r) +7¢'(7) = NCEwveh

Solving the above equation gives

14
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Figure 3.3: Surface Sy

Applying the divergence theorem, we have

/m m

s4 = Az lim r-n.dL+ Az / -ngdL,

e—0
where L, is a circle with radius e centered at point x = (y;, zx), and Lq is the
four edges of surface S4. n. is the unit normal vector of L, and nq is the unit
normal vector of Lq, as shown in figure 3.3.

For the integral over L., we write

r = €(cos b, sin ),

and
n. = —(cosf,sin ),
then
) V2 + AmQ
lim —— —r-n.dL
e—0 L. r
2m /2 + Az2 3.5
= —lim €(cosf,sin ) - (cosd, sin H)sze dé (3:5)
e—=0 Jo €
= —2Azm.

For the integral over Lg, there is no singularity anymore and this leads to

m

dL
lo (3‘6)

=241 + 21427
with

2Dz \/Am2 + 1Ay + (2 — z)?

l41 *Ay/ 1 dZ/,
2 on— Az 1AY% + (2 — 21)?

and

yit+Ay \/ALE2 +1A22 + (y —y;)? )
l42 = AZ/ dy .
woay  TAPH Y —y)

15



Summing up (3.5) and (3.6), we obtain,
Sq4 = 2A.’L‘(l41 + Iy — 7TA.’17)

We then finally get the following expression for f;

A Az
fi= Ty(lm + 22 + lag) + 7(531 + 2l3p + I33)
+ AI(Z41 + l42 — WAI’)

All the line integrals l5; etc are non-singular and can be calculated accurately
using numerical integration.

4 Summary

In this paper we have, by considering 3D light scattering, discussed some im-
portant issues that we believe will be generic for numerical implementations of
the EOS formulation for wave scattering. We have shown that the numerical
instabilities can be thought as arising separately from the domain part and the
boundary update part of the algorithm. We have argued that the instability
arising from the boundary part of the algorithm is strongly related to the late
time instability noted earlier while solving antenna problems using TBEM. We
find that our version of the late time instability can be completely removed by
suitably chosen material values, in particular the jump in material values at the
boundary of the scattering object should not be too severe. In the limit where
the material parameters simulate the properties of highly conductive metal-
lic surfaces, we observe that our version of the late time instability is always
present. Thus the instability interval vanishes in this limit. We take this as
an indicator that for situations like in antenna theory, the late time instability
should always be present, which it is. We are now aware of work where it has
been noted that the instability can be removed by manipulating the material
parameters defining the scattering objects. The EOS formulation gives thus
different window into the late time instability that might be useful.

We have in our discretization used explicit methods. It would not be easy,
but we believe that it is possible to do a fully implicit method for the EOS for-
mulation, such an approach might remove all instabilities, which is the ultimate
goal both for TBEM and for our EOS formulation.

In this paper we have also discussed how to calculate singular volume and
surface integrals for light scattering. The reason for including this discussion
is that we think the type of singular integrals we discuss are generic for the
singular integrals that will arise while calculating wave scattering using the
EOS approach.

Appendices

A  Matrix elements

In this section we detail the entries of the updating matrix M in (2.1) where
Q is a vector containing the components of the electric field and the magnetic

16



field at all points of the grid with a size 6 x N, x Ny x N, where N,, N, and
N, are the number of grid points in the x, y and z directions. To simplify the
writing, we denote

Ay =Ny x Ny x N,

AQ = Ny X Nz,
A3 = 6A13
Ty = Agi+ N.j +k,
Iy =A +174,
F3 = 2A1 + Fla
[y =3A + T4,
I's =4A + T4,
I's =5A, + 1.
Thus @ is expressed by
n+1 n+1
[e1.i5k]a, [@r1 14,
[e2,i,5,k]a, [Qr,]4,
Q= [€3,i,,k]a, _ | [@rala,
(b1,,5.k) A, (@r.]a, ,
[(b2,i,5.k] 4, (@rs]a,
[b3,i,5,k] A, [Qrs]a,

where [e1,; k], represents the vector containing the components of the electric
field e; at all points of the grid indexing in k,j,i order. [es;;x],, and so
on follow the same rule. Due to the complexity of the matrix, here we only
illustrate the entries of the rows of M corresponding to the components Q’Iffl
Other entries of the matrix can be expressed in the same way.

After applying the Lax-Wendroff method, we have

e?j,;’,k = erll,i,j,k + wl(e?,i,j,k)yy + wl(eii,j,k>zz - wl(eg,i,j,k)my

—wi(es; jx)ez +w2(b5,; 1)y — w2(by ;5 k)2,
N3
QKH =Qr, +w; (QFl)yy + wq (QF1)ZZ — wy (QFz)ﬂcy
— Wy (QFg)IZ + wQ(QFg)y - w2(QF5)z7

where
AAL?
w1 = 2 )
wy = AL

17



The coefficients of the right side of the equation (A.1) are corresponding to the
T'1-th row of the matrix M and the values of them are depended on the values
of 4,7 and k. In order to have a compact and uniform expressions, we write

1

(Qfe)y = Ay (f—QQm,z + 5—1@571 + an + ngm + 52@&2)7
(@r.)yy = @(64@%2 L5 Qu s +0Qr + 51Q + 52Qr).

1
(QFQ)ZE’L/ = M(W—4QT74 + W—3QT,3 + w—QQT72 + W—IQT,l + WQT

+wi1Qr, + w2Qr, +wsQr, +waQr,),

where
x1=T1+ N, x2 =11 +2N,, x-1=T1—- N,
X—2 =11 —2N,, k=T, k1 =T1¢+ N,
ke =T'¢ + 2N, ko1 =Tg— N, kg =T — 2N,
1= Ny, T =T, T _4=T9—As — N_,
T_3=T3—Ay, YT o=Ts—A+N,, T_1=I3-N,
T, =0T+ N, To=T24+ Ay — N, T3 =T2+ Ag,

Ty=To+ A2+ N..

The expressions for (Qr; )z, (@r, ):- and (Qr,)- have the same forms as (Qry )y,
(Qr,)yy and (Qr, )y respectively, but with

x1=T1+1, x2 =T1 + 2, X-1=T1—1,
X—2 =11 —2, k=1T75, k1 =T5+1,
ko = I's + 2, ko1 =I5-1, Kk_og=1I5—2,
n=N., T =T, Y o =Ts—Ay—1,
Y 4 =T4— Ay, Y y=Ts—Ay+1, YT ,=Ts—1,
Ty =T3+1, Yo =T34+ Ay —1, T3 =T34 Ay,

Ty=T3+A+1.

After discussing the locations of 4,5 and k, the values of the coefficients are
listed in table 1 and table 2.

Table 1: (8%,68—;) or (%,88—;) related coefficients
jork [d6_g9 [0_1 |0 | 01| b2 §o | &1 | € SRS
0 0 |0 |52 |-1/5]0 0 | 1/2 | 2/3]-1/10
w1 | -1/5]2 |5]0 |0 |1/10]2/3]-12(0 |0
Mn2 10 |1 |21 0 o 1270 |1/2]0

For example, if i = 0, j = 0 and k = 0, the entries of the I';-th row of the
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82

B Singular integrals

Table 2: Fe0y OF %gz related coefficients
i jork W_4 W_3 W_g W_1 W w1 Wo w3 Wy
0 0 0 0 0 9 5 0 5001
. -1 o 0 0 5 9 0 -1 5 0
[l,g) 0 0 0 0 3 301 -1 0
n-2/0 0 0 3 3 0 0 1 -1
0 0 5 -1 0 -9 5 0 0 0
n-1 1 -5 0 -5 9 0 0 0 0
N,-1
[1,2) 1 1 0 0 -33 0 0 0
2y-2l0 1 1 3 3 0 0 0 0
0 0 0 1 0 3 -1 0 30
[1,N,-3] | 51 1 0 0 1 3 0 0 3 0
-2 |-3/4 0 3/4 0 0 0 3/4 0 -3/4
0 0 3 0 0 -3 1 0 0 -1
N.-2 n-1 0 -3 0 -1 3 0 1 0 0
g2 | -3/4 0 34 0 0 0 3/4 0 -3/4
matrix M are the following
1
Mr,r, =1—5u; —5v1, Mr, 4N, = 2uq, Mr, ri4on, = U
Mo o =L M _2 M _ 1
Ile = 52, 1le+N. = U2, Iy Tet2N. = ~ 7542
Mr, r, = us, Mr, ryq4n, = —bu3, Mr, ro4n, = —5us,
Mr, Pyt AN, = U3, Mr, i +1 = 20y, Mr 142 = UL
1 1
Mr, r, = 3v2) Mr, re+1 = 3V Mr, ro42 = —1gv
Mr, ry, = 9vs, Mr, ry4+1 = —buvs, Mr, ry+a, = —5us,
Mt rstrs+1 = U3,
otherwise Mr, ., = 0 and where
" _ w2 _ W
= (Ay)2’ U2 = Ay’ s = 3AzAy’
v = 2 vy = 22 vg = — 1
LT (A2 2T A 87 3AzAz

In this section, we detail the calculations of other types of singular integrals
involved in the EOS formulations of 3D Maxwell’s equations, denoted by f5, f3,
g1, 82, 83 in [2]. The techniques are similar with the calculating of f; in section

3. The geometry is illustrated in figure 3.1.
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B.1 Calculation of f,

f, = /// = 7;‘;'2 av. (B.1)

LJk

The components of the integration variable in (B.1) are given by
X' = (2,4, %),
and let us introduce the quantity
r=x—xp,

with r = |r|.
We want to apply the divergence theorem on (B.1), and therefore need to
find a function ¢(r) that satisfies

V- (rrp(r) = .

or equivalently

V- (rr)o(r) + rr - Vo(r) = 7«12

Solving the above equation, we get

p(r) =

Because of the singularity on surface S;, we can not apply the divergence theo-
rem directly. However we can write

Z// nmdS+hm// r—;-nedS—i—// 2 nds),
e—0 Sﬁ'f’ SQT'

where S, is a hemispherical surface of radius € centered at x,, and Sq is the rest
of the surface S; with a disk of radius ¢ around x,, has been removed. n. is the
unit normal vector on S., pointing out of V; j x. n,, is the unit normal vector
on S,,, pointing out of V; ; 1.

For the integral over Sq, we have

r= (072'/ _yjazl - Zk)7

and
n; = (—1,0,0),

// :—g-ndS:(0,0,0).
Sa

For the integral over surface S, we use the spherical coordinate system,

thus we get

r = ¢(cos 0 sin @, sin 0 sin @, cos p),

and
n. = (cos B sin ¢, sin § sin @, cos p),

20



where €, ¢, 0 are respectively the radial distance, polar angle and azimuthal

angle, so that

1 27
/ —rIr-n.dS =lim —/ / e(cos 6 sin p, sin 0 sin ¢, cos )
s.T z

e—0 6

€(cos 0 sin @, sin 0 sin @, cos )
- (cos B sin ¢, sin @ sin @, cos )
e sinpdfdy = (0,0,0).

sm:// = n,.ds,
SmT

Defining

f2 can be written as

Due to the symmetry of r along y and z directions in V; ; 1., we have
S5 = 52

and
S¢g — S3.

Thus f; can be written as,

—24,0,2" — z) ;o
dz’' d
//S2 x_xa2+(z_2k)2+iAy2 T az

f _favy yj,O) /oyt
dz' d
‘%3 (@ 2+ (¢ g2+ 282 Y

(1,0,0) )
A .
+/1 e sy ey A

For computation simplicity, we define

CL' _xaa ) 3
S dz’ dz’,
T //52 (' —x)2 + (2 —zk) + 1Ay?
53 = // (@'~ 20y’ = ;) da’ dy’
Ss 1' 751711 (y *yj) + iA

= 2 / /
5S4 = T dy' dz'.
! //54 Az? + (v - ?Jj)2 S T

Thus for the calculations of s; and 53, we consider a general form

T
//ST_2+A2dS
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where A is a constant, T is a 2-component vector on surface S, and 7 = |r|.
We want to apply the divergence theorem on (B.2), therefore we need to find a
function o(7) that satisfies
V- (erp(r) = o
(rro(r) = =—-.
¥ f2 +A2
Solving the above equation, we get

Atan™'(%) 1

For 55,
S = SQa
1
A=-A
B Y,
and

r= (2 —x4,2 — 21),

and because of the singularity on Ss, we can not use the divergence theorem
directly, however we can write

4
5y :Z/ ©(F)FF - i, AL + lim @(F)ff-ﬁEdL—i-/ @(7F)FF - 0y dL,
n=2 L2n

e—0 L. Lo

where Lo, are edges of S5. L. is a semicircle with radius e centered at point x
and Lq is the rest of Ls;. n. is the unit normal of L., pointing out of Ss. n,
is the unit normal of Lo, pointing out of S3. Geometry is illustrated in figure
3.2.

For the integral over Lg, we have

r=(0,2"—2)
and
ﬁl = (_170)7
so that
/ @(F)FF - iy AL = (0,0).
Lo

For the integral over L., using the polar coordinates, we have
r = e(cos b, sin ),

and
n. = —(cosf,sinb),

so that

™

2
/ o(F)rr - n.dL = — lim —€3(cos B, sin 0)(cos 0, sin 0)
L. e—0 -z

iAytan () g
- 2 TAy + =) - (cos 6, sin 0) d@
€

€3

= (0,0).
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There is no singularity on Log, Loz and Loy, finally,

§2 = (Il7 0)7
where
Ta+AT Zr+Az
n= [ A et a - [ Adp(r) a2,
Tq zr—Az
with
1
ry = \/(.’I;I — xa)Q + 1AZ2,

and

ro = \/AJ:Z + (2" — z1)2.

The calculation of s3 is similar to the one of 55 with the final result

53 = (IQa 0)7
where
To+Ax yi+Ay
I = / Ay(z' — z4)p(rs) da’ +/ Az p(ry) dy,
Tq y;—Ay
with
1
ry = \/ (2 = )2 + A2,
and

4= \/Ax? + (Y —y)?

For the integral 54, defining

r=(y -y, — ),
and
r=r|,
we need to find a function (7) that satisfies

1

V. (rp(r) = B A

Solving the above equation gives

In(7? + Az?)
272 '

p(r) =

Because of the singularity at point X = (y;, z), we write
54 = lim o(r)r -n.dL + / o(F)r -ngdL,
e—0 L. Lo

where L. is a circle with radius e centered at x and Lq is the four edges of
surface S4. n. is the unit normal vector of L., ng is the unit normal vector of
Lq, as shown in figure 3.3.
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For the integral over L., we use the polar coordinates,

r = €(cos b, sin ),

and
n, = —(cosf,sinb),
then
27 2 2
1 A
lim [ o(F)r -n.dL = lim —€2(cos B, sin 0) In(e” + Az7) (cos@,sin 6) db
e—0 L. e—=0 Jo 2¢2
= —mln(Az?).

For the integral over Lq, there is no singularity any more and this leads to

1 zk+Azl lA 2 A 2 I 2
/ @(f)f.ﬁQsziAy/ n(aly + AT F (-2
lo

w—Az TAY2 + (2 — 2)?
1 YitAY In(1A2% + Ax? + (i — y;)?
Pl [UROAR AR )
2 Jy-ay 1822+ (Y —y))
— I

Combining all the above calculations, we finally get,
1
fo = g(Ayll + Azly + Az?(I3 — wln(Az?)),0,0).

All the line integrals I, I, I3 are non-singular and can be calculated using
numerical integration.

B.2 Calculation of f3

/// |x - ;‘17'3 av. (B.3)

7Jk

The components of the integration variable in (B.3) are given by
x' = (', y, ),
and let us introduce the quantity
r=x"—xp,
with r = |r|.

We want to apply the divergence theorem on (B.3), and therefore need to
find a function ¢(r) that satisfies

thus we have

V- (rr)p(r) +rr - V(r) = dro(r) + rry’(r) = L.

r3
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Solving the above equation gives

Because of the singularity on surface .S;, we can not apply the divergence theo-
rem directly, however we can write

6
rr rr rr
fs = E — - N, dS + i — -n.dS — -0 dS,
’ m_Q//sm . +65%//se Ch +//s9 .

where S, is a hemispherical surface of radius e centered at x, and Sq is the rest
of the surface S with a disk of radius € around x, has been removed. n. is the
unit normal vector on S, pointing out of V; ;. n,, is the unit normal vector
on S, pointing out of V; ; 1.

For the integral over Sq, we have

r= (072'/ _yjazl - Zk)7

and
n; = (_17 07 0)7

// %-ndSz(0,0,0).
Sa

For the integral over surface S, we use the spherical coordinate system,

thus we get

r = ¢(cos 0 sin p, sin 0 sin @, cos p),

and
n, = (cos 6 sin p, sin 6 sin @, cos @),

where €, @, 0 are respectively the radial distance, polar angle and azimuthal
angle, so that

e—0

1 ) 2 % 1 9 .
s5Ir-n.dS =lim / 55T nee sinpdfdp = (0,0,0).
//S6 27" 0 _% 27‘

Defining

sm:// = n,.ds,
S 'S

m

f3 can be written as

6
f3 = E Sm-
m=2

Due to the symmetry of r in V; ; , along y and z direction , we have

S9 = Sj5
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and

S3 = Sg.
So we have the following,
fi = / Ay (2" = 24,0, 2" — 2) dz’ d2’
o (@ —wa)? + (2 — 21) + 1Ay?) 3
+/ Az (@'~ 20,y =5, 0) - da’ dy’
(@ — ol + (& — 9 + 5O

Ax,0,0 ,
// 2 4 ( 2 ) / 2 édy’dz,
Sa A$ (W —y;)* + (7 — =)?)2

For computation simplicity, we define
— g, 2 — z1) J
3 dz'dz’,
‘T //52 (2" = x4)? + (2 = 2,)% + ;Ay?)3/2
I — Xq, y yj) 7yt
S3 = // dz' dy’,
55 (@ = 20)2 + (y — ;)2 + A2%)3/2

Az
54 = dy’ d7’.
S4 //s4 (A2? + (y — yj)Q + (2 — Zk)2)3/2 Y dz

Thus for the calculations of s; and s3, we consider a general form

//s W d3, (B.4)

where r is a 2-component vector, A is a constant and 7 = r. We want to apply
the divergence theorem on (B.4), thus we need to find a function (7) that
satisfies

and

r

V- (rrop(r)) = (7 + 42372

Solving the above equation, we get

log(v/72 4 A2 +7) 1
3

olr) = 7 AT AT

For 52,

S = 523
1
A= iAy,

and
x= (2" — 24,2 — 21),

because of the singularity on So, we write
5y = Z/ Pt i, dL+lim [ o(7)FF - B dL +/ @(F)Fr - ny dL,
Lon =0/, Lo
where Lo, are edges of S5. L. is a semicircle with radius e centered at point X

and Lq is the rest of Ly;. n. is the unit normal of L., pointing out of Ss. n,
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is the unit normal of Ls,, pointing out of Ss. Geometry is illustrated in figure
3.2.
For the integral over Lg, we have

r=(0,2"—z)

and
n=(-1,0),

so that
/ S(F)FE - By AL = (0,0).
Lq
For the integral over L., using the polar coordinates, we have
r = ¢(cosf,sin6),
and
n. = —(cosf,sin ),

then
/ @(F)IT - 1y dL
L.

x lo (\/m—&- €)
2 1 g Y
= lim —€e?(cos B, sin 0)>(— T T+ . )do
e—0 | = 62(62+1Ay2)§ €
1

= (—2log(54y),0),

|

There is no singularity on Los, Loz and Loy any more, finally,

_ 1
So = (I — 210g(§Ay),0),

where

To+Ax Zrt+Az

L :/ Az(z' — z4)p(ry) da’ +/ Ax?ip(ry) dz/,

Ty zr—Az

with
1
T = \/(x’ —2q)? + ZAZQ’

and

o = /Az2 + (2 — )2

The calculation of 53 is similar to the one of 55 with the final result
_ 1
S3 = (IQ — 210g(§Az),O),

where

To+Ax
I =/ Ay(x' — zq)p(rs) da’ +/ Az?o(ry) dy,
ZTa y;—Ay



with

1
Ty = \/(3:’ —Zq)? + ZAyQ,

and

ra= /A2 4 (- )2

For the integral 54, defining

r=(y —y;,2 — =)
and
r= |f‘7
we seek a function that satisfies

1

V- (rp(r) = (7 A2y

Solving this equation gives

_ 1
A= e

Because of the singularity at point X = (y;, 2z ), we write

54:/ gp(F)iﬁﬁdL—&—/ P(P)F - Do dL,
L Lo

3

where L. is a circle with radius € centered at X and Lq is the four edges of
surface S4. n. is the unit normal vector of L., ng is the unit normal vector of
Lq, as shown in figure 3.3.

For the integral over L., we use the polar coordinates,

T = €(cos b, sin ),
and
n. = —(cosf,sin ),

then

2
lim 5 o(7)F - B dL = A—Z.

For the integral on Lq, there is no singularity any more and this gives

/ go(f)f‘ . le dL
Lg

zZr+Az 1
= —Ay/ dz
=Bz (A2 4 (2 — zk)Q)\/Ax2 + 1Ay + (2 — z1,)?
yj+Ay 1
- Az/ dy’
vimAY (3Az22 4 (y — yj)z)\/Ax2 + 3022+ (v — y5)?

= 1.
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Combining all the calculations above, we finally get

fs = (Ayl + Azl — 2Ay log(%Ay) —2Az log(%A,z)
+ Az?I3 4 2w Az, 0,0).

All the line integrals Iy, I, I3 are non-singular and can be calculated using
numerical integration.

B.3 Calculations of singular surface integrals

When the observing point x, and the integrating point are both located on
the same integral surface, for instance Si, as shown in figure 3.1, the surface

integrals
1
g1 :// ———— d5S, (B.5)
S1 |X 7XP|
Xp
B.
g [ meatas (B.6)
x —x,
= 7(1 B.
g | moamis (B.7)

are singular where
Defining
and

r
we apply the divergence theorem on (B.5), thus we need to find a function ¢(7)
that satisfies

S

Vrp(r)) =

or equivalently

S| =

20(F) + 7 (7) =

Solving the above equation, we get

==

p(r) =

Thus g; is turned into

X*X
dL
o = z/ P L

where X = (y;, 2;), N, is the unit normal of L,,. There is no singularity any
more and ¢g; can be calculated using numerical integration.
For (B.6) and (B.7), due to the symmetry of vector x’ — x, on S7, we have

82 = (07 07 0);
and

83 = (07 Oa O)
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C Parallelization

This paper closely follows [2] and we therefore directly address the final numer-
ical solving system of the EOS formulations of the 3D Maxwell’s equations. For
the inside domain, the updating rule follows (2.1). For the boundary part, the
discretized boundary integral identities are represented by

(e )= (a0 ) ©

where ( E’; ) are the solution at the surface point x, at time ¢t" and ( EJ‘Z )
are the surﬁmations of the integrals in the boundary integral representations
after moving the unknowns to the left of the equations. From equation (2.1),
it is easy to see that the updating for the inside domain at time now will only
involve the values that are one time step before. While the solutions on the
surface point x, in (C.1) require both the historical values of the current density
and the charge density and the historical field values of all the surface points due
to the retarded integrals involved. Therefore the part of the code calculating
the surface solution dominates both the memory usage and the processor usage.
The calculations are therefore parallelized based on partitioning the surface into
pieces and distributing each piece to separate processors, whereas the inside of
the scattering object is residing on each processor. The updating processes are

illustrated by the following C code where
p: index of surface point
n: index of time level
es, bs: fields solutions on surface up to time " *
e, b: fields solutions of inside domain at time ¢"
el, bl : fields solutions of inside domain at time ¢"~*
J,P: current density and electric density up to time "1
UpdateS(p,n,J,Pes,bs) :  update surface solutions at x, at time ¢"
UpdateV (e,b,el,bles,bs,J,P,n) :  update inside solutions at time ¢"

int rank,size;// processor id and number of processors

MPI_Init(&arge,&argv);

5 MPI_Comm_ size (MPL COMM_WORLD& size ) ;

; MPIL_Comm__rank (MPL_ COMM_WORLD & rank) ;

int Nt,Ns,Nss,lp, lsize;
int p,index ,indexeb;

lp=Ns/size;
lsize=3xlp;

s double lse[lsize],lsb[lsize ];

5 double xesurface ,x bsurface;
; esurface

(double #x)malloc(Nssxsizeof (double));
(double #*)malloc(Nssxsizeof (double));

bsurface
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[SECENN]

0N N NN NN

for

(n=0;n<Nt; n++){

for (p=rankxlp ;p<(rank-+1)x1p ; p++){

gsl_vector xlresult=gsl_ vector_ alloc(6);
// update the surface values at each grid point in parallel
lresult=UpdateS(p,n,J,P,es, bs);
index=(p%lp ) *3;
for (i=0;i <3;i++){
indexeb=index+i ;
lse [indexeb]=gsl vector_ get(lresult ,i);
Isb [indexeb]=gsl vector get(lresult ,i+3);

gsl_vector_free(lresult);

//collect data from all processes

MPI_ Allgather( lse, lsize , MPL DOUBLE, esurface, lsize ,
MPI DOUBLE, MPL COMM_WORID) ;

MPI__Allgather( lsb, lsize , MPL DOUBLE, bsurface, lsize ,
MPI DOUBLE, MPI COMM_WORID) ;

//updating the whole surface
for (p=0;p<Nss; p++){
gsl matrix set(es,p,n,*(esurface+p));
gsl_matrix_set(bs,p,n,*( bsurface+p));

}

//update the inside domain by the domain based method supported

by the surface values

UpdateV(e,b,el ,bl,es,bs,J,P,n);

}

MPI_Finalize () ;
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