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Abstract

Deep image clustering is a rapidly growing branch of machine learning and computer vision, in which deep neural networks are trained to discover groups within a set of images, in an unsupervised manner. Deep neural networks have proven to be immensely successful in several machine learning tasks, but the majority of these advances have been in supervised settings. The process of labeling data for supervised applications can be extremely time-consuming, or even completely infeasible in many domains. This has led researchers to shift their focus towards the deep clustering field. However, this field is still in its infancy, meaning that it includes several open research questions, regarding e.g. the design and optimization of the algorithms, the discovery of meaningful clusters, and the initialization of model parameters.

In an attempt to address some of these open questions, a new algorithm for deep image clustering is developed in this thesis. The proposed Deep Tensor Kernel Clustering (DTKC) consists of a convolutional neural network (CNN), which is trained to reflect a common cluster structure at the output of all its intermediate layers. Encouraging a consistent cluster structure throughout the network has the potential to guide it towards meaningful clusters, even though these clusters might appear to be non-linear in the input space. The cluster structure is enforced through the idea of companion objectives, where separate loss functions are attached to each of the layers in the network. These companion objectives are constructed based on a proposed generalization of the Cauchy-Schwarz (CS) divergence, from vectors to tensors of arbitrary rank. Generalizing the CS divergence to tensor-valued data is a crucial step, due to the tensorial nature of the intermediate representations in the CNN. Furthermore, an alternate initialization strategy based on self-supervised learning, is also employed. To the author’s best knowledge, this is the first attempt at using this particular self-supervised learning approach to initialize a deep clustering algorithm.

Several experiments are conducted to thoroughly assess the performance of the proposed DTKC model, with and without self-supervised pre-training. The results show that the models outperform, or perform comparable to, a wide range of benchmark algorithms from the literature.
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Part I / Introduction

1. What is machine learning?

Machine learning is a field of study which resides in the intersection between mathematics, statistics, and computer science. It is also considered to be an integral part of the general field of artificial intelligence, as machine learning components would allow these intelligent systems to learn from the environment they inhabit. The basic principles of machine learning have been summarized by several textbook authors [1, 2, 3, 4], and although there are some differences in phrasing and terminology, these authors all succeed in conveying the same message about the purpose of the machine learning field. Namely that it considers the design of computer systems for performing specific tasks, without them being explicitly programmed with this exact task in mind. This is achieved by constructing the system such that it can learn from examples, making it capable of adapting to the current task at hand. The examples are often referred to as the training data, and are – together with the learning algorithm itself – crucial components of all machine learning systems.

The potential of this symbiotic relationship between data and algorithm is precisely why we have seen massive developments in machine learning in recent years. Our society is in a constant state of digitalization, and the generation and collection of massive amounts of data is a natural byproduct of this process. The size of the datasets has long since outgrown the capabilities of manual analysis and explicit programming, which means that the design of automated systems is absolutely necessary when these datasets are to be translated into actionable insight. The digitalization has also brought with it an increase in computational capacity, which has led researchers to design increasingly complex systems for dealing with the ever growing amounts of data.

Figure 1 shows a conceptual overview of a machine learning system. The data is collected, and passed to the model, which then produces a set of outputs. The outputs are processed by a cost function or loss function, whose objective is to
quantify the error made by the system. This error is in turn used to compute potential corrections that should be made to improve the model’s performance. The loss function can either be a function of the output only, or it can be computed by comparing the output to a collection of desired responses, referred to as the ground truth. The difference between these two approaches is described in more detail below.

The various machine learning tasks can be roughly divided into four different categories [1, 3]. These are:

- **Supervised learning**: The training data consists of input-output pairs, and the system is trained to reproduce the correct output for each input. In this case we refer to the output examples as “ground truth” or “labels”, and say that the training data is labeled.

- **Unsupervised learning**: The training data consists of only input observations. The training data is therefore said to be “unlabeled”. Due to the lack of output examples, it is up to the machine learning practitioner to specify which type of output one wishes the system to produce. This is usually done through the design of the algorithm.

- **Semi-supervised learning**: A combination of supervised learning and unsupervised learning. In this case the training data consists of both input-output pairs, as well as observations where only the input is available.

- **Reinforcement learning**: The machine learning system represents an agent capable of interacting with a specific environment, whose goal is to maximize some reward. The input to the system is information about the environment, and the output is a sequence of actions. The system receives information about the reward for a particular set of actions, and has to adapt according only to this information.
2. Clustering

In this thesis we will study a particular branch of unsupervised learning, namely clustering, which refers to the process of discovering underlying group structure in an unlabeled dataset. The process is illustrated for a simple two-dimensional dataset in Figure 2. The supervised counterpart to clustering, classification, requires labeled data. However, when the labeling process is not an intrinsic property of the data generating system, the labeling has to be done manually to make supervised learning a viable option. Although several datasets have been manually labeled for the design of classification systems, it remains a prohibitive task in many fields, especially within those containing massive amounts of data. This makes clustering the only feasible option in these fields. The ability to identify and quantify potential groupings in a dataset has proven to be immensely useful in a wide range of applications including, but not limited to, image segmentation and text processing [5], medical image analysis [6], satellite image segmentation [7], texture analysis [8], and several others.

The need to understand the massive amounts of unlabeled data has led to the development of a multitude of clustering algorithms. Comprehensive reviews of many of these algorithms can be found in e.g. [9] or [10]. In the last couple of years, the clustering field has seen a shift in methodology towards methods based on Deep Learning [11, 12], resulting in the birth of the Deep Clustering subfield. Deep learning architectures, also referred to as deep neural networks, are known for their versatility, as well as their ability to handle more complex data types, such as digital images or multivariate time series [13, 14].

Images and time series are examples of data types that cannot necessarily be said to reside in a vector space, which is an assumption made by many of the classical clustering algorithms. Deep clustering algorithms seek to leverage the representational power of deep learning architectures in an unsupervised manner, aiming to translate the success of supervised deep learning to the domain of unsupervised learning. This translation has been identified as a main next goal for machine learning research [11]. Recently, state-of-the-art results have been
reported for complex vectorial data [15, 16, 17, 18], digital images [19, 20, 21], and multivariate time series [22]. A review of some of these methods is provided in Part III.

2.1. Key challenges in the current deep clustering scene

The process of developing the current state-of-the-art deep clustering techniques has posed many important questions and challenges along the way. Some of those considered to be most important are the following:

- **How should the deep clustering models be optimized?** The most common approach to deep clustering has been to use some deep neural network to embed each input observation in a vector space, and then pass these embeddings to a clustering module, whose output is the final prediction of the model. The deep neural network and the clustering module can then be jointly optimized to improve the clustering result, by minimizing some unsupervised loss function, computed at the output of the network. However, we do not know if this is the best approach to combining the deep neural network and the clustering module. There is also some uncertainty regarding the specification of the loss function, which can be observed in the more general field of clustering as well. The size of the literature and the large amount of proposed clustering methods are consequences of the fact that the mathematical specification of the “optimal clustering” can be somewhat challenging [23].

- **How do we make sure that the clusters we find actually make sense in the input space?** This question is somewhat loosely formulated, but it amounts to enforcing some preservation of cluster structure between the embedding space, which was discussed in the preceding question, and the input space [24]. If our clustering is based on perceived cluster structure in the embedding space, it is crucial that this structure reflects some meaningful cluster structure in the input space as well.

- **How do we quantify cluster structure for images and image representations?** One approach to encourage the preservation of cluster structure throughout the deep neural network is to enforce a common cluster structure at the output of the layers in the network. Convolutional neural networks (CNNs) [25] have been the go-to deep learning architecture for image clustering [19, 20, 21]. However, as we will see later, the layers of a CNN do not produce vectorial-representations, meaning that one cannot rely on vector-based methods from the literature to quantify the cluster structure for these representations.

- **How should we initialize the parameters of the deep neural networks?** Deep neural networks have to be optimized starting at some initial point in the parameter space. It was pointed out by e.g. Kampffmeyer et al.
that randomly initializing the parameters of their clustering network made it prone to getting stuck in local optima, resulting in sub-optimal clusterings. Other works have focused on the use of autoencoders to alleviate some of the difficulties of training randomly initialized networks in an unsupervised manner [15, 24], but their results do not by any means indicate that the problem is “solved”.

To the author’s best knowledge, these questions still remain as open research topics in the field of deep clustering. The potential impact of advancements within these topics constitutes the motivational foundation for this thesis.

3. Contributions

The focus of this thesis will be on image clustering. Digital images are an extremely common data type, and the processing of these images makes up the very backbone of systems for e.g. autonomous driving [26, 27], medical imaging [28], and remote sensing [29]. Many of these systems rely on CNNs [25] – a particular neural network architecture which has proven to be very successful within the field of computer vision [13, 30]. These networks have a strong connection to the domain of tensor theory, with early work including e.g. [31, 32, 33]. However, the research on this topic is still very much in its early stages.

As an answer to the questions outlined above, the connection between CNNs and tensors is utilized to construct a model for image clustering. This model is referred to as Deep Tensor Kernel Clustering (DTKC), and draws inspiration from Deep Divergence-based Clustering (DDC) [20]. The objective of DTKC is not only to cluster the images, but to do so under constraints on the cluster structure of the intermediate layers, as well as the output layer. This is done by leveraging the idea of companion objectives [34], coupled with tensor kernels [35], and information theory. The recent concept of self-supervised learning [36] is also explored as an initialization strategy. The key contributions of the thesis are summarized as follows:

- The Cauchy-Schwarz (CS) divergence [37] is a in information theoretic measure which is central in DDC. In this thesis, the CS divergence is generalized from vectors to tensors of arbitrary rank, using kernel density estimation [38], and tensor kernels [35]. This allows us to describe the cluster structure in a tensor-valued dataset, by considering the divergence between probability density functions representing the respective clusters.

- The generalized CS divergence is used to construct an unsupervised companion objective for each of the layers in a convolutional neural network. These companion objectives are integral parts of DTKC, and are essentially terms which are added to the final loss function, that enforce a consistent cluster structure in earlier layers of the CNN.
Self-supervised learning, as described in [36], is employed as an initialization strategy for the proposed model, resulting in DTKC-SS. To the author’s best knowledge, this is the first attempt at using this technique to initialize deep clustering models.

Figure 3 shows an overview of the contributions and how they relate to their respective domains. The ideas originate from recent developments in machine learning, as well as advanced concepts from mathematics and statistics.

Figure 3: Diagram relating the main contributions (red squares and arrows) and the domains they come from.
4. Thesis outline

After this introduction, we will proceed to Part II which covers the basic definitions and terminology of the clustering field. This part also includes a review of clustering algorithms that do not belong to the deep clustering field, as they remain relevant for a thorough understanding of the clustering problem.

Part III will take us closer to the deep clustering scene, as it begins with an introduction of the most frequently used deep learning architectures. These will also be revisited in later parts, both in theoretical and experimental contexts. The final section of Part III builds on the understanding of these models, and introduces a several deep clustering algorithms.

The theoretical and methodological contributions of this thesis are described in Part IV. Here we will go through the relevant information theory, as well as the theory on tensor kernels. This part ends with a thorough explanation of the proposed DTKC model.

Part V covers the experiments performed to evaluate DTKC. This part describes the datasets, model implementation, and provides all the experimental results. The section containing the results is designed to thoroughly assess the effects of the unsupervised companion objectives and self-supervised pre-training. It is therefore divided into subsections, where the goal of each subsection is to investigate and discuss very specific aspects of the proposed model. These analyses are followed by a discussion whose aim is to address the more general observations made during the experimental process, as well as to provide some thoughts on future work, and the outlook of the contributions made in this thesis.

Part VI gives some concluding remarks, summarizes the contributions, the outcome of the experiments, and what impacts they have on the future of the deep clustering field.

5. Notes from the author

A paper related to the work described in this thesis has been published by the author in the 2019 IEEE International Conference on Acoustics, Speech, and Signal Processing. The paper proposes RDDC [22], which is a model for deep clustering of variable length time series, based on recurrent neural networks and DDC. A second paper which is related to unsupervised image processing, is scheduled for publication in the 2019 Scandinavian Conference on Image Analysis. This paper proposes UCSN [39], which is a CNN-based model for unsupervised feature extraction from images.
Part II / Clustering

In this part we will go through some of the background material that is necessary to understand the clustering problem. This will also include a definition of clustering which is more formal than what was given in the preceding part, which helps us build a consistent framework for terminology and mathematical notation. Following this will be a brief overview on data transformation, and a discussion on the quantitative evaluation of clusterings – the latter of which introduces the important concept of cluster validity indices (CVIs).

In the last section of this part we will go through several of the well-known clustering algorithms in the literature. Although these algorithms do not fall within the field of deep clustering, they are included as they represent important advancements in the more general clustering field. They also provide some relevant background and motivation for the deep clustering methods introduced later.

6. Definitions and background theory

Many different clustering definitions have been formulated throughout the years, all of which come with their own strengths and weaknesses regarding the formalization of the problem, and the formulation of specific clustering algorithms. The following definitions related to clustering are similar to those given by Theodoridis and Koutroumbas [1], and provide a general framework which can be further expanded upon when specific algorithms are introduced.

**Definition 1.** A clustering of a dataset $\mathcal{X} = \{x_1, \ldots, x_n\}$ is a partitioning of $\mathcal{X}$ into $k$ sets, $C_1, \ldots, C_k$. These sets are commonly referred to as clusters. In general, the partitioning can be performed such that the sets $C_1, \ldots, C_k$ are either fuzzy (soft) or crisp (hard), producing fuzzy clusterings or crisp clusterings, respectively. For a given clustering to be valid, it should also satisfy the following:

(i) $C_j \neq \emptyset$, $j = 1, \ldots, k$

(ii) $\bigcup_{j=1}^{k} C_j = \mathcal{X}$

(iii) $C_i \cap C_j = \emptyset$, $i \neq j$, $i, j = 1, \ldots, k$ (Hard clusterings only).

In the case of a fuzzy clustering, we need to introduce some object which determines the grade of an observations membership in a specific cluster. This object is the cluster membership function, and is defined as follows:
Definition 2. The cluster membership function $U_j : X \rightarrow [0, 1]$ for a cluster $C_j$, is a function which takes an observation as input, and outputs the grade of membership for the given observation in the cluster $C_j$. Additionally, we require that the grade of cluster memberships for a specific data point over a set of clusters is normalized, such that: $\sum_{j=1}^{k} U_j(x_i) = 1$.

From this last definition it can be seen that hard clustering actually is a special case of soft clustering. If we take the range of $U_j$ to be the set $\{0, 1\}$ instead of the interval $[0, 1]$, we recover the binary “in” (1) or “not in” (0) options. In this case, condition (iii) of Definition 1 is actually equivalent with the normalizing condition of Definition 2.

When introducing specific algorithms this formulation of hard clustering will be used to somewhat ease the mathematical notation, and help bridge the gap between soft and hard clustering, when such a transition is necessary. To further aid this cause, it is useful to introduce the cluster membership vectors, and the cluster membership matrix:

Definition 3. The cluster membership vector for a given observation $x_i$ and a given clustering $C_1, \ldots, C_k$ is the vector:

$$u_i = [u_{i1} \ldots u_{ik}]^T$$

where the shorthand $u_{ij} = U_j(x_i)$ is used.

Definition 4. The cluster membership matrix for a data set $x_1, \ldots, x_n$ and a given clustering $C_1, \ldots, C_k$ is the matrix:

$$U = \begin{bmatrix} u_{11} & \cdots & u_{1k} \\ \vdots & \ddots & \vdots \\ u_{n1} & \cdots & u_{nk} \end{bmatrix}$$

where $u_{ij} = U_j(x_i)$. 
6.1. Cluster prototypes

In addition to the cluster itself, many clustering algorithms rely on some additional object which describes or summarizes the cluster in some way. These objects are commonly referred to as cluster prototypes or cluster representatives, as they provide some insight into characteristic properties of the cluster that they represent. Figure 4 provides some examples of different cluster prototypes, in the case that they are geometrical objects lying in the same space as the input observations. An interesting note about the cluster prototypes in Figures 4a and 4c is that the points contained in the cluster are identical in the two cases. However, the cluster prototypes are very different, which helps prove the fact that the choice of cluster prototype is not at all obvious in many cases.

6.2. Clustering based on distance to prototype

The main motivation behind introducing the cluster prototypes is that they provide a convenient formulation of a general clustering paradigm: Informally stated, an observation should be assigned to the cluster whose representative is the closest to said observation. The key component of this statement is a notion of distance, proximity, or dissimilarity, which is a crucial part of many clustering algorithms.
Definition 5. Suppose that the dataset is embedded in some space $X$. Then a *distance function* on $X$ is a function $d : X \times X \to \mathbb{R}$ satisfying, for each $\mathbf{x}, \mathbf{y} \in X$:

(i) $d(\mathbf{x}, \mathbf{y}) = d(\mathbf{y}, \mathbf{x})$

(ii) $d(\mathbf{x}, \mathbf{y}) \geq 0$.

A distance function is said to be a *metric* on $X$ if it also satisfies

(iii) $d(\mathbf{x}, \mathbf{y}) = 0$ if and only if $\mathbf{x} = \mathbf{y}$

(iv) $d(\mathbf{x}, \mathbf{z}) \leq d(\mathbf{x}, \mathbf{y}) + d(\mathbf{y}, \mathbf{z})$ for all $\mathbf{z} \in X$.

If the cluster prototype is a subset of $X$ and not a single point, we define the distance between a point, $\mathbf{x}$ and the prototype, $\Theta$ as:

$$d(\mathbf{x}, \Theta) = \min \{ d(\mathbf{x}, \theta) : \theta \in \Theta \}.$$

Choosing a good distance measure is very important for algorithm performance. Although this choice can be very domain-dependent, a few go-to distance functions are provided below.

**Vector space distance functions**

Traditionally, it is assumed that the data lies in $\mathbb{R}^m$, where $m$ is the number of attributes contained in each observation. In this case, the number of distance functions in the literature is massive, and naturally, some are applied more often than others. Arguably, the most commonly used distance function is the well-known Euclidean distance,

$$d_E(\mathbf{x}, \mathbf{y}) = \sqrt{\sum_{i=1}^{m} (x_i - y_i)^2}$$

where $\mathbf{x} = [x_1, \ldots, x_m]$ and $\mathbf{y} = [y_1, \ldots, y_m]$. There is also the squared Euclidean norm:

$$d_E^2(\mathbf{x}, \mathbf{y}) = \sum_{i=1}^{m} (x_i - y_i)^2.$$

The former is a specific instance of the $L^p$ norm, defined as

$$d_p(\mathbf{x}, \mathbf{y}) = \left( \sum_{i=1}^{m} (x_i - y_i)^p \right)^{1/p}, \quad p \geq 1.$$

In the event that the data is not normalized, it can be beneficial to account for the different attributes having different numerical ranges. This is done in the *Mahalanobis distance* which is

$$d_M(\mathbf{x}, \mathbf{y}) = \sqrt{(\mathbf{x} - \mathbf{y})^T \Sigma^{-1} (\mathbf{x} - \mathbf{y})}.$$
where $\Sigma$ is the (estimated) covariance matrix of the data generating distribution. The Mahalanobis distance effectively measures distance in units of standard deviation, eliminating the problem of different numerical ranges.

In some cases, it may be useful to have a distance function which is bounded, such as the cosine distance

$$d_{\text{cos}}(x, y) = 1 - \frac{x^T y}{||x|| ||y||}$$

where $|| \cdot ||$ denotes the Euclidean norm. An important property of the cosine distance is that it only depends on the angle between the vectors, meaning that any two parallel vectors will have cosine distance 0.

**Time series distance functions**

If the data generating process is sequential in nature, it might be wise to take this into account when selecting the distance function. In Dynamic Time Warping (DTW) [40], the two given sequences are aligned using varying shifts along the time axis, such that the Euclidean distance between the aligned sequences is minimized. This minimum distance is referred to as the DTW distance between the two sequences.

Complexity Invariant Distance (CID) [41] is another time series distance function, in which the Euclidean distance is corrected by a correction factor, which depends on the complexities of the sequences. The key motivation behind the CID is that the distance between time series of different complexities should be large. Suppose we have two (multidimensional) time series, $x_t$ and $y_t$, $t = 1, \ldots, T$. The CID between them is given by:

$$d_{\text{CID}}(x, y) = CF(x, y) \cdot \sqrt{\sum_{t=1}^{T} ||x_t - y_t||^2}$$

where $|| \cdot ||^2$ denotes the squared euclidean norm, and

$$CF(x, y) = \frac{\max \{CE(x), CE(y)\}}{\min \{CE(x), CE(y)\}}$$

is the correction factor, and

$$CE(x) = \sqrt{\sum_{t=1}^{T-1} ||x_t - x_{t+1}||^2}$$

is the complexity estimate.
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Image distance functions

Suppose now that our data set consists of $c$-channel $N \times M$ images, where a specific image $A$ has components $A = [A_{ij}]$, with $i = 1, \ldots, N$, $j = 1, \ldots, M$, $l = 1, \ldots, c$. The Normalized Hausdorff Metric between two images, $A$ and $B$ can then be formulated as

$$d_H(A, B) = \max_{i,j} \{d(A_{ij}, B), d(A, B_{ij})\}.$$  

Here $A$ and $B$ are the sets of $(c + 2)$-dimensional vectors obtained from $A$ and $B$. That is:

$$A = \{(i, j, A_{ij1}, \ldots, A_{ijc}) : i = 1, \ldots, N, j = 1, \ldots, M\}$$
$$B = \{(i, j, B_{ij1}, \ldots, B_{ijc}) : i = 1, \ldots, N, j = 1, \ldots, M\}$$

and $A_{ij}$ and $B_{ij}$ are the elements of $A$ and $B$ corresponding to the pixel located at $(i, j)$. $d$ is some vectorial distance function on $\mathbb{R}^{c+2}$, where the distance between a vector and a set of vectors is computed as in Definition 5. Although the formulation is somewhat cryptic, the key intuition behind the Normalized Hausdorff metric is that it measures the maximal inter-pixel distance between two images [42].

In some image processing tasks, the images compared by the system can be warped relative to each other by some affine transformation. If we let the set of warps we wish to consider be denoted $T$, we can define a modified distance function which accounts for this [43]:

$$d_T(A, B) = ||\arg \min_{T \in T} d(A, TB)||_F^2$$

where $d$ is some image-distance function, $TB$ is the transformation $T$ applied to the image $B$, and $||\cdot||_F^2$ denotes the squared Frobenius norm of the transformation (sum of squared elements). This distance function effectively searches through the set of allowable transformation, and finds the transformation $T$ such that $A$ is most similar to $TB$. The norm of this transformation is then taken to be the distance between the two images.
6.3. Cluster shapes

Figure 5: Cluster prototypes (red) and a level curve (black), indicating the points that are equidistant from the cluster prototype. All distance functions are $L^p$ norms with $p = 1$ (left), $p = 2$ (middle), and $p \to \infty$ (right). The level curve indicates the most compact cluster shape in each of the cases.

The choice of distance function together with the choice of cluster prototype determines a key aspect of the clustering algorithm, namely the geometrical shape of the “ideal” cluster. In this case, “ideal” refers to the shape which makes the cluster most compact, in the sense that the volume contained by the cluster-shape is maximized for a fixed surface area. This shape is determined by looking at the level surfaces (curves) of the distance function. For a constant $c > 0$, the level surface is the set $\{x : d(x, \Theta) = c\}$, where $d$ is the distance function, and $\Theta$ is the cluster prototype. Some examples of level curves and cluster prototypes are shown in Figure 5.
6.4. Data transformation

One important notion to consider before delving into the realm of clustering algorithms, is the one concerning data transformation and dimensionality reduction – and more generally – data preprocessing. As it turns out, real world data is not always as nice to work with, and do therefore often require some processing before being sent to the chosen clustering algorithm. This is especially important when it comes to high dimensional data, such as digital images, or streams from a large collection of industrial sensors. Large dimensionality often leads to high computational complexity, which in turn causes longer training and inference times. Moreover, one might encounter a particular set of mathematical challenges as well. These are often collectively referred to as the Curse of Dimensionality [45]. Lastly, higher dimensionality can lead to more complex geometrical structure, potentially making the specification of a “good” distance function difficult.

These issues have led to the development of many techniques for feature learning over the years. The goal of these is essentially to learn compressed vectorial representations for the input data. A comprehensive review of these methods is beyond the scope of this thesis. However, notable contributions include Principal Component Analysis (PCA) [46], \( t \)-distributed Stochastic Neighborhood Embedding (\( t \)-SNE) [47], Multidimensional Scaling (MDS) [48], Laplacian Eigenmaps [49], Locally Linear Embedding (LLE) [44], and Uniform Manifold Approximation and Projection (UMAP) [50]. The last three of these methods are motivated by the concept of manifold unwrapping, where one attempts to “unwrap” a manifold embedded in a high dimensional space, and then embed the unwrapped manifold in a lower dimensional space. The classical Swiss-roll example is shown in Figure 6, where the initially curved data manifold has been “flattened” using LLE.

Methods like these have been extensively used by machine learning practitioners to map the raw data to vector spaces where the clustering algorithms can work...
more comfortably. However, as we will see later, a new trend within the field is to combine the data transformation step with the clustering algorithm to create an end-to-end pipeline for joint feature learning and clustering.

7. Cluster evaluation

Finding a good clustering of a dataset is the essence of cluster analysis. However, how do we determine whether a clustering is good or bad? This question has led to the development of mathematical quantities referred to as Cluster Validity Indices (CVIs), whose objective is to say something about the quality of a given clustering, with respect to some predetermined conditions or assumptions. CVIs are usually classified into two categories [1, 51]:

- **Internal CVIs**, which measure the quality of a clustering without any external information. The majority of internal CVIs are based on notions of between-cluster separability and within-cluster compactness, and do therefore require the quantization of these ideas.

- **External CVIs**, which measure the quality of a clustering based on some fixed external “solution”. The most common case is when the clusters produced by the algorithm should reflect some categorization which is known beforehand. One can then compare the cluster memberships with the ground truth labels of the categorization to determine the quality of the clustering.

In both these categories, the corresponding CVIs are test statistics entering in statistical hypothesis tests. The exact formulation of the tests, and their corresponding null hypothesis are different for the different CVIs, but they are all based on the idea that “[...] $H_0$ should be a statement of randomness concerning the structure of $X$ ” [1], where $X$ denotes the input space. In other words, there is no apparent cluster structure under the null hypothesis. Due to the often difficult task of sampling under the null hypothesis, it has become more common to report the value of the test statistic itself, rather than the outcome of the test. Although this removes the need to sample under the null hypothesis, it requires the evaluator to have a more thorough understanding of the test statistic.
7.1. Internal CVIs

The literature on clustering evaluation contains a large amount of suggested internal CVIs, and comprehensive reviews can be found in e.g. [52] or [53]. The following internal CVIs are some of the most frequently used indices, and have been shown to perform well in several applications [52, 53].

- **Calinski-Harabasz (CH)** [54]. This index is defined as:

\[
CH = \frac{n - k}{k - 1} \frac{\sum_{i=1}^{k} |C_i| d_E(\bar{x}, m_i)}{\sum_{i=1}^{k} \sum_{x \in C_i} d_E(x, m_i)}
\]

where \(\bar{x} = \frac{1}{n} \sum_{j=1}^{n} x_j\) is the overall mean of the dataset, \(m_i = \frac{1}{|C_i|} \sum_{x \in C_i} x\) is the mean of the \(i\)-th cluster, and \(d_E(\cdot, \cdot)\) denotes the Euclidean distance function. The Calinski-Harabasz index is a classical take on the separability-over-compactness criterion as the numerator looks at the average distance between cluster means and the global mean, while the denominator considers the distance between cluster means and the observations assigned to the respective clusters. This means that a large value of \(CH\) corresponds to a “good” clustering.

- **Davies-Bouldin (DB)** [55]. The DB index is defined as:

\[
DB = \frac{1}{k} \sum_{i=1}^{k} \max_{j=1, \ldots, k, j \neq i} \frac{S(C_i) + S(C_j)}{d_E(m_i, m_j)}
\]

where \(S(C_i) = \frac{1}{|C_i|} \sum_{x \in C_i} d_E(x, m_i)\) is the summed within-cluster distance for cluster \(i\), and \(m_i\) and \(d_E(\cdot, \cdot)\) are defined as above. The interpretation of this index is somewhat more involved than than the aforementioned CH index. However, it can be interpreted as the average maximum “closeness” between clusters. The fraction in the expression is the ratio between the average sum of squares in the respective clusters, and the distance between their respective means. Thus, if the numerator is large, while the denominator is small, the ratio will be large, and the clusters will appear close to each other. This means that a small value of \(DB\) corresponds to a “good” clustering.

It should be noted that in their original formulations, both of these indices use the Euclidean distance function as a measure of dissimilarity. In theory, one could use any distance function, as long as it allows for the computation of both point-to-point distances, as well as point-to-cluster distances. However, as is also the case with several clustering algorithms, the choice of distance function is a critical one, and can severely degrade the performance of the index if not made appropriately.
7.2. External CVIs

As the name implies, the task of external CVIs is to measure the quality of the clustering with respect to some predetermined ground truth. In the following descriptions, let

\[ y_i = j : u_{ij} \geq u_{il}, l = 1, \ldots, k \]

be the index of the predicted cluster for observation \( i \), and let \( r_i \) be the corresponding ground truth label for observation \( i \). Then we have the following external CVIs:

- **Unsupervised Clustering Accuracy (ACC)**. This is perhaps the most frequently used external CVI in the recent years, and is defined as

\[
ACC = \max_{m \in \mathcal{M}} \frac{1}{n} \sum_{i=1}^{n} \delta(m(y_i) - r_i)
\]

where \( \delta(\cdot) \) denotes the Kronecker delta function, and \( \mathcal{M} \) denotes the set of all possible bijective mappings from \( \{1, \ldots, k\} \) to itself. The unsupervised clustering accuracy is essentially the best possible accuracy when one attempts to assign each of the clusters to different categories.

- **Normalized Mutual Information (NMI)**. This external CVI is rooted in information theory, and is defined as

\[
NMI = \frac{I(y, r)}{\frac{1}{2} (H(y) + H(r))}
\]

where we let \( y = [y_1, \ldots, y_n]^T \) and \( r = [r_1, \ldots, r_n]^T \) to unburden the notation. \( I(\cdot, \cdot) \) denotes the mutual information:

\[
I(y, r) = \sum_{i=1}^{k} \sum_{j=1}^{k} P_{ij}^{gr} \ln \frac{P_{ij}^{gr}}{P_i^g P_j^r}
\]

and \( H(\cdot) \) denotes the entropy:

\[
H(y) = -\sum_{i=1}^{k} P_i^g \ln P_i^g.
\]

The \( P \)'s denote relative frequencies of cluster indices occurring in the respective vectors, and are defined as

\[
P_i^g = \frac{1}{n} \sum_{l=1}^{n} \delta(y_l - i), \quad P_{ij}^{gr} = \frac{1}{n} \sum_{l=1}^{n} \delta(y_l - i) \delta(r_l - j).
\]

The NMI measures the mutual dependence between the cluster assignments and the ground truth labels. A high NMI implies that the ground truth labels are – to a large degree – explained by the cluster memberships. This indicates a good clustering.
7.3. Choosing the correct CVI

As it turns out, both external and internal CVIs have their own pitfalls that should be avoided. With internal CVIs, one has to chose a distance function – or at the very least – some function capable of correctly capturing dissimilarities in the input space. On the other hand, when using external CVIs, one has to be certain that the specific categorization is indeed the “best” possible clustering. In the latter case, the existence of another clustering that appears more natural to the algorithm, would completely invalidate the evaluation procedure.

These drawbacks are thoroughly discussed by von Luxburg et al. [23], and lead to the conclusion that the evaluation of a given clustering has to be done with respect to the problem at hand. This conclusion also emphasizes the importance of qualitative analysis when evaluating the performance of a clustering algorithm. For instance, qualitative analysis might reveal that the clustering reflects some other categorization than the one used with external CVIs – or that the clustering has indeed learned to identify similar objects, even though this was not reflected by the distance function used in internal CVIs. We will see examples of the necessity of these considerations in Part V, which describes the experiments and their respective outcomes.

8. Clustering algorithms

Since the concept of clustering was first introduced, a large number of approaches and algorithms have surfaced over the years. Figure 7 outlines some of the main paradigms under which most of the commonly used clustering techniques are developed. According to the two top branches of Figure 7, a clustering algorithm can be either hierarchical or partitional. What is characteristic for hierarchical algorithms, is that they produce a hierarchy of clusters, where at the one end, all observations are assigned to separate clusters, and at the other end, all observations are assigned to the same cluster. Partitional algorithms on the other hand,
produces a single clustering by partitioning the input space into a fixed number of partitions. The observations are then assigned to clusters based on which partition they lie within. A direct consequence of many approaches to partitional clustering is that the number of clusters has to be known beforehand. Clearly, this is unproblematic if one seeks the partitioning between a known set of classes present in the dataset. However, this might be problematic for more exploratory applications. A simple way to get around this problem has been to run the algorithm several times using a different number of clusters each time, and then use a CVI to choose the number of clusters. Although most of the algorithms we will cover in this paper fall within the partitional category, a couple of approaches to hierarchical clustering will be included as well, where the number of clusters can be determined based on intrinsic quantities computed during the clustering process.

8.1. Hierarchical algorithms

As can be seen in Figure 7, there are two main approaches to hierarchical clustering, namely agglomerative and divisive. In agglomerative hierarchical clustering, the algorithm is initialized with all observations placed in separate clusters. Pairs of clusters are then iteratively merged, according to some criterion, until all observations are assigned to the same cluster. Divisive hierarchical clustering works in the opposite direction, meaning that the algorithm is initialized with all observations belonging to the same cluster. Then, at each iteration, a cluster is split according to that same criterion. The divisive algorithm terminates when all observations lie in separate clusters.

8.2. Single-link, average-link and complete-link

The criterion which governs the merging or splitting of clusters is the most crucial part of the hierarchical clustering algorithms. Suppose that at the current iteration we have the clusters $C_1, \ldots, C_k$. For agglomerative clustering, the criterion is as follows:

Merge clusters $C_i$ and $C_j$ if:

$$d(C_i, C_j) = \min_{a,b=1,\ldots,k} d(C_a, C_b),$$

(1)

I.e., merge the two clusters which are the closest. For the divisive approach, we split cluster $C_i$ into clusters $C_a$ and $C_b$ if:

$$i = \arg \max_{i=1,\ldots,k} \left\{ \max_{C_c \cap C_d = \emptyset} \left\{ \max_{C_c \cup C_d = C_i} d(C_c, C_d) \right\} \right\}$$

(2)
and

\[ d(C_a, C_b) = \max_{\substack{C_c \cap C_d = \emptyset \ \ C_c \cup C_d = C_i}} d(C_c, C_d). \]  

(3)

Here, we search over all allowable sub-clusters of each cluster, and find the two sub-clusters which are the furthest apart from each other. These are then taken as separate clusters during the next iteration.

The function \( d \) is in this case a distance function measuring distance between clusters. Depending on how \( d \) is computed, the linkage of the algorithm is said to be either single-link, average-link, or complete-link. For two clusters \( C_i \) and \( C_j \), the different linkages are defined as follows:

- **Single-link**: The distance between the two closest points from the different clusters:
  \[ d_{sl}(C_i, C_j) = \min_{x \in C_i, y \in C_j} d_X(x, y). \]

- **Average-link**: The average distance between all points from different clusters:
  \[ d_{al}(C_i, C_j) = \frac{1}{|C_i| \cdot |C_j|} \sum_{x \in C_i, y \in C_j} d_X(x, y). \]

- **Complete-link**: The distance between the two most distant points from the different clusters:
  \[ d_{cl}(C_i, C_j) = \max_{x \in C_i, y \in C_j} d_X(x, y). \]

\( d_X \) is a distance function on the input space \( X \), following Definition 5.

The specification of the merging/splitting criterion allows us to formulate the two hierarchical clustering algorithms, which can be found in Algorithms 1 and 2.

---

**Algorithm 1**: Agglomerative hierarchical clustering.
input : Raw dataset $\mathcal{X} = \{x_1, \ldots, x_n\}$ or distance-matrix $D = [d_{ij}]$, $d_{ij} = d_X(x_i, x_j)$

output: Cluster hierarchy $\{\{C_1^1\}, \{C_1^2, C_2^2\}, \ldots, \{C_1^n, \ldots C_n^n\}\}$

Initialize $C_1^1 = \{x_1, \ldots, x_n\}$

for $t \leftarrow 1$ to $n$

Find clusters $C_t^i = C_{t+1}^a \cup C_{t+1}^b$ satisfying Eq. (2) and Eq. (3).

Form the next hierarchy-level by splitting $C_t^i$ into $C_{t+1}^a$ and $C_{t+1}^b$, while leaving the other clusters as-is.

end

Algorithm 2: Divisive hierarchical clustering.

8.3. The dendrogram

The dendrogram is a great tool for visualizing the cluster hierarchy produced by a hierarchical clustering algorithm. For simplicity, we will only consider the agglomerative case\footnote{The divisive case is analogous, as the dendrograms can be read top-down instead of bottom-up.}. Example dendrograms for the three different linkage types are shown in Figure 8. When looking at a dendrogram, there are two main elements to consider: (i) The actual cluster assignments produced, and (ii) at each step, what was the distance between the merged/divided cluster? The latter consideration brings with it the important notion of cluster lifetime, which in turn can help determine the level of the hierarchy that should be taken as the final clustering of the dataset. The lifetime of a cluster is defined as $|d_{created} - d_{absorbed}|$, where $d_{created}$ is the distance at which two clusters were merged to create the current cluster. $d_{absorbed}$ is the distance at which the current cluster was absorbed into a larger cluster \cite{1}. Note that both of these quantities can be extracted directly from the dendrogram.

The idea behind a cluster’s lifetime is that it says something about both how compact the cluster is, and how isolated it is from other clusters. A compact cluster will be merged at a low distance, whereas an isolated cluster will be absorbed at a large distance. Hence, the difference between the distances will be large, producing a large cluster lifetime. Similar approaches to determining the optimal level in the hierarchy have been proposed by \cite{1, 52, 56}.
8.4. Partitional algorithms

8.4.1. \( k \)-means

Perhaps the most frequently used clustering algorithm to date is the \( k \)-means algorithm [57]. The algorithm arises naturally from the general prototype-based method outlined earlier, by choosing the squared Euclidean distance measure, along with point cluster prototypes. Suppose we are interested in partitioning the data set into \( k \) disjoint clusters \( C_1, \ldots, C_k \), associated with point-prototypes \( \theta_1, \ldots, \theta_k \). This can be formulated as a loss function minimization problem, with
loss function

\[ L = \sum_{i=1}^{n} \sum_{j=1}^{k} u_{ij} ||x_i - \theta_j||^2 \] (4)

where \( u_{ij} = \mathcal{U}_j(x_i) \) is the \( j \)-th cluster membership function evaluated at the \( i \)-th observation. In \( k \)-means, the clusterings are assumed to be hard, thus causing the \( u_{ij} \) to be non-differentiable. We will therefore settle for the two-stage greedy optimization algorithm:

1. Treat the cluster prototypes as fixed, and recompute the cluster membership functions such that Eq. (4) is minimized.

2. Treat the cluster membership functions as fixed, and recompute the cluster prototypes such that Eq. (4) is minimized.

In stage 1, we can see that Eq. (4) is minimized if a point is assigned to the closest cluster prototype. That is:

\[ u_{ij} = \begin{cases} 1, & ||x_i - \theta_j||^2 = \min_{l=1,...,k} ||x_i - \theta_l||^2 \\ 0, & \text{otherwise} \end{cases} \] (5)

In stage 2 we can minimize \( L \) by ordinary gradient-based minimization. For the \( j \)-th prototype, we get

\[ \nabla_{\theta_j} L = -2 \sum_{i=1}^{n} u_{ij} (x_i - \theta_j) \]

equating the gradient to zero and solving for \( \theta_j \) gives

\[ \theta_j^{\text{new}} = \frac{\sum_{i=1}^{n} u_{ij} x_i}{\sum_{i=1}^{n} u_{ij}} = \frac{1}{|C_j|} \sum_{x \in C_j} x \] (6)

which is the mean of cluster \( C_j \), hence the name \( k \)-means. The optimization process is summarized in Algorithm 3.

### 8.4.1.1. Convergence

It can be shown that the optimization procedure outlined above converges to a local minima of the loss function in a finite number of steps [58]. The proof is informally summarized below. First, make the following observations:

1. Due to the hard nature of the algorithm, there is finite, but possibly large, number of different clusterings.

2. At each iteration, the loss function \( L \) decreases or stays constant.
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input : Raw dataset $\mathcal{X} = \{x_1, \ldots, x_n\}$, number of clusters, $k$.
output: Cluster membership matrix $U = [u_{ij}]$.

Initialize $\theta_1, \ldots, \theta_k$ randomly.

while not converged do
  Recompute cluster assignment matrix $U = [u_{ij}]$:
  \[
  u_{ij} = \begin{cases} 
  1, & \|x_i - \theta_j\|^2 = \min_{l=1,\ldots,k} \|x_i - \theta_l\|^2 \\
  0, & \text{otherwise} 
  \end{cases}
  \]
  Recompute cluster prototypes $\theta_1, \ldots, \theta_k$:
  \[
  \theta_j = \frac{1}{|C_j|} \sum_{x \in C_j} x, \quad j = 1, \ldots, k.
  \]
end

Algorithm 3: $k$-means.

3. If the clustering algorithm produces the same two clusterings at two consecutive iterations, it has converged.

From observation 1, it is evident that, at some iteration, the algorithm will revisit a previous solution (clustering). Thus, the algorithm has entered a cycle. If the cycle had length greater than 1, by observation 2, this would imply that the loss function would take on a value at the current iteration, which is lower than the value of the loss function which was previously visited. Hence, the cycle has length 1, and the algorithm has converged by observation 3.

It is very important to stress that this proof only guarantees convergence to a local minimum of the loss function. There might therefore exist better clusterings which are never visited by the algorithm. Due to this fact, it is common to run the $k$-means algorithm from several different initializations, and then choose the clustering which resulted in the lowest value of the loss function.

8.4.1.2. Initialization

In some cases, the random initialization might not be sufficient for producing good initial prototypes. To alleviate this, many different initialization schemes have been proposed to help speed up the convergence of the algorithm, and improve the quality of the final clustering. One option is to choose $k$ random observations from the dataset, and use these as the initial prototypes [1]. This ensures that the prototypes are initialized close to the data, regardless of the location of the data distribution. A more robust method is the $k$-means++ initialization technique [59], in which prototypes are iteratively chosen such that the probability of them being far away from each other, is large. This helps scatter the initial prototypes
such that most of the populated input space is explored during the optimization procedure.

### 8.4.2. Spectral clustering

In contrast to the aforementioned methods, spectral clustering does not make an explicit vector-space assumption. Rather, the data is represented as a weighted undirected graph $G = (V, E, W)$, where each vertex represents an observation, $V = \mathcal{X} = \{x_1, \ldots, x_n\}$. $W = [w_{ij}]$ is a symmetric and nonnegative affinity-matrix, which contains the weights of each edge, describing how strongly two vertices (observations) are connected. A large $w_{ij}$ means that observations $i$ and $j$ are strongly connected, or similar in some sense. In this case, the clustering problem can therefore be seen as cutting the graph to produce $k$ disconnected subgraphs. This train of thought is what initially led to the minimization problem [60]:

$$
\min_{\mathcal{C}_1, \ldots, \mathcal{C}_k} \sum_{j=1}^k \text{cut}(\mathcal{C}_j, \mathcal{C}_j^c),
$$

(7)

where $\mathcal{C}_j^c$ denotes the complement-set of $\mathcal{C}_j$, and

$$
\text{cut}(\mathcal{C}_j, \mathcal{C}_j^c) = \sum_{x_i \in \mathcal{C}_j} \sum_{x_l \in \mathcal{C}_j^c} w_{il}.
$$

(8)

Hence, the minimization problem of Eq. (7) can be seen as minimizing the total weight of the cut edges, effectively finding the partitioning such that the summed similarities of points assigned to different clusters, is minimized. However, the solution to the minimization problem in Eq. (7) tends to favor very small and isolated clusters, meaning that the resulting clusters might be very imbalanced with respect to the number of observations assigned to them. This led to the formulation of the normalized cut [61]:

$$
\text{ncut}(\mathcal{C}_j, \mathcal{C}_j^c) = \frac{\text{cut}(\mathcal{C}_j, \mathcal{C}_j^c)}{\text{vol}(\mathcal{C}_j)}
$$

and the minimization problem

$$
\min_{\mathcal{C}_1, \ldots, \mathcal{C}_k} \sum_{j=1}^k \text{ncut}(\mathcal{C}_j, \mathcal{C}_j^c).
$$

(9)

The normalization term $\text{vol}(\mathcal{C}_j)$ is defined as

$$
\text{vol}(\mathcal{C}_j) = \sum_{x_i \in \mathcal{C}_j} d_{ii}
$$
where \( D = [d_{ii}] \) is a diagonal "degree" matrix, with elements \( d_{ii} = \sum_{l=1}^{n} w_{il} \).

The degree \( d_{ii} \) of an observation \( x_i \) tells us "how connected" \( x_i \) is to the other observations. The volume of a cluster is the sum of the degrees of its elements, which means that a cluster containing few elements weakly connected to all other observations, will have a small volume. This is precisely how the normalization of the cut works in Eq. (9). If we define the matrix \( Y = [y_{ij}] \), where

\[
y_{ij} = \frac{u_{ij}}{\sqrt{\text{vol}(C_j)}} = \begin{cases} 
\frac{1}{\sqrt{\text{vol}(C_j)}}, & x_i \in C_j \\
0, & \text{otherwise}
\end{cases}
\]

it can be shown that [62]:

\[
\sum_{j=1}^{k} \text{ncut}(C_i, C_j^c) \propto \text{tr}(Y^T L Y)
\]

where \( \text{tr}(\cdot) \) denotes the matrix trace, and \( L = D - W \) is the graph Laplacian. Furthermore, observe that \( Y^T D Y = I_k \), which is the \( k \times k \) identity matrix.

To allow for more efficient optimization, we will relax the hard memberships from Eq. (10). With this relaxation, we can approximate the minimization problem in Eq. (9) as

\[
\arg \min_{Y \in \mathbb{R}^{n \times k}} \text{tr}(Y^T L Y), \quad \text{s.t.} \quad Y^T D Y = I_k.
\]

This is the well known trace-minimization problem [2], which is solved by taking the columns of \( Y \) to be the \( k \) eigenvectors of \( L \) corresponding to its \( k \) smallest eigenvalues. When the solution, \( Y^* \), to the relaxed optimization problem has been found, it still remains to recover the original hard cluster memberships \( u_{ij} \). This can be done with e.g. \( k \)-means Shalev-Shwartz and Ben-David [2], thresholding [1, 61], or spectral rotation [63]. The complete Spectral Clustering algorithm is summarized in Algorithm 4.

**Algorithm 4:** Spectral clustering.

**input:** Affinity-matrix \( W \), number of clusters \( k \).
**output:** Cluster membership matrix \( U = [u_{ij}] \).

Compute the eigenvectors of \( L = D - W \) corresponding to the \( k \) smallest eigenvalues. These are the columns of \( Y^* \).

Find \( U \) by running \( k \)-means on \( Y^* \), or by using some other thresholding method.

**8.4.2.1. Computing the affinity-matrix**

Up until this point, we have assumed that the affinity matrix is known. This is not the case for most applications, which makes the computation of the affinity-matrix a critical step of spectral clustering. Perhaps the most widely used class of
affinity matrices are computed using the $\varepsilon$-connected Gaussian affinity function:

$$w_{ij} = \begin{cases} \exp \left(-\frac{d(x_i, x_j)}{2\sigma^2}\right), & d(x_i, x_j) < \varepsilon \\ 0, & \text{otherwise} \end{cases}$$

where $\varepsilon$ and $\sigma$ are hyperparameters, and $d$ is some symmetric distance function.

8.4.3. Mixture models

The class of mixture models arise naturally when one envisions a probabilistic approach to the clustering problem. Suppose that the clusters $C_1, \ldots, C_k$ are represented by $k$ different probability distributions $p_1, \ldots, p_k$, resulting in the marginal data distribution:

$$p(x) = \sum_{j=1}^{k} \pi_j p_j(x; \phi_j)$$

where $\phi$ is a vector of parameters, and $\pi_j$ denotes the probability of an observation belonging to $C_j$, satisfying $\sum_{j=1}^{k} \pi_j = 1$. Let us introduce stochastic versions of the cluster indicators, such that

$$U_{ij} = \begin{cases} 1, & X_i \in C_j \\ 0, & \text{otherwise} \end{cases}$$

where $X_i$ can be thought of as the stochastic (unobserved) $i$-th element of the dataset. Then we have

$$p(u_1, \ldots, u_k) = \prod_{j=1}^{k} \pi_j^{u_{ij}}$$

and

$$p(x, u_1, \ldots, u_k) = \prod_{j=1}^{k} \pi_j^{u_{ij}} p_j(x; \phi_j)^{u_{ij}}.$$ 

This gives the log-likelihood

$$l(\pi, \Phi | \mathcal{X}, U) = \sum_{i=1}^{n} \sum_{j=1}^{k} U_{ij} (\ln \pi_j + \ln p_j(x_i; \phi_j))$$

where we let $\pi = [\pi_1, \ldots, \pi_k]^T$, $\Phi = [\phi_1, \ldots, \phi_k]^T$ and $U = [U_{ij}]$, to unburden the notation.

Since the $U_{ij}$ in Eq. (13) are unobserved, we cannot maximize the log-likelihood directly. Hence, the mixture resolving is usually done using the Expectation Maximization (EM) algorithm [64], which is an iterative two-step procedure for maximizing the log-likelihood, where at iteration $t$, we do:
1. E-step: Compute the expected log-likelihood $Q$, conditioned on the current parameters $(\pi^{(t)}, \Phi^{(t)})$, and the observed data $X$:

$$Q(\pi, \Phi \mid \pi^{(t)}, \Phi^{(t)}) = E(l(\pi, \Phi \mid X, U) \mid \pi^{(t)}, \Phi^{(t)}, X)$$

2. M-step: Update the parameters by maximizing the expected log-likelihood with respect to the parameters:

$$(\pi^{(t+1)}, \Phi^{(t+1)}) = \text{arg max}_{(\pi, \Phi)} Q(\pi, \Phi \mid \pi^{(t)}, \Phi^{(t)}).$$

With the log-likelihood from Eq. (13), we get

$$Q(\pi, \Phi \mid \pi^{(t)}, \Phi^{(t)}) = \sum_{i=1}^{n} \sum_{j=1}^{k} p_{ij} (\ln \pi_j + \ln p_j(x; \phi_j))$$

where

$$p_{ij} = \text{E}(U_{ij} \mid \pi^{(t)}, \Phi^{(t)}, X) = \frac{\pi_{ij}^{(t)} p_j(x; \phi_j^{(t)})}{\sum_{l=1}^{k} \pi_{il}^{(t)} p_l(x; \phi_l^{(t)})}. \quad (14)$$

Maximizing $Q$ with respect to $\pi_j$ gives

$$\pi_j^{(t+1)} = \frac{1}{n} \sum_{i=1}^{n} p_{ij},$$

whereas the explicit form of $\Phi^{(t+1)}$ depends on the choice of probability distributions $p_1, \ldots, p_k$. When it comes to determining the output of the algorithm, we must remember that in the case of mixture models, the $U_{ij}$ are unobserved stochastic variables, and thus, cannot be ”computed” directly. Hence, we estimate these using their expected value, conditioned on the parameters of the final model, as well as the observed data. This expectation is precisely the $p_{ij}$ defined in Eq. (14).

8.4.3.1. Gaussian mixture models

Up until this point, we have assumed some general form of the probability distributions $p_1, \ldots, p_k$. This is nice for the sake of generality, but when we actually want to compute something, these have to be specified. A common choice is to let each of the distributions be a Gaussian with different means and covariance-matrices:

$$p_j(x; \mu_j, \Sigma_j) = \frac{1}{(2\pi)^{d/2} \sqrt{\det \Sigma_j}} \exp \left( -\frac{1}{2} (x - \mu_j)^T \Sigma_j^{-1} (x - \mu_j) \right)$$
where \( \delta \) is the dimensionality of the input space. Using these probability density functions, we get an explicit form for the update equations for \( \phi_j = (\mu_j, \Sigma_j) \):

\[
\mu_j^{(t+1)} = \frac{\sum_{i=1}^{n} p_{ij} x_i}{\sum_{i=1}^{n} p_{ij}}
\]

\[
\Sigma_j^{(t+1)} = \frac{\sum_{i=1}^{n} p_{ij} (x_i - \mu_j^{(t+1)}) (x_i - \mu_j^{(t+1)})^T}{\sum_{i=1}^{n} p_{ij}}
\]

The complete EM-algorithm for a Gaussian mixture model is presented in Algorithm 5.

**Algorithm 5: Gaussian mixture model using the EM-algorithm**

**input**: Raw dataset \( \mathcal{X} = \{x_1, \ldots, x_n\} \), number of mixture components (clusters), \( k \).

**output**: Expected membership matrix \( P = [p_{ij}] \).

Initialize \( \mu_1^{(1)}, \ldots, \mu_k^{(1)}, \Sigma_1^{(1)}, \ldots, \Sigma_k^{(1)} \).

**while** not converged **do**

1. Compute the \( p_{ij} \) using the current parameters:

\[
p_{ij} = \frac{\pi_j^{(t)} p_j(x_i; \mu_j, \Sigma_j)}{\sum_{l=1}^{k} \pi_l^{(t)} p_l(x_i; \mu_l, \Sigma_l)}
\]

2. Update \( \pi, \mu_1, \ldots, \mu_k, \) and \( \Sigma_1, \ldots, \Sigma_k \) according to

\[
\pi_j^{(t+1)} = \frac{1}{n} \sum_{i=1}^{n} p_{ij}
\]

\[
\mu_j^{(t+1)} = \frac{\sum_{i=1}^{n} p_{ij} x_i}{\sum_{i=1}^{n} p_{ij}}
\]

\[
\Sigma_j^{(t+1)} = \frac{\sum_{i=1}^{n} p_{ij} (x_i - \mu_j^{(t+1)}) (x_i - \mu_j^{(t+1)})^T}{\sum_{i=1}^{n} p_{ij}}
\]

**end**
8.4.4. Mean-shift clustering

The mean-shift clustering algorithm is similar in spirit to the aforementioned mixture-resolving algorithms. However, instead of explicitly modeling several distributions, mean-shift clustering only considers the modes of the data distribution \( p(x) \), and does so in a nonparametric manner. Hence, the critical assumption made in mean-shift clustering is that the data distribution is multimodal, and that different modes correspond to different clusters. Let us start with the Kernel Density Estimator \([38]\) for the data distribution\(^2\):

\[
\hat{p}(x) = \frac{1}{n} \sum_{i=1}^{n} K(||x - x_i||)
\]

where \( K \) is some function (kernel) satisfying

\[
0 \leq K(x) < \infty, \forall x \in \mathbb{R} \quad \text{and} \quad \int_{-\infty}^{\infty} K(x)dx = 1.
\]

The gradient of \( \hat{p}(x) \) is

\[
\nabla \hat{p}(x) = \frac{2}{n} \sum_{i=1}^{n} (x - x_i)K'(||x - x_i||)
\]

\[
= m(x) \frac{2}{n} \sum_{i=1}^{n} K'(||x - x_i||)
\]

\[ (15) \]

where

\[
m(x) = x - \frac{\sum_{i=1}^{n} x_i K'(||x - x_i||)}{\sum_{i=1}^{n} K(||x - x_i||)}
\]

is the mean-shift vector. Note that the gradient in Eq. (15) is on the form \( c(x)m(x) \) for some scalar function \( c \). Hence, the vector \( m(x) \) points towards the direction of steepest ascent from \( x \). This forms the basis for the mean-shift algorithm for finding the modes of a probability density function. Starting from an initial point \( x^{(0)} \) the algorithm iteratively updates \( x^{(t)} \) according to the update equation

\[
x^{(t+1)} = x^{(t)} + m(x^{(t)}),
\]

which will eventually converge to a mode of \( \hat{p}(x) \) \([65]\).

The clever trick used to employ the mean-shift algorithm for clustering, is to start the algorithm once from each of the observations in the dataset. Then, all observations converging to the same mode are said to be clustered together. This also brings with it the key property of not having to specify the number of clusters, which is instead determined natively as a part of the algorithm. The mean-shift clustering procedure is summarized in Algorithm 6.

\[ \text{Note that Kernel Density Estimation will be revisited in Part IV.} \]
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input : Raw dataset $\mathcal{X} = \{x_1, \ldots, x_n\}$
output: Cluster membership matrix $U = [u_{ij}]$

foreach $x^{(0)} \in \mathcal{X}$ do
    while not converged do // Mean-shift procedure
        $x^{(t+1)} = x^{(t)} + m(x^{(t)})$
    end
    Save the point that the mean-shift algorithm converged to
end
Generate $U$ such that all observations that converged to the same mode are clustered together.

Algorithm 6: Mean-shift clustering.

8.4.4.1. Choice of kernel

Although the algorithm has been fully described, the critical choice of a sensible kernel remains. This choice can be highly problem dependent, but one go-to kernel from the literature is the Gaussian kernel:

$$K_{\text{Gauss}}(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{x^2}{2\sigma^2} \right)$$

where $\sigma$ is a positive bandwidth parameter. The choice of $\sigma$ determines how smooth the estimate for $\hat{p}(x)$ is, and can therefore also influence the number of modes present in $\hat{p}(x)$, as well as the number of clusters identified by the algorithm.
Part III / Deep clustering

The objective of this part is twofold: First we will thoroughly review the deep learning architectures that are used later in this thesis. The review will also contain information on how these models are trained, as well as an explanation of the self-supervised learning approach [36].

After reviewing the deep learning models, we will shift our focus towards some examples of deep clustering models, and a thorough explanation of these. One of these models is the aforementioned Deep Divergence-based Clustering (DDC) [20], which was included due to its relation to the DTKC model proposed in this thesis.

9. Frequently used deep learning models

As was previously alluded to in Section 6.4, the more recently developed deep clustering algorithms attempt to combine the data transformation and clustering steps into a single architecture, which can then be simultaneously optimized by minimizing some loss function. As the name “deep clustering” implies, the architectures used for the feature learning step are borrowed from the field of deep learning [11]. These are models belonging to a category often referred to as deep neural networks (DNN), as early instances were developed based on the anatomy of the human brain [66].

In the last few decades, a large number of models have been devised under the DNN theme, and naturally, some have been used more than others. The goal of this section is therefore to introduce three types of models that are frequently used in the literature, namely multilayer perceptrons (MLPs), convolutional neural networks (CNNs), and recurrent neural networks (RNNs). Both the MLP and the CNN are integral parts of the DTKC model, and will therefore appear in both the model description in Section 13, and in the preceding experiments in Part V. The RNN on the other hand, is in Section 17.9 used to modify the DTKC model, making it applicable to time series clustering.

Following the explanation of these architectures, we will go through autoencoders, as well as the self-supervised learning technique, which is used as an alternate initialization strategy for some of the experiments later in this thesis. Finally, we will take a closer look at neural network optimization, and how this can be done for general loss functions.
9.1. Multilayer perceptron

9.1.1. The perceptron

The perceptron [66] is a simple linear model for vectorial data. This model is often regarded as the very model that later grew to become the large class of models we know as deep neural networks. The perceptron maps an input vector $\mathbf{x}$ to an output scalar $y$ using the linear transformation:

$$y = g(\mathbf{x}) = \mathbf{w}^T \mathbf{x} + w_0$$  \hspace{1cm} \text{(16)}$$

where $\mathbf{w}$ and $w_0$ are the parameters of the model. Originally, the perceptron was formulated as a binary classifier, where the output $y$ would be either close to $-1$ or $1$, indicating the classifier’s decision. This then motivated the perceptron loss function, which is

$$\mathcal{L} = \sum_{\mathbf{x} \in \mathcal{X}^*} \delta_x (\mathbf{w}^T \mathbf{x} + w_0)$$

where $\mathcal{X}^*$ are the set of training observations that are misclassified by the system, and $\delta_x = \pm 1$, depending on which class $\mathbf{x}$ belongs to.

The minimization is done using the gradient descent algorithm, which computes the gradient of the loss function with respect to the weights, and then updates these weights according to the computed gradient. That is:

$$\mathbf{w}_{new} = \mathbf{w}_{old} + \Delta \mathbf{w} = \mathbf{w}_{old} - \lambda \nabla_{\mathbf{w}_{old}} \mathcal{L}(\mathbf{w}_{old})$$  \hspace{1cm} \text{(17)}$$

where $\lambda$ is the learning rate, which is a user-specifiable hyperparameter that scales the magnitude of the parameter-update $\Delta \mathbf{w}$.

9.1.2. The XOR problem, and perceptrons working together

![Diagram](a) The XOR classification problem. (b) The XOR problem in the space mapped to by Eq. (18).

Consider the classification task of Figure 9a, where $[0, 0]$ and $[1, 1]$ belong to class A, and $[1, 0]$ and $[0, 1]$ belong to class B. It can be easily verified that there
exists no straight line which perfectly separates the two classes, and thus a linear classifier, like the perceptron, would perform rather poorly in this case.

However, what if two perceptrons are used instead of one? From Figure 9a it can be easily seen that the space between \( g_1 \) and \( g_2 \) should be classified to class B, and the space either below \( g_1 \) or above \( g_2 \) should be classified to class A. Now consider applying the mapping

\[
x \mapsto \begin{bmatrix} f(g_1(x)) \\ f(g_2(x)) \end{bmatrix}, \quad f(x) = \begin{cases} 1, & x > 0 \\ 0, & x \leq 0 \end{cases}
\]

(18)

to the points in the classification problem of Figure 9a. Note that \( g_i(x) \) is on the form given in Eq. (16). The result of this mapping is presented in Figure 9b, and as the plot clearly shows, the classes are now linearly separable in this new space. Thus, by using the mapping of Eq. (18) the classification task was transformed from nonlinear to linear. Based on this, a new perceptron could be trained in the mapped-to space, and the classification task would be completed.

Figure 10 provides a graphical overview of the data flow for the two-dimensional two-layer perceptron. The output will be either 0 or 1, depending on which class \( x \) is classified to.

At this point it is important to note that one mapping will not always be sufficient to make the data linearly separable. The solution to this is the multilayer perceptron (MLP), which adds more perceptrons, either in the form of increasing the size of the mapping layer, adding more mapping layers, or both. The individual layers of an MLP are often referred to as fully-connected (FC) layers, as each node in a layer receives the output of all nodes in the preceding layer.

9.1.3. Training and the backpropagation algorithm

Training a multilayer perceptron is usually done with the backpropagation algorithm [67]. In essence, it performs gradient descent with respect to some loss function by analytically computing the gradient, and then updating the parameters accordingly. We will now deviate from the original perceptron loss function,
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Symbols:

- \( k_r \): number of nodes in layer \( r \).
- \([x_1(i), \ldots, x_{k_0}(i)]^T\): Input vector \( i \).
- \([y_{r-1}^{r-1}(i), \ldots, y_{k_{r-1}}^{r-1}(i)]^T = y^{r-1}\): Output vector from layer \( r - 1 \).
- \( \Sigma \): Operator performing the inner product \((w^r_j)^T y^{r-1}(i) + w^r_0\) in layer \( r \), node \( j \).
- \( v^r_j(i) \): Result of inner product in layer \( r \), node \( j \).
- \( y^r_j(i) \): Activation function \( f \) applied to the result of the inner product in layer \( r \), node \( j \).

Figure 11: A snapshot of the data flow for layer \( r \) and input vector \( i \) in a multilayer perceptron.

and instead assume that the loss function is on the form

\[
\mathcal{L} = \sum_{i=1}^{N} \varepsilon(i) \tag{19}
\]

where \( \varepsilon(i) \) is a function representing the severity of the error made when trying to classify the training vector \( x_i \), and \( N \) is the number of training vectors. Then, calculating the gradient of the loss function with respect to the weights of node \( j \) in a layer \( r \leq L \) gives:

\[
\nabla_{w^r_j} \mathcal{L} = \sum_{i=1}^{N} \nabla_{w^r_j} \varepsilon(i) = \sum_{i=1}^{N} \frac{\partial \varepsilon(i)}{\partial v^r_j(i)} \nabla_{w^r_j} v^r_j(i) \quad \text{(By the chain rule)}.
\]
Clearly, the dependence of $v^r_j(i)$ in $\varepsilon(i)$ can be quite complex. For now however, define:

$$\delta^r_j(i) = \frac{\partial \varepsilon(i)}{\partial v^r_j(i)}$$  \hspace{1cm} (20)

and observe that:

$$\nabla_{w^r_j} v^r_j(i) = \nabla_{w^r_j} y^{r-1}(i)^T w^r_j = y^{r-1}(i).$$

This gives:

$$\Delta w^r_j = -\lambda \sum_{i=1}^{N} y^{r-1}(i)\delta^r_j(i)$$  \hspace{1cm} (21)

which is the desired correction for the weights in node $j$ in layer $r$. $\lambda$ is the learning rate. Note that if $r = 1$, then $y^{r-1}(i)$ would be the training vector $x_i$.

These last two results require the activation function $f$ to be continuously differentiable, a property clearly not possessed by $f$ in Eq. (18). To fix this, the step-activation is swapped for a smooth function with the same asymptotic properties. Commonly used activation functions include the hyperbolic tangent:

$$\tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}},$$

or the sigmoid:

$$\sigma(x) = \frac{1}{1 + e^{-x}}.$$

Another popular choice is the softmax function, which is a normalized version of the sigmoid, where one ensures that the outputs from the nodes in a given layer, say $l$, sum to one:

$$\text{softmax}(y_i) = \frac{\sigma(y_i^l)}{\sum_{j=1}^{k_l} \sigma(y_j^l)}.$$

This activation function is frequently used when one wants the outputs $y_1^l, \ldots, y_{k_l}^l$ to reflect some probability mass function.
9.2. Convolutional neural networks

Convolutional neural networks (CNNs) [25] represent a type of deep neural networks that mimics the behavior of the multilayer perceptron, where each layer is made out of simple processing units (nodes), and each layer produces its output based on all the outputs from the preceding layer. However, in contrast to the inner product in MLPs, the units in a CNN use the well known convolution operator to produce their output. As we will see in the following, the convolution operator is well suited for data which is inherently grid-based, such as images and time series.

9.2.1. The convolution operator

Since CNNs will be used to process images in this thesis, the convolution operator will be introduced here in the context of images. Suppose we have an \( N_A \times M_A \) image \( A \), and an \( N_B \times M_B \) image \( B \). In many image processing tasks, the latter image can be referred to as the filter or kernel\(^3\), as it has been carefully selected to emphasize some property of the image. The convolution of the image \( A \) with \( B \) is the new image:

\[
(A \star B)(i,j) = \sum_a \sum_b A(a,b)B(i-a,j-b)
\]  

(22)

where the dimensions of the resulting image \( A \star B \), and thereby also the summation limits, depend on which type of convolution is being performed. The three most common forms of convolution are:

- **Valid**: Only the indices for which \( 1 \leq a \leq N_A, 1 \leq b \leq M_A \) and \( 1 \leq i-a \leq N_B, 1 \leq j-b \leq M_B \) are summed over. The result has dimensions \( |N_A - N_B| + 1 \times |M_A - M_B| + 1 \). See Figure 12a.

- **Same**: The first input image is zero-padded such that the output has the same size as \( A \). See Figure 12b.

- **Full**: Either of the images are padded such that all overlaps with size greater than or equal to one, are included in the output. The resulting image has dimensions \( N_A + N_B - 1 \times M_A + M_B - 1 \). See Figure 12c.

9.2.1.1. Examples

Two examples of image filtering using convolution are shown in Figure 13. The image in Figure 13b was obtained by convolving the original image with a filter of size \( 11 \times 11 \), where each value was \( 1/11^2 \). This effectively makes each output

\[^3\text{We will refrain from using this name, as it can be confused with other types of “kernels” defined later.}\]
Figure 12: Different types of padding schemes for discrete convolution. Note that the filter, \( B \), is flipped up-down and left-right before the element-wise multiplication, as is indicated in Eq. (22).
pixel a local average of its neighboring pixels, resulting in a smoothed image. The image in Figure 13c was obtained using the Laplacian filter:

\[ B_{\text{Laplace}} = \begin{bmatrix} -1 & -1 & -1 \\ -1 & 8 & -1 \\ -1 & -1 & -1 \end{bmatrix} \]

which is a widely used edge-detection filter.

9.2.1.2. Properties of the convolution operator

The convolution operator is both associative: \((A \star B) \star C = A \star (B \star C)\), and commutative: \(A \star B = B \star A\). Additionally, it has two nice properties which makes it especially suitable for image processing; the first one being linearity:

\[ A \star (bB + cC) = b(A \star B) + c(A \star C) \]

where \(b\) and \(c\) are arbitrary scalars. The second property is translation equivariance:

\[ T(A) \star B = T(A \star B) \]

where \(T\) is a translation function, with \(T(A)(i, j) = A(i + t_1, j + t_2)\), where \(t_1\) and \(t_2\) are integers. This last property means that the response for a specific object in an image will be the same regardless of that object’s position in the image. The response will simply be located at the corresponding position in the output image.

9.2.1.3. Images with multiple channels

There are several ways to handle the case of images with multiple channels when designing the convolution operator. If we have a filter with a single channel, the classical solution is to simply perform the convolution channel-by-channel. Another option is to define a filter with the same number of channels as the
Figure 14: A simple convolutional neural network. "Dense" refers to a perceptron layer, which is commonly used as a last layer to produce vectorial outputs.

input image, say $C$, and then generalize the convolution operator in the following manner:

$$(A \star B)(i, j) = \sum_a \sum_b \sum_{c=1}^{C} A(a, b, c) B(i - a, j - b, c)$$ (23)

which produces an output image with one channel. Adding more output channels can be solved by simply adding more filters.

9.2.2. Convolutional layers

A convolutional neural network, is a deep neural network where one or more of the layers are convolutional layers. In a convolutional layer, the nodes perform convolutions, as in Eq. (23), instead of the inner product done by the MLP. An example of a simple convolutional layer can be found in the first transition in Figure 14. Here a 3-channel 64 × 64 input image is processed by 8 filters, producing 8 1-channel images of size 64 × 64, or equivalently, one 8-channel image of size 64 × 64.

Note that there is some ambiguity in the literature regarding the term “convolutional layer” [12]. One option is to strictly define the layer as above, where the layer consists of only the convolution operator. However, this can make the explanation of more complex CNN-based models somewhat cumbersome, which has led to the inclusion of activation functions and pooling operations (explained below) in the term “convolutional layer”. In this thesis, we will adhere to this second, somewhat looser definition – in order to make the description of future models easier.

9.2.2.1. Activation function

Recall that convolution is a linear operator, and that the composition of linear operators is itself linear. Thus, a convolutional neural network consisting solely of convolutional layers will be a linear map from the input space to the output space. To take potentially nonlinear structure in the data into account, a nonlinear
activation function is usually applied within convolutional layers, in an element-wise fashion. Early work on CNNs focused on squashing nonlinearities, like the sigmoid or hyperbolic tangent [25]. However, recently it has been shown that networks using rectifier-activations tend to improve performance by allowing for better gradient flow during training [68, 69, 70]. The rectified linear unit (ReLU) is defined as:

$$\text{ReLU}(x) = \max(0, x).$$

Its derivative is the unit-step function:

$$\frac{d}{dx} \text{ReLU}(x) = \begin{cases} 
1, & x > 0 \\
0, & x < 0 
\end{cases}$$

which, in contrast to the derivatives of squashing nonlinearities, does not vanish for large values of $x$. This property is precisely what helps improve gradient flow during training. Note that $\text{ReLU}(x)$ is not actually differentiable at $x = 0$, which is a problem since backpropagation requires differentiable loss functions. The common approach to bypass this problem is to simply define the gradient $\frac{d}{dx}|_{x=0} \text{ReLU}(x)$ to be equal to zero [69].

### 9.2.2.2. Pooling

Depending on the problem at hand, it might be beneficial for objects located at approximately the same location in the image to have the same output. An extreme example of such a problem is an object detector, where the only task is to detect whether a specific object is in the image, or not. At some point, the network has to translate the information “object located at position $(x, y)$”, to just ”object exists somewhere in the image”. This motivates the use of Pooling-layers, which divide the input image into non-overlapping patches of equal size, and then compute some scalar statistic for each patch. The statistic can be e.g. the maximum value, or the average of the given patch. When the former is used, the operation is referred to as max pooling or MaxPool. As is indicated in Figure 14, the Pooling operation is applied on a channel-by-channel basis. Pooling layers also have the added benefit of reducing the size of the intermediate representations, decreasing memory consumption, and allowing for faster processing in subsequent layers.

### 9.2.2.3. Weight sharing

As was previously stated, the most important distinction between the multilayer perceptron and the convolutional neural network, is that the CNN replaces the MLPs inner product with convolution. This also brings with it the notion of shared weights [25]. Since the convolution operator “slides” the same filter across the input image, the filter can be chosen to have dimensions much smaller than the input. Hence, the same weights (elements of the filter) are used at multiple
locations in the input, i.e. they are shared across the spatial dimensions of the image. An MLP designed to process the same input would need to have a weight vector with number of elements equal to the number of pixels in the input, leading to an increase in the number of parameters compared to the CNN. Thus, the memory consumed by a CNN can be drastically smaller than the memory consumed by a similarly sized MLP.

9.2.3. Computing the gradient of a convolutional layer

In contrast to classical signal processing tasks, the filters used in convolutional neural networks are not explicitly selected, but rather learned from data. Usually, this is done with gradient descent, similar to the training of MLPs. Suppose we have a loss function $\mathcal{L}$, and we are interested in computing its gradient with respect to $K(i, j, l)$, which will denote element $(i, j, l)$ of the filter $K$. Define:

$$Y = a(V), \quad V = X \ast K,$$

as the output of the layer, after application of the activation function. Here, $X$ is the input to the convolution layer, and $a$ is the activation function, which is applied element-wise. From the chain-rule, we get:

$$\frac{\partial \mathcal{L}}{\partial K(i, j, l)} = (\nabla_Y \mathcal{L})^T \frac{\partial Y}{\partial K(i, j, l)} \tag{24}$$

where we assume $\nabla_Y \mathcal{L}$ has been computed in later layers of the network. Thus, it remains to compute:

$$\frac{\partial Y}{\partial K(i, j, l)} = \left[ \frac{\partial Y(1, 1)}{\partial K(i, j, l)}, \ldots, \frac{\partial Y(m, n)}{\partial K(i, j, l)} \right]^T$$

where $(m, n)$ are the dimensions of $Y$. For element $(x, y)$ we get:

$$\frac{\partial Y(x, y)}{\partial K(i, j, l)} = a'(V(x, y)) \frac{\partial V(x, y)}{\partial K(i, j, l)}$$

$$= a'(V(x, y)) \sum_{abc} \frac{\partial}{\partial K(i, j, l)} K(a, b, c) X(x - a, y - b, c)$$

$$= a'(V(x, y)) X(x - i, y - j, l).$$

Substituting this result back into Eq. (24) gives:

$$\frac{\partial \mathcal{L}}{\partial K(i, j, l)} = (\nabla_Y \mathcal{L})^T \left[ \begin{array}{c} a'(V(1, 1)) X(1 - i, 1 - j, l) \\ \vdots \\ a'(V(m, n)) X(m - i, n - j, l) \end{array} \right]$$
which is the desired update for $K(i,j,l)$. Analogously, we can obtain the derivative of $L$ with respect to the input, $X$ as:

$$\frac{\partial L}{\partial X(i,j,l)} = (\nabla_y L)^T \begin{bmatrix} a'(V(1,1))K(1-i,1-j,l) \\ \vdots \\ a'(V(m,n))K(m-i,n-j,l) \end{bmatrix}$$

which can then be propagated backwards to earlier layers. The generalization to several filters, and several inputs is straightforward.

9.3. Recurrent neural networks

We will now shift our focus to the type of data which incorporates some form of sequential dependence. This type of data mainly includes sequences, and more specifically, time series, which are sequences formed through the evolution of time. Due to the nature of the data-generating process, the vast majority of these sequences contain some form of dependence between different timesteps. Therefore, it is most natural that the way we process element $t$ of the sequence should not only depend on observation $t$ itself, but also on the preceding elements, 1 through $t-1$, so that we are able to capture this temporal dependence.

Recurrent Neural Networks (RNNs) are a class of deep neural networks designed to take the temporal dependence into account. In general, the RNN model is a pair of recurrence relations on the form

$$h(t) = f(x(t), h(t-1); \theta_f), \quad y(t) = g(h(t); \theta_g) \quad (25)$$

where $x^1, \ldots, x^T$ is the input sequence, $h(t)$ is the state of the RNN at time $t$, $y(t)$ is the output of the RNN at time $t$, and $(\theta_f, \theta_g)$ are parameter vectors. From this we can see that the current state $h(t)$ depends on all previous states and inputs through the recurrent connection with $h(t-1)$. The exact form of the functions $f$ and $g$ can vary based on which type of RNN is being used. Moreover, it should be noted that both the parameter vectors $\theta_f$ and $\theta_g$, and the functions $f$ and $g$ do not depend on $t$, meaning that these are constant with respect to time. Hence, the RNN also employs the concept of parameter sharing, which we previously saw in CNNs.

9.3.1. The Elman RNN

The Elman RNN (ERNN) [71] is one of the first types of RNN to be proposed. Here, the function $f$ consists on an affine transformation of the pair $(x(t), h(t-1))$, followed by a sigmoid-activation function:

$$h(t) = \sigma(Wx(t) + Uh(t-1) + b). \quad (26)$$
The output of the ERNN at time $t$ is then

$$y^{(t)} = \sigma(W_y h^{(t)} + b_y)$$

where $(W, U, b, W_y, b_y)$ are learnable parameters, and $\sigma(x) = (1 + e^{-x})^{-1}$ is the sigmoid-function, which is applied element-wise.

### 9.3.2. Vanishing or exploding gradients

RNNs are trained using a generalization of the backpropagation algorithm, referred to as backpropagation through time (BPTT). However, it was quickly discovered that the simple ERNN-architecture had problems with this training regime, especially when it came to modeling long-term dependencies. For now, consider the simple RNN computing

$$h^{(t+1)} = f(h^{(t)})$$

for some function $f$. The Jacobian $dh^{(t+1)}$ of $h^{(t+1)}$ is

$$dh^{(t+1)} = df(h^{(t)}) dh = df(h^{(t)}) df(h^{(t-1)}) \cdots df(h^{(1)})$$

by the chain rule, where $df$ denotes the Jacobian of $f$. If we take $f$ to be a linear mapping with matrix $A$, we get $dh^{(t+1)} = A^t$, which means that, for an initial gradient $g^{(1)}$, we have $g^{(t)} = A^t g^{(1)}$ for the gradient at time $t$. Let $A = E \Lambda E^{-1}$ be the eigendecomposition of $A$, where $\Lambda$ is a diagonal matrix containing the eigenvalues of $A$. $A^t$ then has eigendecomposition $A^t = E \Lambda^t E^{-1}$.

Thus, eigenvalues whose absolute values are not close to one will either explode or vanish, also causing the gradient to act similarly. Furthermore, it was shown in [73] that the gradient of a long-term interaction is vanishingly small compared to the gradient of a short-term interaction, meaning that one cannot simply solve the problem by ”constraining the parameters such that the eigenvalues of the Jacobian are close to one”.

In practice, the assumptions made about the form of the recurrence relation in the preceding argument, are somewhat unrealistic. However, it turns out that simpler nonlinear RNN architectures, like the ERNN, still exhibit the same type of behavior.

### 9.3.3. Multilayer RNNs

Similarly to the aforementioned DNN architectures, RNNs can also be stacked to produce a ”deeper” model. This is done by taking the hidden state $h^{(t)}$ and passing it on to another RNN operation, instead of using it to compute the output.

---

4BPTT will be revisited in more detail later in this section.
directly. For an RNN of depth $D$, we get one sequence of hidden states for each layer:

$$
\begin{align*}
    h_1^{(t)} &= f_1(h_1^{(t-1)}, x^{(t)}; \theta_{f,1}) \\
    h_2^{(t)} &= f_2(h_2^{(t-1)}, h_1^{(t)}; \theta_{f,2}) \\
    &\vdots \\
    h_D^{(t)} &= f_D(h_D^{(t-1)}, h_{D-1}^{(t)}; \theta_{f,D}).
\end{align*}
$$

The output $y^{(t)}$ is then computed as a function of the topmost hidden state:

$$
y^{(t)} = g(h_D^{(t)}; \theta_g)
$$

9.3.4. Bidirectional RNNs

In some applications, it might be beneficial to model the system based on temporal dependence in both the forward and backward directions. With RNNs, this can be done by having two separate instances of the recurrence relations, where the first instance receives the original sequence $x_1, \ldots x_T$, while the second instance receives the reversed sequence $x_T, \ldots x_1$. I.e:

$$
\begin{align*}
    h_F^{(t)} &= f_F(x^{(t)}, h_F^{(t-1)}; \theta_{f,F}) \\
    h_B^{(t)} &= f_B(x^{(T-t+1)}, h_B^{(t-1)}; \theta_{f,B})
\end{align*}
$$

where the subscripts $F$ and $B$ denote "forwards" and "backwards", respectively. The output is then computed based on both of the current hidden states:

$$
y^{(t)} = g(h_B^{(t)}, h_F^{(t)}; \theta_g).
$$

9.3.5. Gated RNNs

To overcome the gradient problems often exhibited by simpler RNN architectures, many modifications to the classical models have been proposed. Among these are the Long Short-Term Memory (LSTM) [74], and Gated Recurrent Unit (GRU) [75]. Both of these architectures keep a persistent state-vector which is only updated through element-wise affine transformations, whose slopes change over time. This allows for better gradient flow throughout the network.
9.3.5.1. Long short-term memory

A complete overview of the connections within the LSTM is given in Figure 15. For each time step $t$, the cell state $c^{(t)}$ and hidden state $h^{(t)}$ are computed as:

$$
\begin{align*}
    f^{(t)} &= \sigma(W_f x^{(t)} + U_f h^{(t-1)} + b_f) \\
    i^{(t)} &= \sigma(W_i x^{(t)} + U_i h^{(t-1)} + b_i) \\
    \tilde{c}^{(t)} &= \tanh(W_c x^{(t)} + U_c h^{(t-1)} + b_c) \\
    c^{(t)} &= f^{(t)} \odot c^{(t-1)} + i^{(t)} \odot \tilde{c}^{(t)} \\
    o^{(t)} &= \sigma(W_o x^{(t)} + U_o h^{(t-1)} + b_o) \\
    h^{(t)} &= o^{(t)} \odot \tanh(c^{(t)})
\end{align*}
$$

where $\odot$ denotes element-wise multiplication. If we first look at the cell state $c^{(t)}$, we see that it is indeed updated by an affine transformation. The slope, decided by $f^{(t)}$ is referred to as the output of the forget-gate, which decides how much of the previous cell state that should be kept (or forgot). The output of the input-gate, $i^{(t)}$ decides how much of the new proposed cell state, $\tilde{c}^{(t)}$, that should be added to the current cell state. The hidden state $h^{(t)}$ is not updated via an affine transformation, but rather as a squashed version of the cell state, which is scaled by the output of the output-gate, $o^{(t)}$. 
9.3.5.2. Gated recurrent unit

The computations within the GRU are illustrated in Figure 16. The update-equations are as follows:

\[
\begin{align*}
    h^{(t)} &= (1 - z^{(t)}) \odot h^{(t-1)} + z^{(t)} \odot \tilde{h}^{(t)} \\
    z^{(t)} &= \sigma(W_z h^{(t-1)} + U_z x^{(t)} + b_z) \\
    \tilde{h}^{(t)} &= \tanh(W(r^{(t)} \odot h^{(t-1)}) + U x^{(t)} + b) \\
    r^{(t)} &= \sigma(W_r h^{(t-1)} + U_r x^{(t)} + b_r).
\end{align*}
\]

The GRU can be seen as a simplification of the LSTM, where the forget-gate and input-gate have been replaced by a single update-gate \(z^{(t)}\). The cell state has also been removed, meaning that only the hidden state remains. Furthermore, the updating of the hidden state is now being done via an affine transformation, similarly to the cell state in the LSTM. The coefficients of the transformation are determined by the output-gate.

9.3.6. Computing the gradient in an RNN

As was previously stated, RNNs can be trained using "backpropagation through time" (BPTT), which is a variant of the ordinary backpropagation algorithm adapted to the RNN model. Suppose that, at time \(t\), we have a scalar loss function \(L^{(t)}(y^{(t)})\), which we wish to compute the gradient of, with respect to the parameter vectors \(\theta_f\) and \(\theta_g\), for the general RNN in Eq. (25). Starting with \(\theta_g\) we get:

\[
\nabla_{\theta_g} L^{(t)} = (\nabla_{y^{(t)}} L^{(t)})^T \cdot d_{\theta_g} y^{(t)}
\]

where \(d_{\theta_g} y^{(t)}\) denotes the Jacobian of \(y^{(t)}\) with respect to \(\theta_g\). For \(\theta_f\) we get:

\[
\nabla_{\theta_f} L^{(t)} = (\nabla_{y^{(t)}} L^{(t)})^T \cdot d_{h^{(t)}} y^{(t)} \cdot d_{\theta_f} h^{(t)}
\]
and:
\[ d_\theta, h^{(t)} = d_\theta, h^{(t)*} + d_{h^{(t-1)}}, h^{(t)} \cdot d_\theta, h^{(t-1)} \]

where \( h^{(t)*} \) is a variable which is identical to \( h^{(t)} \), with the exception of \( h^{(t-1)} \) being treated as a constant.

For the Elman-RNN, the elements of the Jacobians are:

\[
\frac{\partial y^{(t)}_i}{\partial w_{y,jk}} = \sigma'(v_{y,i}) \delta(i,j) \]
\[
\frac{\partial y^{(t)}_i}{\partial b_{y,j}} = \sigma'(v_{y,i}) \delta(i,j) 
\]
\[
\frac{\partial h^{(t)*}_i}{\partial w_{jk}} = \sigma'(v_{i}) \delta(i,j) x^{(t)}_k 
\]
\[
\frac{\partial h^{(t)*}_i}{\partial b_j} = \sigma'(v_{i}) \delta(j) 
\]
\[
\frac{\partial h^{(t)}_i}{\partial u_{j}} = \sigma'(v_{i}) u_{ij} 
\]
\[
\frac{\partial h^{(t-1)}_i}{\partial h^{(t)}_j} = \sigma'(v_{i}) u_{ij} 
\]

where \( v_{y,i} \) denotes the \( i \)-th element of \( W_y, h^{(t)} + b_y \), and \( v_{i} \) denotes the \( i \)-th element of \( Wx + Uh^{(t-1)} + b \). The function \( \delta(i,j) \) is the Kronecker-delta, which is 1 if \( i = j \), and 0 otherwise. The generalization to bidirectional RNNs, multiple layers, and several inputs is straightforward.

### 9.4. Autoencoders

![Autoencoder Diagram](image)

Figure 17: A simple autoencoder. The input \( X \) is processed by the encoder, producing \( h = Enc_{\theta}(X) \). Then the reconstructed input is computed by the decoder as \( \hat{X} = Dec_{\theta}(h) \).

The autoencoder [77, 78, 12] is a neural network based model designed for unsupervised feature learning. In essence, the main objective of an autoencoder is to reconstruct an input observation as best it can. This might seem tautological at first, as the trivial identity mapping is indeed capable of perfectly reconstructing its input. Thus, it is required by the vast majority of autoencoders that at least one of the intermediate representations within the autoencoder has a dimensionality which is smaller than that of the input data. This is sometimes referred to as the bottleneck principle, and has led to the success of autoencoders in many machine learning tasks [77, 79, 80, 15].

\textsuperscript{5}These types of autoencoders are sometimes also referred to as undercomplete, whereas autoencoders implementing the constraint of nontriviality through other means are referred to as overcomplete. The latter will not be covered in more detail in this thesis.
Mathematically, the autoencoder consists of a pair of parameterized functions, namely the encoder $\text{Enc}_{\theta_e} : X \rightarrow H$, and the decoder $\text{Dec}_{\theta_d} : H \rightarrow X$, where $X$ is the space containing the input data, and $H$ is a vector space which contains the learned representations. $\theta_e$ and $\theta_d$ denote parameter vectors for the encoder and decoder, respectively. The bottleneck principle now reads $\dim(H) < \dim(X)$, which immediately implies $\text{Enc}_{\theta_e} \neq \text{Id}$ and $\text{Dec}_{\theta_d} \neq \text{Id}$, where $\text{Id}$ denotes the identity mapping. This causes the aforementioned trivial solution to be avoided.

Figure 17 shows an example of a simple autoencoder. Here, both the encoder and decoder consist of three fully-connected layers.

The autoencoder can be represented by the composition $\text{Dec}_{\theta_d} \circ \text{Enc}_{\theta_e} : X \rightarrow X$, whose reconstruction error we seek to minimize. For a dataset $\mathcal{X} = \{X_1, \ldots, X_n\}$ we have the loss function

$$
\mathcal{L}_{\text{ae}}(\theta_e, \theta_d; \mathcal{X}) = \frac{1}{n} \sum_{i=1}^{n} \|X_i - (\text{Dec}_{\theta_d} \circ \text{Enc}_{\theta_e})(X_i)\|_X^2
$$

where $\| \cdot \|_X^2$ denotes some norm on $X$. If $X$ is a vector space, the squared Euclidean norm is frequently used. When the autoencoder’s training procedure is finished, the encoder $\text{Enc}_{\theta_e}$ can be used to obtain the learned representation for arbitrary input elements from $X$.

### 9.4.1. Connection to principal component analysis

If we let $X$ be a vector space, and $\text{Enc}_{\theta_e}$ and $\text{Dec}_{\theta_d}$ be linear transformations, it can be shown that minimizing the mean squared error loss $\mathcal{L}_{\text{ae}}$ is equivalent to performing PCA on zero-mean data [77]. Thus, in this simple case, the matrix for the encoding transformation can be obtained by stacking eigenvectors from the estimated covariance matrix of the input data.

### 9.4.2. Deep autoencoders and other variations

Many different takes on the classical autoencoder framework have been proposed over the years. One of the most noticeable trends – which has also influenced the entire field of deep neural networks, due to the increase in computational capacity – is to build deeper models consisting of an increasing amount of layers, both in the encoder and in the decoder.

It should also be noted that the autoencoder framework is not limited to MLPs, but can also employ both convolutional and recurrent layers. A CNN-based autoencoder was proposed by Masci et al. [81], and an RNN-based autoencoder was introduced by Srivastava et al. [82].

Although all layers of a deep autoencoder can be trained simultaneously, a greedy layer-wise training procedure has been shown to yield better representations in
some cases [83, 80, 81]. These stacked autoencoders are formed by first training a shallow two-layer autoencoder, and then using the representation provided by this autoencoder to train another two-layer autoencoder “between” the two initial layers. This process can be repeated until the desired number of layers is reached.

Another commonly applied modification to the autoencoder framework is to train with a denoising criterion [79, 80]. In this case, the autoencoder is trained to reconstruct a noise-free version of an input observation, based on a noisy version of said input. Thus, the denoising autoencoder introduces a stochastic corruption process $\eta$ which produces a corrupted version of a given input observation. The loss function is therefore

$$L_{dae}(\theta_e, \theta_d, X) = \frac{1}{n} \sum_{i=1}^{n} ||X_i - (\text{Dec}_{\theta_d} \circ \text{Enc}_{\theta_e} \circ \eta)(X_i)||^2_X.$$  

Vincent et al. [80] empirically demonstrate that the features learned using a stacked denoising autoencoder are better suited for classification and reconstruction, compared to similarly constructed stacked autoencoders.

### 9.5. Self-supervised learning

Self-supervised learning [36] is an approach to learning image representations in an unsupervised manner. The main idea is to construct a model that can be trained in a supervised fashion, based on an unlabeled dataset. One approach to this is through the task of context prediction, where the model learns to predict the location of an image patch, relative to another patch extracted from the same image. This approach to self-supervised learning is the one we will use throughout this thesis. Doersch et al. [36] argue that a model which is trained to perform this task learns to recognize characteristic parts of the objects present in the dataset. This is indeed intuitive as determining the relative location of one patch with respect to another becomes much easier when one is able to identify the object in the image.

#### 9.5.1. Model description

The model used for the prediction task is a convolutional neural network, followed by a number of fully-connected layers. The input to the model is illustrated in Figure 18. Note that the different patches outlined in Figure 18 are not contiguous, but rather separated and jittered relative to each other. This is done to avoid “trivial” solutions where the model simply learns to continue patterns or textures in the image.

The input $X$ consists of the two image-patches, which are processed independently by the convolutional layers of the model, as well as the first fully connected layer. Note that the output of the last convolutional layer has to be vectorized...
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Figure 18: Input to the self-supervised model. Figure from [36]

X = (1, 2); Y = 3

(flattened) before being processed by the fully-connected layer. The vectorial representations produced for the two patches by the first fully connected layer are then concatenated, and processed by three more fully-connected layers. The last of these layers produces an 8-dimensional vector containing the predicted probabilities of the different relative positions.

When training the model, these probabilities are compared with the correct position (position 3 in the example of Figure 18), so that they agree as best as possible. This can be done using an ordinary supervised loss function, such as the cross-entropy loss function [1]:

$$L_{ce} = -\sum_{i=1}^{n} \sum_{j=1}^{8} \left( y_{ij} \ln \hat{y}_{ij} + (1 - y_{ij}) \ln \frac{1 - \hat{y}_{ij}}{1 - y_{ij}} \right)$$

where $n$ is the number of patch-pairs, $\hat{y}_{ij}$ is the predicted probability of patch-pair $i$ having relative position $j$, and

$$y_{ij} = \begin{cases} 1, & \text{True relative position of pair } i \text{ is } j \\ 0, & \text{otherwise} \end{cases}$$

is the one-hot encoded true relative position for patch-pair $i$.

9.5.2. From patches to full images

The model outlined above is designed to process patches extracted from a given image, rather than the full image. Thus, to obtain one representation for the whole image, one has to slightly modify the model. Recall that the convolution-operator does not require a fixed size input, meaning that the convolutional layers of the model can be left as-is. The fully-connected layers following the concatenation can be discarded, since we only have one image, and thus, nothing to
concatenate. This leaves the first fully connected layer, which still requires an input with fixed dimensionality. This layer is transformed to a convolutional layer following [84]. The transformation removes the vectorization-step after the last convolutional layer, and replaces the first fully-connected layer with an equivalent convolutional layer, whose parameters are obtained from the weight matrix belonging to the fully-connected layer it replaces. After this modification, the model is capable of processing an input image of arbitrary size.

The transformed model can now be used as a feature extractor directly, or to initialize the parameters of another convolutional neural network designed for other image-processing tasks.

9.6. Training DNNs

9.6.1. Gradient descent

In the description of MLPs, CNNs, and RNNs, we saw examples of gradient computations used to determine the desired weight updates for the respective models. This is because DNNs are commonly trained using the backpropagation algorithm [67]. Suppose we have a loss function $L(\theta; X)$ which measures the performance of the model with parameters $\theta$, evaluated on the dataset $X$. The function $L$ is assumed to be large for ”bad” models, and small for ”good” models, which means that we seek the parameter vector $\theta$ which minimizes $L$. Often, $L$ is taken to be the negative log-likelihood of the sample: $L = -\sum_{x \in X} \ln p_x(x)$, where the dataset is assumed to contain independent and identically distributed samples from the distribution $p_x$.

In gradient descent, the current parameter vector $\theta_i$ is updated according to

$$\theta_{i+1} = \theta_i - \lambda \nabla_{\theta_i} L(\theta_i; X)$$

which specifies an iterative procedure that can be repeated until some stopping criterion is met. In other words, at each iteration we update $\theta$ by moving it along the opposite direction of the gradient evaluated at that point. Recall that the gradient always points in the direction of steepest ascent, meaning that the above update corresponds to moving $\theta$ in the direction of steepest descent. The learning rate $\lambda$, is a hyperparameter which specifies the length of the step taken when updating the parameter vector. The selection of $\lambda$ is both model dependent and data dependent, which can make it difficult to determine a good value for this hyperparameter.

9.6.2. Stochastic mini-batch gradient descent

The algorithm outlined above updates the parameters based on the gradient computed on the full dataset $X$. If the dataset is large, the computational cost of
computing the gradient can be prohibitively large. Stochastic mini-batch gradient
descent aims to alleviate the computational cost by randomly partitioning the
dataset \( \mathcal{X} \) into a set of mini-batches, \( B_1, \ldots, B_m \), and then update \( \theta \) based on
the gradient computed on each mini-batch. The algorithm is summarized in
Algorithm 7.

\begin{algorithm}
\textbf{input:} Raw dataset \( \mathcal{X} \), loss function to minimize \( L \).
Initialize \( \theta \) randomly.

\textbf{while} Convergence criterion not met \textbf{do}
\hspace{1em} Randomly partition \( \mathcal{X} \) into \( m \) mini-batches, \( B_1, \ldots, B_m \)
\hspace{1em} for \( B \) in \( B_1, \ldots, B_m \) do
\hspace{2em} Compute the gradient: \( g = \nabla_\theta L(\theta; B) \)
\hspace{2em} Update the parameters: \( \theta \leftarrow \theta - \lambda g \)
\hspace{1em} end
\textbf{end}

\textbf{Algorithm 7:} Stochastic mini-batch gradient descent.
\end{algorithm}

From a statistical viewpoint, stochastic mini-batch gradient descent offers a com-
promise between computational cost and variance minimization. The latter of
which is a consequence of the averaging effect obtained when performing gradient
descent on the full dataset [12, 85].

9.6.3. The Adam optimization technique

A natural consequence of deep learning models beginning to gain traction, was
that the literature simultaneously saw an increase in publications about improving
the basic gradient descent theme set by the aforementioned methods. Many of
these works focused on the learning rate \( \lambda \), and how it should be adapted to
achieve faster convergence to a minimum of potentially lower value. Among these
methods are AdaGrad [86], AdaDelta [87], and RMSprop [88]. The Adam [89]
optimization technique also falls within this category, as it adapts the learning
rate based on running estimators of the mean and (uncentered) variance of the
gradient. These estimators are

\begin{align*}
\mathbf{m}_i &= \beta_1 \mathbf{m}_{i-1} + (1 - \beta_1) \mathbf{g}_i \\
\mathbf{v}_i &= \beta_2 \mathbf{v}_{i-1} + (1 - \beta_2) \mathbf{g}_i^2
\end{align*}

where \( \mathbf{g}_i = \nabla_\theta L(\theta_i) \) is the gradient at iteration \( i \), and \( \mathbf{g}_i^2 \) is its element-wise
square. \( \beta_1 \) and \( \beta_2 \) are hyperparameters\(^6\). The update rule is:

\begin{equation}
\theta_{i+1} = \theta_i - \frac{\eta}{\sqrt{\mathbf{v}_i} + \varepsilon} \hat{\mathbf{m}}_i
\end{equation}

\(^6\)The authors suggest \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \) as default values.
where

\[
\tilde{m}_i = \frac{m_i}{1 - \beta_1} \quad \text{and} \quad \tilde{v}_i = \frac{v_i}{1 - \beta_2}
\]

are bias-corrected modifications of \(m_i\) and \(v_i\), respectively. \(\eta\) is a learning rate, and \(\varepsilon\) is a small constant which is included to avoid potential numerical instabilities. From Eq. (28) it is apparent that Adam differs from ordinary gradient descent in two main ways:

(i) The mean-gradient \(\tilde{m}_i\) is used instead of the current gradient \(g_i\);

(ii) The learning rate is adapted based on the uncentered variance of previous gradients \(\lambda_i = \frac{\eta}{\sqrt{\tilde{v}_i + \varepsilon}}\).

Property (i) introduces more of the previously mentioned averaging-effect, which can also help ”push” the updating-scheme forwards at points where the current gradient is small \[1\]. A large variance implies that the algorithm is uncertain about which direction it should advance the gradient, and property (ii) therefore ensures that only small steps are taken in potentially uncertain directions \[89\].

### 9.6.4. Batch normalization

Batch normalization is a normalization scheme which can be applied to the layers of DNNs to improve performance and reduce the required number of training steps \[90\]. The normalization attempts to alleviate Internal Covariate Shift (ICS) which is defined as “the change in the distribution of network activations due to the change in network parameters during training” \[90\]. ICS is problematic as it requires a particular layer of the network to continuously adapt to a new distribution of outputs from the preceding layer.

Suppose we let \(y_1, \ldots, y_n\) be the vectorial outputs for the current batch at the layer to be normalized, at the current training iteration. Batch normalization then normalizes these outputs according to:

\[
\hat{y}_i = \gamma \odot (y_i - \mu) \odot \sigma + \beta
\]

where \(\gamma\) and \(\beta\) are learnable parameters, and \(\odot\) and \(\odot\) denote element-wise multiplication and element-wise division between vectors, respectively. \(\mu\) and \(\sigma\) are the empirical mean and standard deviations of the output components, for the given batch. These are computed as:

\[
\mu = \frac{1}{n} \sum_{i=1}^{n} y_i, \quad \sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (y_i - \mu_i) \odot (y_i - \mu_i)}
\]

where the square root is taken element-wise. To understand why this particular transformation reduces ICS it is useful to view it as the two-stage transformation:

\[
\hat{y}_i = \gamma \odot y_i^* + \beta, \quad y_i^* = (y_i - \mu) \odot \sigma
\]
where the elements of \( y_i^* \) has empirical mean and variance equal to 0 and 1, respectively.

The original authors of batch normalization, Ioffe and Szegedy [90], claim that this standardization of moments constrains the distribution of the layer’s outputs, thus reducing the ICS. \( \tilde{y}_i \) is then simply a linear transformation of \( y_i^* \) with parameters \( \gamma \) and \( \beta \), which is included to restore the representational power of the network after normalization.

However, in more recent work by Santurkar et al. [91], they show that the observed optimization improvements come from a smoother loss landscape, and not from stabilized distributions of activations. The smoothing of the loss landscape make the gradients more predictive and well behaved, allowing for more efficient optimization [91].

**Batch normalization in CNNs**

The transformation in Eq. (29) assumed that the outputs from the given layer were vectors. However, this is not the case with convolutional neural networks, where each output is represented as a 3-dimensional array of numbers, which means that the transformation has to be modified to accommodate these data types. This is done by slicing each array along the third dimension, forming a set of vectors from each array:

\[
Y_i \mapsto \{ y_{i,1}, \ldots, y_{i,m} \}
\]

where \( Y_i \in \mathbb{R}^{D_1 \times D_2 \times D_3} \) is the \( i \)-th output of the layer. The slicing process produces \( m = D_1 \cdot D_2 \) vectors which have dimension \( D_3 \). See Figure 19 for an illustration.

![Figure 19: Slicing an array \( Y \) along the third dimension to form a set of vectors \( y_1, \ldots, y_m \in \mathbb{R}^{D_3} \), where \( m = D_1 \cdot D_2 \).](image)

The transformation in Eq. (29) can then be performed on the set of vectors obtained by slicing all the arrays in the given batch. This causes the the normalization to have an effective batch size of \( n \cdot m = n \cdot D_1 \cdot D_2 \), as this is the total number of vectors obtained by slicing all \( n \) arrays.
Inference with batch normalized networks

From Eq. (29) it is apparent that introducing batch normalization after one or more layers in a neural network causes the output for a given input to depend on the rest of the elements in the current batch. Although this is fine during training, it is not a desired effect when the network is used for inference, as one typically wants a fixed correspondence between input and output. This is solved by keeping running estimates of $\mu$ and $\sigma$ during training, such that these reflect the moments of the layer outputs. When the network is used for inference, these estimates can then be used in place of the empirical moments, which will result in a fixed input-output relationship.

10. Deep clustering algorithms

The architectures described in the preceding section have proven to potentially yield large performance improvements in supervised classification tasks. Examples include AlexNet by Krizhevsky et al. [13] for large-scale image classification, and the Deep LSTM by Graves et al. [14] for speech recognition. However, these models are trained in a supervised fashion, as is the case with the majority of deep learning based success stories. Supervised training requires the data to be labeled before it can be used to train the model, which can be a prohibitive process for many applications.

This section will serve as an overview of related work, and introduce some of the impactful recent advances in deep clustering. The methods covered include Deep Embedded Clustering [15], SpectralNet [18], and Deep Divergence-based Clustering [20]. A few more algorithms are also covered in less detail, in order to provide a broad overview of the deep clustering field.

The design pattern for these models is to take one of the classical deep learning architectures described previously, and combine it with a clustering module, which computes the cluster membership vectors based on the representation provided by the deep neural network. The network and the clustering module are then trained simultaneously by minimizing an unsupervised loss function, to determine their respective parameters. The joint optimization causes the network to learn features that are well suited for the clustering module, while the clustering module learns to cluster these features in an optimal way.

Throughout this section, $f_\theta : X \rightarrow Z$ will denote the neural network mapping with parameters $\theta$, which maps from the input space $X$ to the space of learned representations $Z$. The clustering module will be denoted $g_\phi : Z \rightarrow U$, where $\phi$ is a vector of parameters, and $U$ is the space of cluster membership vectors. For an observation $X_i$, we have the learned representation $z_i = f_\theta(X_i)$, and cluster membership vector $u_i = g_\phi(z_i) = (g_\phi \circ f_\theta)(X_i)$. 
10.1. Deep Embedded Clustering

In Deep Embedded Clustering (DEC) [15], the feature extractor is parameterized by a multilayer perceptron, and the clustering module is based on soft-assignments to a set of centroids. More specifically, suppose we have $k$ centroids $\mu_1, \ldots, \mu_k \in \mathbb{R}$ associated with $k$ respective clusters. The soft cluster assignment of observation $i$ to cluster $j$ is then computed using Student’s $t$-distribution:

$$u_{ij} = \frac{\left(1 + \frac{||z_i - \mu_j||^2}{\alpha}\right)^{-\frac{\alpha+1}{2}}}{\sum_{l=1}^{k} \left(1 + \frac{||z_i - \mu_l||^2}{\alpha}\right)^{-\frac{\alpha+1}{2}}}$$

(30)

where $\alpha$ is a hyperparameter specifying the distribution’s degrees of freedom$^7$.

The loss function is constructed by forcing the distribution of cluster assignments $U$ closer to a target distribution $P$, by means of the Kullback-Leibler (KL) divergence:

$$\mathcal{L} = KL(P||U) = \sum_{i=1}^{n} \sum_{j=1}^{k} p_{ij} \ln \frac{p_{ij}}{u_{ij}}.$$  

(31)

The specification of target distribution is clearly a nontrivial choice, but the authors of DEC, Xie et al. [15], state that it should be chosen to have the following properties:

(i) Strengthen predictions.

(ii) Put more emphasis on high-confidence assignments.

(iii) Normalize loss contribution of each centroid.

They then proceed to suggest the distribution

$$p_{ij} = \frac{u_{ij}^2/f_j}{\sum_{l=1}^{k} u_{il}^2/f_l}$$

where $f_j = \sum_{i=1}^{n} u_{ij}$ is the frequency of the $j$-th cluster. Note that the division by $f_j$ helps $P$ satisfy property (iii). However, to the author’s best knowledge, no further proof on the fulfillment of conditions (i) or (ii) has been given. To this end, the following analysis is provided here: Let the difference between $p_{ij}$ and $u_{ij}$ be $\delta_{ij}$. Then we have $p_{ij} = u_{ij} + \delta_{ij}$, and:

$$u_{ij} + \delta_{ij} = \frac{u_{ij}^2/f_j}{s^2}$$

$^7$The authors of the DEC leave $\alpha = 1$ for all experiments.
where we let \( s_i^2 = \sum_{l=1}^k u_{il}^2 / f_l \) to unburden the notation. After some algebra, we obtain:

\[
\frac{s_i^2 - u_{ij}}{f_j} = -\delta_{ij} \frac{s_i^2}{u_{ij}}. 
\]

Note that \( s_i^2, u_{ij} \) and \( f_j \) are all positive, implying that if \( \frac{u_{ij}}{f_j} > s_i^2 \) then \( \delta_{ij} > 0 \) and \( p_{ij} > u_{ij} \). Thus, if \( u_{ij} \) is large (high confidence assignment), the loss function will force it to become even larger by pulling it closer to \( p_{ij} \), effectively strengthening the prediction. Conversely, if \( \frac{u_{ij}}{f_j} < s_i^2 \) then \( p_{ij} < u_{ij} \), meaning that the contribution of this specific assignment will be weighted down in the loss function (by multiplication of \( p_{ij} \)). This leads to more emphasis being put on high-confidence assignments.

### 10.1.1. Training

The clustering parameters (centroids) \( \phi = [\mu_1, \ldots, \mu_k] \), and network parameters \( \theta \), are estimated using stochastic mini-batch gradient descent. The gradient of the loss with respect to the \( j \)-th centroid is:

\[
\nabla_{\mu_j} L = -\frac{1}{\alpha} \sum_{i=1}^n \left( 1 + \frac{||z_i - \mu_j||^2}{\alpha} \right)^{-1} (p_{ij} - u_{ij}) (z_i - \mu_j). 
\]

For the \( i \)-th embedded observation, the gradient is:

\[
\nabla_{z_i} L = \frac{1}{\alpha} \sum_{j=1}^k \left( 1 + \frac{||z_i - \mu_j||^2}{\alpha} \right)^{-1} (p_{ij} - u_{ij}) (z_i - \mu_j) 
\]

which can be used to compute the weight updates in the MLP.

### 10.1.2. Initialization

DEC is not trained end-to-end using the aforementioned loss function. Rather, the parameters of the MLP are initialized by a stacked autoencoder (see Section 9.4), which is an architecture previously proven to provide representations suitable for clustering [80, 92]. When the autoencoder’s optimization procedure terminates, the decoder is discarded, and the parameters of the encoder are taken to be the initial parameters for the mapping \( f_\theta \). The centroids \( \mu_1, \ldots, \mu_k \) are initialized by running \( k \)-means on the hidden representations \( z_1, \ldots, z_n \), obtained by the autoencoder-initialized MLP. The MLP-parameters and centroids are then fine-tuned using the loss function in Eq. (31).
10.2. SpectralNet

As the name implies, SpectralNet [18] offers a deep learning based approach to the spectral clustering algorithm described in Part II. Recall that for ordinary spectral clustering, we sought an output \( y \) for a given input \( x \), without explicitly considering the mapping \( y = \varphi(x) \). Instead, the solutions for a given dataset was formulated as an eigendecomposition of the graph Laplacian, formed from a set of input vectors \( \mathcal{X} = \{x_1, \ldots, x_n\} \). This approach has a few notable drawbacks, the two most important being generalizability and scalability: The ordinary spectral clustering approach requires the full eigendecomposition to be repeated when clustering a previously unseen observation. Moreover, the computational complexity can make the eigendecomposition prohibitive for large datasets.

SpectralNet aims to alleviate these two shortcomings by modeling \( \varphi \) explicitly using an approximation \( f_\theta \), which is parameterized by a neural network. Suppose for now that we have a known symmetric affinity matrix \( W = [w_{ij}] \). The loss function used to train SpectralNet is then

\[
\mathcal{L} = \frac{2}{n^2} \text{tr}(Y^TLY) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} \|y_i - y_j\|^2
\]

(32)

where \( y_1, \ldots, y_n = f_\theta(x_1), \ldots, f_\theta(x_n) \) are the rows of \( Y \), and \( L = D - W \) is the graph Laplacian, defined as in Section 8.4.2. This loss function is proportional to the loss function of ordinary spectral clustering, but it is minimized using gradient descent, rather than through an eigendecomposition.

To avoid the trivial solution of mapping all inputs to the same output, the minimization of Eq. (32) is performed subject to the constraint

\[
\frac{1}{n^2} Y^T Y = I_k
\]

The original authors does not explicitly state which neural network architecture they use for their experiments.
where $I_k$ denotes the $k \times k$ identity matrix. This constraint is implemented as a linear orthogonalization layer, which orthogonalizes the columns of the matrix $Y$. Thus, the complete SpectralNet pipeline is (see Figure 21):

$$y_i = O\tilde{y}_i, \quad \tilde{y}_i = f_\theta(x_i)$$

where $O$ denotes the matrix of the linear mapping performed by the orthogonalization layer, which can be obtained through the Cholesky decomposition of $Y^T Y$ [18].

![Figure 21: An illustration of the SpectralNet architecture. The input $x$ is processed by the neural network $f_\theta$, producing $\tilde{y}$. This representation is then orthogonalized using the linear transformation $O$, to produce the output $y$.](image)

### 10.2.1. Training

During training, the data is presented to the architecture in the form of randomly sampled mini-batches of size $n$. Due to the addition of the orthogonalization constraint, the optimization procedure alternates between the following two steps:

1. Sample a mini-batch, and compute the matrix $Y$ based on current estimates of $O$ and $\theta$, and use it to update the orthogonalization matrix $O$

2. Sample a new mini-batch, and recompute the matrix $Y$. Compute the gradient of the loss function $\mathcal{L}$, to update the network parameters $\theta$.

In the latter step, the gradient$^9$

$$\nabla_{\tilde{y}_a} \mathcal{L} = \frac{4}{n^2} \left( \sum_{i=1}^n w_{ai}(y_a - y_i) \right)^T O$$

is propagated down to the neural network to update the parameters $\theta$. When the network has been trained, the final $y_1, \ldots, y_n$ are clustered using $k$-means.

$^9$Not provided by SpectralNet’s authors [18], but included here for completeness.
10.2.2. Computing the affinity matrix

As is the case with ordinary spectral clustering, the specification of an affinity matrix remains as a critical choice. The $\varepsilon$-connected Gaussian affinity

$$w_{ij} = \begin{cases} \exp \left( -\frac{d(x_i, x_j)}{2\sigma^2} \right), & d(x_i, x_j) < \varepsilon \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (33)$$

can most certainly be used, but it still requires the specification of a suitable distance function in the input space. In SpectralNet this distance function is learned from data, rather than being specified directly. This is accomplished by training an unsupervised siamese neural network [18, 93] to embed the input data in a vector space where the Euclidean distance can be used as a suitable distance function. An unsupervised siamese network is any network producing vectorial representations, trained to minimize the contrastive loss

$$\mathcal{L}_s = \sum_{i=1}^{n} \sum_{j=1}^{n} e_s(x_i, x_j)$$

where

$$e_s(x_i, x_j) = \begin{cases} ||z_i - z_j||^2, & \text{$x_j$ is $x_i$’s nearest neighbor} \\ \max(0, 1 - ||z_i - z_j||)^2, & \text{otherwise} \end{cases}$$

Here, $z_i$ denotes the siamese embedding of $x_i$. The distance function is then

$$d(x_i; x_j) = ||z_i - z_j||$$

which can be used to compute the affinity matrix $W$ through Eq. (33). The contrastive loss function causes the siamese network to learn an approximate adaptive nearest neighbor metric, which tends to more accurately describe similarity structure, than the Euclidean metric computed in the input space. This is demonstrated experimentally by Shaham et al. [18]. Note that the siamese network is constructed and trained prior to training of the neural network $f_\theta$, and thus treated as fixed when the latter is being trained.
10.3. Deep Divergence-based Clustering

![Diagram of the DDC model for image clustering.](image)

Figure 22: An overview of the DDC model for image clustering. Figure from [20]. Note that the notation is slightly different, as we have \( \alpha = u \) and \( h = z \).

In contrast to the two aforementioned algorithms which were vector based, Deep Divergence-based Clustering (DDC) [20] is an approach to image clustering utilizing ideas from deep learning. In DDC, the mapping \( f_\theta \) is a convolutional neural network, which previously has been shown to perform well on supervised image processing tasks [25, 13]. The last layer of the CNN is a fully-connected layer which receives the flattened output from the last convolutional layer, and produces the representation \( z \). The clustering module \( g_\phi \) consists of another fully-connected layer, which produces the soft cluster membership vector (see Figure 22).

DDC’s loss function is constructed based on both the learned representations \( z \), and the cluster membership vectors \( u \). It is designed to enforce the following requirements:

(i) **Cluster compactness and separability**: In the representation space \( Z \), individual clusters should be compact, while different clusters should be well separated.

(ii) **Orthogonal cluster membership vectors**: Cluster membership vectors pointing to different clusters should be orthogonal in \( \mathbb{R}^k \).

(iii) **Closeness to simplex corner**: Each cluster membership vector should be close to a corner of the standard simplex in \( \mathbb{R}^k \) (defined as: \( \{(a_1, \ldots, a_k) \in \mathbb{R}_{\geq 0}^k : \sum_{i=1}^k a_i = 1\} \)).

The loss function is the sum of three terms, each of which tackles one of the properties outlined above:

\[ L = L_1 + L_2 + L_3. \]

The first loss term enforces the separability and compactness condition through the Cauchy-Schwarz (CS) divergence between \( k \) probability density functions \( p_1, \ldots, p_k \) [37]:

\[
D_{cs}(p_1, \ldots, p_k) = -\ln \left( \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{\int p_i(z)p_j(z)dz}{\sqrt{\int p_i^2(z)dz} \sqrt{\int p_j^2(z)dz}} \right).
\]
Note that \( \frac{1}{k} \) is used as a normalization constant, instead of \( \binom{k}{2}^{-1} \), which was used by Jenssen et al. [37]. In order to describe DDC in its original form, we will stick to \( \frac{1}{k} \) in this section.

Maximizing \( D_{cs} \) corresponds to minimizing the argument of the logarithm, resulting in:

\[
\mathcal{L}_1 = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{\int p_i(z)p_j(z)dz}{\sqrt{\int p_i^2(z)dz \int p_j^2(z)dz}}.
\]

Suppose that each of the probability density functions represent their own cluster. The numerator of term \((i, j)\) in \( \mathcal{L}_1 \) is the integrated overlap between between clusters \( i \) and \( j \). A small value of the integrated overlap leads to clusters that are well separated. The denominator is the product of integrated self-overlap for clusters \( i \) and \( j \). These quantities will be large if both clusters are compact. Hence, a combination of compact and well-separated clusters will result in \( \mathcal{L}_1 \) taking a small value.

The probability density functions \( p_1, \ldots, p_k \) are unknown, and have to be estimated from data. Using the kernel density estimator [38] we get:\(^{10}\)

\[
p_j(z) = \frac{1}{|C_j|\sigma^{\text{dim}Z}} \sum_{z_j \in C_j} K \left( \frac{||z - z_j||}{\sigma} \right)
\]

where \( K \) is chosen to be a Gaussian

\[
K(x) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2}{2} \right)
\]

and \( \sigma \) is a bandwidth parameter. If we assume for now, that the cluster membership functions produce hard assignments, we can rewrite \( \mathcal{L}_1 \) as:

\[
\mathcal{L}_1 = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{\mathbf{v}_i^T \mathbf{K} \mathbf{v}_j}{\sqrt{\mathbf{v}_i^T \mathbf{K} \mathbf{v}_i \mathbf{v}_j^T \mathbf{K} \mathbf{v}_j}}
\]

where \( \mathbf{K} = [\kappa_{ij}] \) is the kernel matrix whose elements are the pairwise similarities \( \kappa_{ij} = K \left( \frac{||z_i - z_j||}{\sigma} \right) \). \( \mathbf{v}_j \) denotes the \( j \)-th column of the \( n \times k \) cluster assignment matrix \( \mathbf{U} \), which can be formed row-wise from the cluster assignment vectors \( \mathbf{u}_1, \ldots, \mathbf{u}_n \). To make the loss function differentiable, we can now relax the hard membership constraint, and allow for soft assignments instead.

The second loss term enforces the orthogonality between the cluster assignments vectors \( \mathbf{u}_1, \ldots, \mathbf{u}_n \). The matrix \( \mathbf{U} \mathbf{U}^T \) consist of pairwise inner products between cluster assignment vectors, and thus, small elements in the upper (or lower)
triangular part of this matrix would correspond to orthogonal cluster assignment vectors. This gives the loss term

\[ \mathcal{L}_2 = \text{triu}(UU^T) = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} u_i u_j \]

which is the sum of the strictly upper triangular part of \(UU^T\). However, this sum also enforces orthogonality between vectors pointing to the same cluster, and thus introduces a regularizing effect to the optimization by repelling the cluster assignment vectors away from each other.

The last loss term ensures that the cluster assignment vectors lie close to a corner of the simplex containing the assignments \(u_1, \ldots, u_n\). Let \(M\) be the matrix whose elements are:

\[ m_{ij} = \exp(-||u_i - e_j||^2) \]

where \(e_j\) denotes the \(j\)-th corner of the simplex (\(j\)-th cartesian basis vector). Then we have the loss term:

\[ \mathcal{L}_3 = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{m_i^T K m_j}{\sqrt{m_i^T K m_i m_j^T K m_j}} \]

where \(m_j\) denotes the \(j\)-th column of \(M\). Due to its resemblance to \(\mathcal{L}_1\), \(\mathcal{L}_3\) can be interpreted analogously: The distribution of cluster assignment vectors should be compactly centered around separate simplex corners.

### 10.3.1. Training

In contrast to DEC, DDC can be trained end-to-end from randomly initialized parameters. Training is done by minimizing the loss function \(\mathcal{L}\) using mini-batch stochastic gradient descent. However, the gradient computations were not provided by Kampffmeyer et al. [20]. For the sake of completeness, they are provided here. First of all, notice that we have:

\[ \nabla \mathcal{L} = \nabla \mathcal{L}_1 + \nabla \mathcal{L}_2 + \nabla \mathcal{L}_3. \]

Starting with the derivative of \(\mathcal{L}_1\) with respect to an output \(u_{ab}\):

\[ \frac{\partial \mathcal{L}_1}{\partial u_{ab}} = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{D_1(i, j) \cdot \sqrt{v_i^T K v_i v_j^T K v_j} - D_2(i, j) \cdot \frac{v_i^T K v_j}{2 \sqrt{v_i^T K v_i v_j^T K v_j}}}{v_i^T K v_i v_j^T K v_j} \]

where:

\[ D_1(i, j) = \frac{\partial}{\partial u_{ab}} v_i^T K v_j = \delta(i, b) \sum_{m=1}^{n} k_{am} u_{mj} + \delta(j, b) \sum_{l=1}^{n} k_{ia} u_{li} \]
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and:

\[
D_2(i, j) = \frac{\partial}{\partial u_{ab}} v_i^T K v_i v_j^T K v_j
\]

\[= 2 \left( \delta(i, b) v_i^T K v_j \sum_{m=1}^n k_{am} u_{mi} + \delta(j, b) v_i^T K v_i \sum_{m=1}^n k_{am} u_{mj} \right).\]

The gradient of \( \mathcal{L}_1 \) wrt. an embedded point \( z_a \) is:

\[\nabla_{z_a} \mathcal{L}_1 = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^k \frac{D_3(i, j) \cdot \sqrt{v_i^T K v_i v_j^T K v_j} - D_4(i, j) \cdot \frac{v_i^T K v_j}{2 \sqrt{v_i^T K v_i v_j^T K v_j}}}{v_i^T K v_i v_j^T K v_j}\]

where:

\[D_3(i, j) = \nabla_{z_a} v_i^T K v_j\]

\[= \sum_{m=1}^n u_{ai} u_{mj} k_{am} \left( \frac{z_m - z_a}{\sigma^2} \right) + \sum_{l=1}^n u_{il} u_{aj} k_{la} \left( \frac{z_l - z_a}{\sigma^2} \right)\]

and:

\[D_4(i, j) = \nabla_{z_a} (v_i^T K v_i v_j^T K v_j) = D_3(i, i) v_i^T K v_j + v_i^T K v_i D_5(j, j)\]

Moving on to \( \mathcal{L}_2 \) we have:

\[\nabla_{u_a} \mathcal{L}_2 = \sum_{i=1}^{n-1} u_i + \sum_{j=a+1}^n u_j\]

and finally, for \( \mathcal{L}_3 \), we get:

\[
\frac{\partial \mathcal{L}_3}{\partial u_{ab}} = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^k \frac{D_5(i, j) \cdot \sqrt{m_i^T K m_j m_j^T K m_j} - D_6(i, j) \cdot \frac{m_i^T K m_j}{2 \sqrt{m_i^T K m_j m_j^T K m_j}}}{m_i^T K m_j m_j^T K m_j}\]

where:

\[D_5(i, j) = \frac{\partial}{\partial u_{ab}} m_i^T K m_j\]

\[= 2 \sum_{t=1}^n k_{at} m_{ij} m_{ai} (e_{ib} - u_{ab}) + 2 \sum_{s=1}^n k_{sa} m_{si} m_{aj} (e_{jb} - u_{ab})\]

and:

\[D_6(i, j) = m_i^T K m_i D_5(j, j) + m_j^T K m_j D_5(i, i)\]

To summarize, any derivative with respect to component(s) of \( U \) are used to update the parameters of the output layer \( \phi \), through the MLP-derivatives provided in the previous part. The parameters the CNN are updated using \( \nabla_z \mathcal{L}_1 \), as well as the gradients that are propagated down through the output layer. The updating is done according to the CNN gradients which were also provided in the previous part.
10.4. Other algorithms

The purpose of this subsection is to introduce a few more deep clustering algorithms, in order to further increase our insight into the deep clustering field. These particular algorithms were chosen since they fall within the “DNN + clustering module” framework, which has been common for the previously discussed algorithms as well. As we will see later, this shared framework means that all these algorithms can be modified using the unsupervised companion objectives proposed in this thesis – to potentially improve the clustering performance. The algorithms are:

- **Improved Deep Embedded Clustering (IDEC)** [24]. As the name implies, IDEC is closely related to the previously described DEC algorithm. However, the authors of IDEC argue that the fine-tuning stage of DEC “leads to non-representative meaningless features and this in turn hurts clustering performance” [24]. To alleviate this IDEC keeps the decoder-part of the autoencoder during fine-tuning, in contrast to DEC, where it is discarded. The other parts of the IDEC model are shared with DEC.

- **Deep Clustering Network (DCN)** [17]. This method is also similar to IDEC, since it uses an autoencoder with a clustering module attached to the code-space. However, instead of the soft clustering module used by IDEC, DCN uses a hard k-means clustering module to produce the cluster assignments. Due to the non-differentiability of the hard cluster assignments, DCN adopts the following three-stage optimization procedure: (i) Update autoencoder parameters with gradient descent on reconstruction loss; (ii) recompute cluster assignments; (iii) recompute cluster centers. This optimization procedure is repeated until convergence.

- **Discriminatively Boosted image Clustering (DBC)** [21]. DBC is another autoencoder-based algorithm which is designed specifically for image clustering. It uses a fully-convolutional autoencoder, which is an autoencoder consisting of only convolutional layers [81, 94]. DBC’s training procedure begins with pre-training the autoencoder, and when the pre-training finishes, the decoder is discarded, and the encoder is fine-tuned using DEC’s clustering loss.

Lastly, the deep clustering literature also contains a few algorithms that do not directly adhere to the “DNN + clustering module” framework. These algorithms include: (i) Joint Unsupervised LEarning (JULE) [19], which uses a CNN for hierarchical clustering; (ii) Information Maximizing Self-Augmented Training (IMSAT) [95], which depends heavily on data augmentation; (iii) Variational Deep Embedding (VaDE) [96], which is a generative model based on variational autoencoders [97]; and (iv) Categorical Generative Adversarial Network (CatGAN) [16], which is another generative model based on generative adversarial networks [98]. However, a thorough review and comparison of these methods falls outside the scope of this thesis.
Part IV / Proposed method

In this part we will go through the mathematical foundations for the model proposed in this thesis. The methodology includes ideas and theory from several different areas of research, including nonparametric statistics, information theory, kernel methods and reproducing kernel Hilbert spaces, differential geometry and tensor analysis, and finally deep learning.

The first section in this part considers the problem of estimating an unknown probability density function from a vectorial dataset, without any explicit assumptions on the distribution itself. These concepts are generalized to tensors of arbitrary rank in the second section by building upon the work done by Signoretto [35]. Then, in the last section of this part we will see how all these concepts come together to form the main contribution of this thesis, whose goal is to address some of the challenges that arise with current state-of-the-art methods for deep clustering.

11. Kernel density estimation

Kernel Density Estimation (KDE) [38, 99] is one of the most widely used methods for estimating unknown probability distributions. In contrast to many other estimation techniques, KDE is nonparametric, meaning that there are no direct assumptions on the underlying distribution of the data. Kernel density estimates have been used to describe methods previously in this thesis, but since it represents an integral part of the proposed method, it is explained in more detail in this section.

Suppose we have a dataset consisting of \( n \) vector-valued random variables \( \mathbf{X}_1, \ldots, \mathbf{X}_n \in \mathbb{R}^D \) drawn from an unknown distribution \( p_{\mathbf{X}}(\mathbf{x}) \). The KDE is a generalization of the well-known histogram, and is formulated as follows:

\[
\hat{p}_{\mathbf{X}}(\mathbf{x}) = \frac{1}{n\sigma^D} \sum_{i=1}^{n} K\left( \frac{||\mathbf{x} - \mathbf{X}_i||}{\sigma} \right)
\]

where \( ||\cdot|| \) denotes the Euclidean norm on \( \mathbb{R}^D \), \( \sigma \) is a bandwidth parameter, and \( K \) is a distribution or kernel on \( \mathbb{R} \) satisfying

(i) \( 0 \leq K(x) < \infty \ \forall x \in \mathbb{R} \)

(ii) \( K(x) = K(-x) \ \forall x \in \mathbb{R} \)

(iii) \( \int_{-\infty}^{\infty} K(x)dx = 1. \)
Furthermore, one can constrain $\int_{-\infty}^{\infty} x^2 K(x) \, dx = 1$, causing the bandwidth parameter $\sigma$ to represent the scale-parameter of the kernel. Perhaps the most commonly used kernel in the literature is the Gaussian kernel:

$$K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}. \quad (34)$$

In essence, KDE with a Gaussian kernel places a $D$-dimensional spherical Gaussian distribution around each observation, and then averages the contributions from each of the observations to create the final estimate. Setting the bandwidth parameter $\sigma$ is a highly nontrivial task, and several automated procedures have been proposed to alleviate this burden. Jenssen et al. [37] suggest determining $\sigma$ by minimizing the asymptotic mean integrated squared error (AMISE) between $\hat{p}_X$ and $p_X$ resulting in

$$\sigma_{\text{AMISE}} = \hat{\sigma} \left( \frac{4}{(2D + 1)n} \right)^{\frac{1}{D+4}}$$

where

$$\hat{\sigma} = \frac{1}{nd - 1} \sum_{j=1}^{D} \sum_{i=1}^{n} (X_{ij} - \bar{X}_i)^2$$

is the averaged sample standard deviation along each dimension.

Another rule of thumb which has been used in previous information-theoretic clustering algorithms [100, 20], is to let $\sigma$ be 15% of the median pairwise distances between the observations in the dataset:

$$\sigma = 0.15 \cdot \text{median} \{d_{ij}\}_{i,j=1}^{n}$$

where $d_{ij} = ||X_i - X_j||$.

Figure 23 shows examples of kernel density estimates using different values for the bandwidth $\sigma$. From the plots, it is apparent that a smaller value of $\sigma$ causes the estimates to exhibit larger variations, as more of the mass in each kernel lies closer to its respective observation.
Figure 23: Univariate kernel density estimate (red) for 5 observations (●). The dashed curves indicate individual contributions from the respective observations to the total estimate. The kernels are Gaussians with varying scales. Note the large difference in the smoothness of the different estimates.
11.1. Kernel density estimation and Mercer kernels

As it turns out, there is a connection between kernel density estimation, and the theory of Mercer kernels and reproducing kernel Hilbert spaces. The link was first outlined by Jenssen et al. [37], and is based on a specific information theoretic quantity referred to as the Cauchy-Schwarz (CS) divergence. However, before delving into the exact formulation, we will first outline the relevant background theory on Hilbert spaces and Mercer kernels.

11.1.1. Mercer kernels and reproducing kernel Hilbert spaces

Informally, a Hilbert space $\mathcal{H}$ is a possibly infinite dimensional linear space which possesses an inner-product operation\footnote{A formal definition can be found in e.g. [101] or [102]}. When the dimensionality of $\mathcal{H}$ is finite, it reduces to an Euclidean space. Let $\phi : \mathbb{R}^D \to \mathcal{H}$ be a mapping from the $D$-dimensional input space to a Hilbert space $\mathcal{H}$, and $x, y \in \mathbb{R}^D$. Then, according to Mercer’s Theorem [1], there exists a function $k(x, y)$ such that

$$\langle \phi(x), \phi(y) \rangle_{\mathcal{H}} = k(x, y)$$

where $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ denotes the inner product on $\mathcal{H}$. Furthermore, $k$ is a symmetric continuous function satisfying

$$\int_C \int_C k(x, y)g(x)g(y)dx\,dy \geq 0 \quad (35)$$

for any $g(x), x \in C \subset \mathbb{R}^D$ such that

$$\int_C g(x)^2dx < \infty.$$ 

In this case, $k$ is referred to as a Mercer Kernel, and $\mathcal{H}$ is called a Reproducing Kernel Hilbert Space (RKHS). Interestingly, the above also holds in reverse, meaning that any symmetric continuous function satisfying Eq. (35) specifies an inner product in some RKHS.

It is important to note that Mercer’s theorem does not provide any guidance on how to find the mapping $\phi$ explicitly. However, many machine learning algorithms can be formulated through inner products, meaning that one can map the data from $\mathbb{R}^D$ to $\mathcal{H}$ implicitly, through the kernel function $k$. This has led to the “kernelization”\footnote{The translation is also sometimes referred to as the “Kernel Trick.”} of classical linear algorithms, resulting in e.g. Kernel $k$-means, Kernel Principal Component Analysis [103], and the Kernel Support Vector Machine [104]. Although linear in $\mathcal{H}$, these techniques become nonlinear.
in $\mathbb{R}^D$ due to the potential nonlinearity of the mapping $\phi$. It can be shown that the Gaussian kernel

$$k_\sigma(x, y) = e^{-\frac{||x-y||^2}{2\sigma^2}}$$

(36)

satisfies the kernel-conditions (see e.g. [105]), making it a popular choice in these methods as well. Note that we have omitted the normalization factor since Mercer’s theorem does not require the total integral of the kernel to be equal to one.

### 11.1.2. The Cauchy-Schwarz divergence in a Hilbert space

![Figure 24: The CS divergence between two probability density functions at different widths and overlaps.](image)

The CS divergence is an approach to measuring the similarity between probability density functions. For a pair of densities $p_1$ and $p_2$, the CS divergence is given by

$$D_{cs}(p_1, p_2) = -\ln \left( \frac{\int p_1(x)p_2(x)dx}{\sqrt{\int p_1(x)^2dx \int p_2(x)^2dx}} \right).$$

As was previously argued in the explanation of DDC, densities that are compact and well separated will result in a large CS divergence.

Figure 24 illustrates how the CS divergence changes for a pair of Gaussians when $\sigma$ increases. The plots show that an increasing $\sigma$ leads to densities that are overlapping and less compact – which is reflected by the decrease in $D_{cs}$.

For convenience, denote the argument of the logarithm $d_{cs}(p_1, p_2)$, such that $D_{cs}(p_1, p_2) = -\ln(d_{cs}(p_1, p_2))$. Now suppose the functions $p_1$ and $p_2$ are unknown, and we are interested in estimating the CS divergence between them from
the random samples \(X_1, \ldots, X_n\) and \(Y_1, \ldots, Y_n\) drawn from \(p_1\) and \(p_2\), respectively. Using the kernel density estimator, the numerator in \(d_{cs}(\hat{p}_1, \hat{p}_2)\) becomes

\[
\int \hat{p}_1(x)\hat{p}_2(x)dx = \frac{1}{(n\sigma)^{2d}} \sum_{i,j=1}^{n} \int K\left(\frac{|x - X_i|}{\sigma}\right) K\left(\frac{|x - Y_j|}{\sigma}\right) dx.
\]

If \(K\) is defined as in Eq. (34), we get

\[
\int \hat{p}_1(x)\hat{p}_2(x)dx = \frac{1}{(n\sigma)^{2d}} \sum_{i,j=1}^{n} K\left(\frac{|X_i - Y_j|}{\sqrt{2}\sigma}\right)
\]

by the convolution theorem for Gaussians [37]. Similar calculations for the denominator in \(d_{cs}(\hat{p}_1, \hat{p}_2)\) give

\[
d_{cs}(\hat{p}_1, \hat{p}_2) = \sqrt{\sum_{i,j=1}^{n} k_{\sqrt{2}\sigma}(X_i, Y_j) \sum_{i,j=1}^{n} k_{\sqrt{2}\sigma}(Y_i, Y_j)}
\]

where we’ve used the Gaussian Mercer kernel \(k_{\sqrt{2}\sigma}(\cdot, \cdot)\) from Eq. (36). Since \(k_{\sqrt{2}\sigma}(\cdot, \cdot)\) represents an inner product in a RKHS, we can write

\[
d_{cs}(\hat{p}_1, \hat{p}_2) = \sqrt{\sum_{i,j=1}^{n} \langle \phi(X_i)\phi(Y_j)\rangle_{\mathcal{H}}} \sum_{i,j=1}^{n} \langle \phi(Y_i)\phi(Y_j)\rangle_{\mathcal{H}}
\]

\[
= \sqrt{\frac{\langle M_1, M_2\rangle_{\mathcal{H}}}{\langle M_1, M_1\rangle_{\mathcal{H}}\langle M_2, M_2\rangle_{\mathcal{H}}}}
\]

where \(M_1 = \sum_{i=1}^{n} \phi(X_i)\) and \(M_2 = \sum_{i=1}^{n} \phi(Y_i)\) and \(\angle(\cdot, \cdot)_{\mathcal{H}}\) denotes the angle between two elements in \(\mathcal{H}\). Thus, we can interpret \(d_{cs}(\hat{p}_1, \hat{p}_2)\) as the cosine between the “kernelized” mean vectors from the respective samples.
12. Tensors and tensor kernels

In the preceding section we assumed that the input to the kernel density estimation procedure was vectorial. However, in the case of more complex data types such as time series, images, or videos, the vector-space assumption might not hold. Thus, a modification of current algorithms, or construction of entirely new algorithms, is necessary to correctly model these datatypes. Luckily, there exists within the realm of mathematics, a framework on which we can base these modifications or new algorithms. These objects are referred to as tensors, and can be regarded as generalizations of the well known vectors. The coordinate-free formal definition of a tensor is not immediately useful to us, so we will throughout this thesis assume that we have a basis, and that all tensors are expressed through this basis. Informally, this allows us to view a tensor as a “hypercube of numbers”. Hence, we have the following definition:

\[ \text{Definition 6. A tensor } T \text{ of rank } r \text{ is an } r \text{-dimensional collection of elements:} \]

\[ T = [T_{i_1,i_2,...,i_r}] \]

where \( i_k \in \{1,...,D_k\} \) for \( k = 1,...,r \). The tuple \((D_1,...,D_r)\) is referred to as the shape of the tensor.

From the definition above, we immediately have three well known examples of tensors:

1. **Vectors**: A vector \( v = [v_i] \) is a rank-1 tensor.
2. **Matrices**: A matrix \( M = [m_{ij}] \) is a rank-2 tensor.
3. **Color images**: A color image \( I = [i_{jkl}] \) is a rank-3 tensor.

Similarly to vectors and vector spaces, tensors reside in tensor spaces, where element-wise addition and scalar multiplication are defined analogously. In the following, we will add additional structure to the tensor space, in the form of distances and kernels.
12.1. Tensor kernels

12.1.1. The naïve kernel

Recall that for rank-1 tensors (vectors) we have the kernel:

\[ k_\sigma(x, y) = \exp \left( -\frac{||x - y||^2}{2\sigma^2} \right) = \prod_{i=1}^{D_1} \exp \left( -\frac{(x_i - y_i)^2}{2\sigma^2} \right). \]

The latter equality shows that this kernel belongs to a particular class of kernels, namely *product kernels*. Generalizing this kernel to tensors \( X \) and \( Y \) of rank \( r \) gives the naïve kernel [35]:

\[ k_\sigma^{\text{naïve}}(X, Y) = \prod_{i_1=1}^{D_1} \cdots \prod_{i_r=1}^{D_r} \exp \left( -\frac{(X_{i_1\cdots i_r} - Y_{i_1\cdots i_r})^2}{2\sigma^2} \right) \]

where we compute a kernel for each of the components, and then use these to form a product kernel. However, as is also pointed out by Signoretto [35], this causes the kernel function to ignore inter-component structure within and between the respective tensors. Mathematically, this means that the kernel is invariant to a fixed permutation rule \( P \):

\[ k_\sigma^{\text{naïve}}(X, Y) = k_\sigma^{\text{naïve}}(P(X), P(Y)). \]

This effect can be especially destructive for e.g. images, where these can be transformed beyond recognition by permuting the spatial indices.

12.1.2. Matricization-based tensor kernels

![Matricization of a rank-3 tensor](image)

Figure 25: Matricization of a rank-3 tensor \( X \).
The problem outlined above calls for a more robust kernel which takes inter-component structure into account. To this end, Signoretto [35] suggests defining a product kernel over the matricizations of the input tensors:

$$k_{\sigma}^{\text{tensor}}(X, Y) = \prod_{m=1}^{r} k_{\sigma}^{m}(X^{<m>}, Y^{<m>})$$

where $X^{<m>}$ is the matricization of $X$ along dimension $m$ (and similarly for $Y$). More specifically, this is the matrix obtained by rearranging the elements of $X$ into a matrix with shape $(D_m, D_{-m})$, $D_{-m} = D_1 \cdots D_{m-1} \cdot D_{m+1} \cdots D_r$. The matricization $X^{<1>}$ is therefore:

$$X^{<1>} = \begin{bmatrix}
X_{1,1,\ldots,1} & \cdots & X_{1,1,\ldots,D_r} & \cdots & X_{1,D_2,\ldots,1} & \cdots & X_{1,D_2,\ldots,D_r} \\
X_{2,1,\ldots,1} & \cdots & X_{2,1,\ldots,D_r} & \cdots & X_{2,D_2,\ldots,1} & \cdots & X_{2,D_2,\ldots,D_r} \\
\vdots & & & & & & \\
X_{D_1,1,\ldots,1} & \cdots & X_{D_1,1,\ldots,D_r} & \cdots & X_{D_1,D_2,\ldots,1} & \cdots & X_{D_1,D_2,\ldots,D_r}
\end{bmatrix}.$$  

Note that the matricization for an arbitrary dimension $m$ can be obtained similarly by reordering the dimensions of $X$, and then reorganizing the elements according to the rule given above.

Figure 25 shows an example of the matricization process where the rank-3 tensor $X$ is transformed to the matrices $X^{<1>}$, $X^{<2>}$ and $X^{<3>}$. In this case the tensor $X$ could be an image, or the output of a convolutional layer in a CNN – the latter being the connection between tensors and CNNs mentioned in the introduction of this thesis.

Thus, it remains to specify the form of the components $k_{\sigma}^{m}(\cdot, \cdot)$, in the product kernel. We will stick to the Gaussian kernel, but use a distance function on the Grassmann manifold spanned by the respective matricizations (see Figure 26). Considering data matrices as points on the Grassmann manifold is the key concept in Grassmannian learning [106, 105, 107]. Results from this field indicate that using a distance function on the Grassmann manifold tends to improve performance of distance-based machine learning systems for tensor data.

If we couple the Gaussian kernel with a generic distance function $d_{\mathcal{G}(D_m, D_{-m})}$ on the Grassmann manifold, we get the kernel component:

$$k_{\sigma}^{m}(X^{<m>}, Y^{<m>}) = \exp \left( -\frac{d_{\mathcal{G}(D_m, D_{-m})}(X^{<m>}, Y^{<m>})}{2\sigma^2} \right).$$

Here $\mathcal{G}(D_m, D_{-m})$ denotes the Grassmann manifold, which consists of all $D_m$-dimensional linear subspaces of $\mathbb{R}^{D_{-m}}$. This interpretation of the matricizations assumes that we have $D_m \leq D_{-m}$, as the dimensionality of the subspace has to be less than or equal to the dimensionality of the parent-space. This assumption does not necessarily hold for general tensors, which means that the computations have to take this into account to ensure the “validity” of the approach. Matricizations
for which \( D_m > D_{-m} \) are therefore transposed prior to the distance computation, following [35], meaning that we essentially consider distances on \( \mathcal{G}(D_{-m}, D_m) \) instead. Throughout the rest of this thesis we will assume that \( D_m < D_{-m} \), and that the transposition has been made whenever this does not hold.

Strictly speaking, it is not the matrix \( X^{<m>} \) itself that lies on the Grassmann manifold, but rather the span of its rows. Therefore, it is useful to represent points on the manifold by \( D_m \times D_{-m} \) orthonormal matrices. These orthonormal representations can be obtained through the singular value decomposition (SVD) of the original input matrices. Recall that, for a real matrix \( X^{<m>} \) with shape \((D_m, D_{-m})\) satisfying \( D_m < D_{-m} \), we have

\[
X^{<m>} = U^{<m>} X \Sigma^{<m>} X (V^{<m>} X)^T
\]

where \( \Sigma^{<m>} \) is a diagonal matrix with shape \((D_m, D_m)\) and nonnegative real numbers on the diagonal. \( U^{<m>} X \) and \( V^{<m>} X \) are orthonormal matrices with shapes \((D_m, D_m)\) and \((D_{-m}, D_m)\) respectively. Moreover, it can be shown that the row span of \((V^{<m>} X)^T\) is equal to the row span of \( X^{<m>} \) [108]. Thus one can take \((V^{<m>} X)^T\) to be the orthonormalized representation of \( X^{<m>} \). The distance function is illustrated in Figure 26 as the distance between \((V^{<m>} X)^T\) and \((V^{<m>} Y)^T\), which are points on the Grassmann manifold.

### 12.1.3. Distance functions on Grassmann manifolds

![Figure 26: The distance \( d_{\mathcal{G}(D_m,D_{-m})}(X^{<m>},Y^{<m>}) \) between two matricizations \( X^{<m>} \) and \( Y^{<m>} \) on the Grassmann manifold. Since the Grassmann manifold consists of linear subspaces, the matricizations are represented by the respective orthonormalized matrices \((V^{<m>} X)^T\) and \((V^{<m>} Y)^T\).](image)

There exists a variety of different distance functions on Grassmann manifolds in the literature [106, 107]. Among the most commonly used distances, we find the geodesic (arc length) distance, and the projection distance. The former is computed using the principal angles between the respective subspaces [106]. The computation of these angles requires another SVD, which substantially increases
the computational cost of the algorithm. Moreover, it can be shown that a Gaussian kernel using the geodesic distance is not positive semidefinite. Conversely, the projection distance, when coupled with a Gaussian, results in a positive semidefinite kernel. This distance function is based on the orthogon projection operator which takes an arbitrary element of $\mathbb{R}^{D_m}$ and projects it orthogonally to the relevant subspace. For a matrix $X^{<m>}$, the projection operator is given by the product $V_X^{<m>}(V_X^{<m>})^T$ [35]. Considering the Frobenius norm\footnote{The Frobenius norm of a matrix is the square root of the sum of its squared elements.} between projection operators gives the distance function:

$$d_{\text{proj}}^{G(D_m,D_{-m})}(X^{<m>},Y^{<m>}) = \|V_X^{<m>}(V_X^{<m>})^T - V_Y^{<m>}(V_Y^{<m>})^T\|_F$$

where $\| \cdot \|_F$ denotes the Frobenius norm. Moreover, it can be shown that:

$$d_{\text{proj}}^{G(D_m,D_{-m})}(X^{<m>},Y^{<m>}) = \sqrt{2(D_m - \text{tr}((V_Y^{<m>})^T(V_X^{<m>})^T(V_X^{<m>})(V_Y^{<m>})^T))}$$

which is more efficient to compute compared to the previous expression [35]. Using the projection distance, we obtain the tensor kernel:

$$k^{\text{tensor}}(X,Y) = \prod_{m=1}^r \exp\left(-\frac{D_m - \text{tr}((V_Y^{<m>})^T(V_X^{<m>})(V_X^{<m>})(V_Y^{<m>})^T)}{\sigma^2}\right)$$

$$= \exp\left(-\frac{\sum_{m=1}^r (D_m - \text{tr}((V_Y^{<m>})^T(V_X^{<m>})(V_X^{<m>})(V_Y^{<m>})^T))}{\sigma^2}\right)$$

$$= \exp\left(-\frac{d^{\text{tensor}}(X,Y)}{2\sigma^2}\right)$$

where we let $d^{\text{tensor}}$ be the tensor distance function constructed from the projection distance between the different matricizations for notational simplicity. It can be shown that, due to the positive semidefiniteness of the product kernels, this kernel is also positive semidefinite [105].

12.1.4. Computing $V_X^{<m>}$

It can be readily seen that the distance function described above only depends on one of the three outputs from the SVD, namely $V_X^{<m>}$. Moreover, it can be shown that $V_X^{<m>}$ can be formed by stacking the $D_m$ eigenvectors of $X^{<m>}(X^{<m>})^T$ corresponding to the nonzero eigenvalues, column-wise [108]. We can therefore compute $V_X^{<m>}$ directly with an eigendecomposition, instead of using a generic SVD solver.

However, this approach requires the eigendecomposition of matrices with shape $(D_{-m}, D_{-m})$ – which, in practical applications – can be quite large. To alleviate this potential computational burden, we will instead make use of the fact that we
can obtain eigenvectors of $X^{<m>}(X^{<m>})^T$ by linearly transforming the eigenvectors of $(X^{<m>})^TX^{<m>}$. Suppose that $v$ is an eigenvector of $(X^{<m>})^TX^{<m>}$ with eigenvalue $\lambda \neq 0$. Then we have:

$$
(X^{<m>})^TX^{<m>}v = \lambda v
\Rightarrow X^{<m>}(X^{<m>})^TX^{<m>}v = \lambda X^{<m>}v
\Rightarrow X^{<m>}(X^{<m>})^Tw = \lambda w
$$

thus, we have shown that $w = X^{<m>}v$ is an eigenvector of $X^{<m>}(X^{<m>})^T$ with eigenvalue $\lambda$.

This result means that we can compute the eigenvectors of $(X^{<m>})^TX^{<m>}$, whose shape is $(D_m, D_m)$, and then linearly transform these to form $V_{X^{<m>}}$. Since we assumed $D_m < D_m$ this will result in reduced computational complexity compared to eigendecomposing $X^{<m>}(X^{<m>})^T$ directly, whose shape is $(D_m, D_m)$.

12.1.5. Tensor kernel density estimation

The tensor distance function $d_{\text{tensor}}$ can be used to construct a kernel density estimator for an unknown probability density function in a tensor space. Generalizing the vector space KDE to a tensor-valued dataset $X_1, \ldots, X_n$, we have:

$$
\hat{p}(X) \propto \sum_{i=1}^n K\left(\frac{d_{\text{tensor}}(X, X_i)}{\sigma}\right)
$$

where the normalization constants have been omitted as they disappear in the expression for the CS divergence. $K$ is assumed to be a univariate standard Gaussian:

$$
K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}.
$$

Using the exact same calculations as in the vector case allows us to write the CS divergence between two tensor-space-pdfs as:

$$
D_{cs}(\hat{p}_1, \hat{p}_2) = -\ln \left(\sqrt{\sum_{i,j=1}^n k_{\text{tensor}}(X_i, Y_j)} \sqrt{\sum_{i,j=1}^n k_{\text{tensor}}(X_i, X_j) \sum_{i,j=1}^n k_{\text{tensor}}(Y_i, Y_j)}\right)
$$

where $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$ denotes tensor-valued samples from $p_1$ and $p_2$, respectively. The RKHS interpretation of $D_{cs}$ is analogous to the vector-space case.
13. Deep Tensor Kernel Clustering

13.1. Motivation

The representational power of deep learning architectures is a double-edged sword when training deep clustering algorithms [24]. Although these models are indeed capable of producing vectorial representations from noisy and complex datatypes, they are also capable of drastically changing the between-sample similarities present in the dataset. The majority of deep clustering algorithms rely on the similarities computed from the network’s output, meaning that one must adequately regularize the model such that input-similarities are somehow reflected in the output-similarities. Much work focuses on implementing this constraint through the use of autoencoders, where an additional clustering module is attached to the autoencoder’s code space [17, 24, 21]. Recall that also the aforementioned DEC [15] pre-trains the embedding network as an autoencoder (using a reconstruction loss), and then fine-tunes the network using the clustering loss. Thus, the well known DEC also falls within the autoencoder-employing category of algorithms. However, the autonecoder is trained to reconstruct its input as best as possible, meaning that it does not necessarily produce representations suitable for clustering.

Even though the autoencoder approach is a popular one, there are algorithms that do well without the extra guidance provided by the reconstruction loss. Examples of such algorithms include SpectralNet [18] and DDC [20], which were both described earlier in this thesis. These algorithms are trained end-to-end using randomly initialized parameters without explicit regularization terms. The ability to do without the autoencoder has the benefit of reducing the number of model parameters, potentially increasing training efficiency. Moreover, the end user does not have to worry about pre-training vs. fine-tuning, and other potential difficulties that might arise when combining the autoencoder and the clustering module. However, as is also the case with the autoencoder-based models, these algorithms are far from perfect. In DDC the authors state that the algorithm is indeed prone to getting stuck in local minima, potentially converging to sub-optimal clusterings.

\footnote{It should be noted however, that DDC’s second loss term introduces a regularizing effect to the hidden representation.}
13.2. Unsupervised companion objectives

In an attempt to alleviate some of the aforementioned difficulties, without sacrificing end-to-end trainability from randomly initialized parameters, a new approach to unsupervised loss function design is proposed in this thesis. The method is similar in spirit to Deeply Supervised Nets introduced by Lee et al. [34], where a collection of companion objectives are introduced to help guide the earlier layers of a supervised model. The main idea behind these companion objectives is to introduce a classifier at each layer in the network, and then jointly optimize these classifiers, as well as the final classification layer. In mathematical terms, we get the loss function:

$$L = L_{\text{classification}} + \sum_{i=1}^{L-1} L_{\text{co}}^i,$$

where $L_{\text{classification}}$ denotes the ordinary loss function computed at the final layer, $L$ is the total number of layers, and $L_{\text{co}}^i$ denotes a loss function (companion objective) computed at layer $i$. Although the Deeply Supervised Nets are – as the name implies – supervised, the main idea can be transferred to the domain of deep clustering.

Let us now assume that we have the standard deep clustering setup from Section 10:

$$z = f_\theta(X), \quad u = g_\phi(z)$$

where $f_\theta$ denotes the neural network producing the learned representation $z$, from the input $X$, and $g_\phi$ denotes the clustering module producing the cluster membership vector $u$. Since $f_\theta$ represents a neural network, it can be decomposed layer-wise as:

$$f_\theta = f_{\theta_l}^L \circ f_{\theta_{l-1}}^{L-1} \circ \cdots \circ f_{\theta_1}^1,$$

where $f_{\theta_l}^l$ is the mapping performed by layer $l$. If we let $Y^l$ be the output of layer $l$, we have:

$$Y^l = f_{\theta_l}^l(Y^{l-1})$$

with $Y^0 = X$ and $Y^L = z$. Note that we assume $X$ and $Y^1, \ldots, Y^{L-1}$ to be tensors of arbitrary rank, whereas $z$ and $u$ are assumed to be vectors (rank-1 tensors).

If we have a dataset $\mathcal{X} = \{X_1, \ldots, X_n\}$ and a clustering loss function $L_{\text{cluster}}(\mathcal{X}, \theta, \phi)$, the proposed total loss function reads:

$$L = L_{\text{cluster}}(\mathcal{X}, \theta, \phi) + \lambda \sum_{l=1}^{L-1} L_{\text{co}}^l(Y^l_1, \ldots, Y^l_n, U) \quad (39)$$

where $L_{\text{co}}^l(Y^l_1, \ldots, Y^l_n, U)$ is an unsupervised companion objective on the $l$-th layer, which depends on both the outputs of that layer and the cluster membership matrix produced by the clustering module. $\lambda$ is a hyperparameter which determines the strength of the companion objectives.
Following the idea of Deeply Supervised Nets, $\mathcal{L}_c^l$ should be designed to enforce a discriminative cluster structure at layer $l$. Similarly to DDC, this is done using the CS divergence, resulting in the companion objective:

$$
\mathcal{L}_c^l(\mathbf{Y}_1^l, \ldots, \mathbf{Y}_n^l, \mathbf{U}) = \frac{1}{\binom{k}{2}} \sum_{i=1}^{k} \sum_{j=i+1}^{k} \frac{\mathbf{v}_i^T K^l \mathbf{v}_j}{\sqrt{\mathbf{v}_i^T K^l \mathbf{v}_i \mathbf{v}_j^T K^l \mathbf{v}_j}} \tag{40}
$$

where $k$ is the number of clusters, $\mathbf{v}_i$ denotes the $i$-th column of the cluster membership matrix $\mathbf{U}$, and $K^l = [\kappa^l_{ij}]$ is a kernel matrix whose elements are:

$$
\kappa^l_{ij} = k^{\text{tensor}}_{\sigma}(\mathbf{Y}_i^l, \mathbf{Y}_j^l)
$$

where $k^{\text{tensor}}_{\sigma}$ is the tensor kernel from the previous section. Note that the correct normalization factor $\binom{k}{2}^{-1}$ from [37] is used, instead of DDC’s $\frac{1}{k}$.

Eq. (39) and Eq. (40) constitute the mathematical formulation of the proposed unsupervised companion objectives. In essence, these are designed to enforce similar cluster structure at each of the layers in the network, ensuring a more consistent similarity structure between the outputs of subsequent layers. Because the representational power of a single layer is limited, and each layer has its own companion objective, the similarity structure at later layers should more closely resemble the similarity structure at the earlier layers, compared to the unconstrained case.
13.3. Model overview

An overview of the complete DTKC model is shown in Figure 27. The “FC” and “Out” layers as well as the losses $L_1$, $L_2$ and $L_3$ are from DDC, which has been shown to work well for both image clustering and time series clustering [20, 22], with randomly initialized parameters. Moreover, the companion objectives closely resemble DDC’s $L_1$. The DDC loss function should therefore tend to agree with the companion objectives, so that they “pull in the same direction” during training. In order to strengthen this agreement, the normalization constant of $L_1$ was changed from $\frac{1}{k}$ to $(\binom{k}{2})^{-1}$ in DTKC.

Although DTKC shares its clustering module with DDC, it is important to emphasize that the unsupervised companion objectives can be coupled with any deep clustering algorithm, as long as it uses a deep neural network to produce the cluster membership predictions. The companion objectives have been introduced for tensors of arbitrary rank, meaning that they can be attached to any deep neural network which produces tensorial representations. To illustrate this generalizability, Section 17.9 includes some experiments where the companion objectives are used with a recurrent neural network to cluster sequential data.
Part V / Experiments

This part describes the experiments that were performed in order to assess the performance of the proposed DTKC model. First, the datasets used for evaluation are summarized, and their contents are discussed briefly. The next section thoroughly covers the implementation details of DTKC, and the benchmark models to which it is compared. Following this is an overview of the CVIs used for qualitative evaluation, and then the experimental results. The final section in this part provides a discussion on different aspects of the performed experiments, as well as some thoughts on outlook and future work.

14. Datasets

A wide range of benchmark datasets were chosen to thoroughly evaluate the performance of DTKC. These datasets represent clustering tasks which are often encountered in computer vision, and are thus widely used in the literature [15, 24, 18, 20, 19]. An overview of the datasets can be found in Table 1, and plots showing some images from the respective datasets are shown in Figure 28. Compared to datasets for large-scale object detection in natural images, such as ImageNet [109] or the Pascal Visual Object Classes (VOC) [110], the chosen datasets include images with less complex scenery, and less within-class variation.

Table 1: Overview of the datasets used for evaluation. $n$ and $k$ denote the total number of images, and the number of categories, respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Image size</th>
<th>Color</th>
<th>$n$</th>
<th>$k$</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST [111]</td>
<td>$28 \times 28$</td>
<td>Gray</td>
<td>60000</td>
<td>10</td>
<td>Hand-written digits</td>
</tr>
<tr>
<td>USPS</td>
<td>$16 \times 16$</td>
<td>Gray</td>
<td>9298</td>
<td>10</td>
<td>Hand-written digits</td>
</tr>
<tr>
<td>SVHN [112]</td>
<td>$32 \times 32$</td>
<td>RGB</td>
<td>99289</td>
<td>10</td>
<td>House number digits</td>
</tr>
<tr>
<td>Fashion-MNIST [113]</td>
<td>$28 \times 28$</td>
<td>Gray</td>
<td>60000</td>
<td>10</td>
<td>Clothing items</td>
</tr>
<tr>
<td>COIL-20 [114]</td>
<td>$128 \times 128$</td>
<td>Gray</td>
<td>1440</td>
<td>20</td>
<td>Common objects</td>
</tr>
<tr>
<td>COIL-100 [115]</td>
<td>$128 \times 128$</td>
<td>RGB</td>
<td>7200</td>
<td>100</td>
<td>Common objects</td>
</tr>
<tr>
<td>UMist [116]</td>
<td>$112 \times 92$</td>
<td>Gray</td>
<td>575</td>
<td>20</td>
<td>Faces</td>
</tr>
</tbody>
</table>

The MNIST, USPS and SVHN datasets contain images of digits. The task of the clustering system is therefore to group these images based on the depicted digit. Whereas the first two datasets contain distraction-free and noise-free grayscale images, the third dataset contains color images which can include both distractions in the form of other digits, as well as noise.

As the name implies, the format of the Fashion-MNIST dataset is similar to the MNIST dataset. The difference is that this dataset contains grayscale images of clothing items instead of digits, making it a somewhat harder clustering task [118]. The COIL-20 and COIL-100 datasets also both contain images of common
Figure 28: Random images drawn from the different datasets. Each row represents a different category. For the COIL-20 and COIL-100 datasets, the first 10 categories are shown. Note that images from the UMist dataset are omitted due to legal reasons [117].
objects. However, in these sets each category consists of a single object depicted at different angles. This means that the source of within-category variation comes from the rotation of the given object. COIL-20 and COIL-100 contain 20 and 100 categories (objects), respectively. Although the number of categories is much larger for COIL-100, the added color information appears to be beneficial for recognizing the objects.

The UMist dataset consists of images of 20 different people where each person is depicted from several angles. The clustering task is to recognize the person in the image, independent of the imaging angle.

### 14.1. Dataset splits

In supervised learning it is common to split each dataset into a training set, a validation set, and a test set. The training set is then used to train the model, while the validation set is used for model selection and hyperparameter tuning. Finally, the test set is used to evaluate the performance of the final model. This last step is done to evaluate the generalization performance of the model [3]. However, in the recent literature on clustering, the common approach has been to use the full dataset for training, model/hyperparameter selection, and evaluation [119, 15, 24, 17, 18, 120, 121]. To obtain a fair comparison, the evaluation of the models proposed in this thesis is performed in this way. However, it should be stressed that this approach to evaluation does indeed neglect the generalization capabilities of the model, which can be important based on the application at hand.
15. Models

15.1. Classical models

Several benchmark algorithms were chosen to thoroughly assess the clustering performance of the proposed DTKC model. The following classical models were chosen as they represent some of the most widely used clustering algorithms:

- \( k \)-means [57].
- Average-link agglomerative hierarchical clustering.
- Spectral Clustering [61].

An overview of these algorithms was provided in Section 8.

15.1.1. Implementation details

The classical models were implemented using the \texttt{scikit-learn} module in Python. The images were vectorized as a preprocessing step for each of these algorithms, as they require vectorial inputs. The methods were configured as follows:

- \( k \)-means: The initial centroids were chosen according to the \( k \)-means++ initialization strategy. The algorithm was run for 300 iterations from 20 different initializations.
- Hierarchical Clustering: Agglomerative, average link.
- Spectral Clustering: A Gaussian affinity measure was used, where the value of \( \sigma \) was randomly chosen. The clustering was repeated 20 times for different \( \sigma \) values.
15.2. Deep clustering models

In addition to the classical models, several deep clustering models were also chosen for evaluation. These models were selected as they all employ similar approaches to joint feature extraction and clustering with deep neural networks, thus allowing for a fair performance comparison. The deep clustering models are:

- Deep Divergence-based Clustering (DDC) [20].
- Deep Divergence-based Clustering with self-supervised pre-training (DDC-SS).
- Deep Embedded Clustering (DEC) [15].
- SpectralNet [18].
- Improved Deep Embedded Clustering (IDEC) [24].
- Deep Clustering Network (DCN) [17].
- Discriminatively Boosted Clustering (DBC) [21].

(See Section 10 for an explanation of these algorithms). The results for DDC, DDC-SS, and DEC were obtained by the author of this thesis. The results for the remaining models were extracted from their respective references, which is why some models are missing in the tables below.

15.2.1. Implementation details

DDC was implemented in the TensorFlow framework in Python, mostly following the model specification in [20]. The implementation used here only deviates from the original formulation in the choice of CNN architecture (see Table 3) – a choice which proved to be beneficial for the performance of DDC. The reason for choosing the particular architecture is given in Section 15.3.1. DDC-SS is implemented in this manner as well, but has an additional self-supervised pre-training step. The parameters for the pre-training are the same as for DTKC-SS, and are also described in Section 15.3.1.

The DEC implementation was based on DEC-Keras\textsuperscript{15}. The hyperparameters and network architecture were chosen according to the original article [15].

\textsuperscript{15}https://github.com/XifengGuo/DEC-keras
15.3. DTKC and DTKC-SS

The experiments were performed with two different variants of the proposed model. The first is DTKC trained from randomly initialized network-parameters. The second variant is DTKC-SS, which is the same as DTKC, but with a CNN that has been pre-trained using self-supervised learning.

15.3.1. Implementation details

The specification of hyperparameters can be somewhat challenging for clustering applications, due to the aforementioned difficulties of quantitatively measuring clustering performance. In supervised learning, the hyperparameter specification is usually done by searching some portion of the hyperparameter space, and then selecting the configuration which resulted in the best model performance, with respect to some supervised performance measure. In clustering, one cannot assume that labeled data is available in the general case, meaning that it is not possible to use external CVIs. This leaves us with internal CVIs. These can be used, but often produce sub-optimal results due to their dependence on some distance (or dissimilarity) function in the input space.

At first, one might think that the creation of a small validation set by a domain expert is a possible approach, as this would allow for the use of external CVIs. However, there are two main problems with this approach:

(i) The validation set has to be sufficiently large to represent the majority of the data distribution, meaning that its creation can be a time consuming process.

(ii) If such a set was made available before training the algorithm, why not use a semi-supervised algorithm instead? This would tend to be beneficial as long as the desired categorization is represented in the validation set.

Unless something else is explicitly stated, the choice of the different hyperparameters were therefore made by inspecting the loss function during training. Both the value of the loss function, and its tendency to decrease during training, were considered when configuring the models. Low values of the loss function and small variations were considered favorable as they are indications of a good clustering, and a stable training procedure, respectively.

Batch size

Both DTKC and DTKC-SS were trained on batches of size 120. This batch size was chosen as it resulted in a stable training procedure. Note that it can be difficult to base the choice of batch size directly on the value of the loss function because the loss tends to depend on the batch size. Another consideration is that several of the terms in the loss function are based on kernel density estimation,
Table 2: Parameters for the self-supervised pre-training.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameter</th>
<th>Patch size</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td></td>
<td>7 × 7</td>
<td>1</td>
</tr>
<tr>
<td>USPS</td>
<td></td>
<td>5 × 5</td>
<td>0</td>
</tr>
<tr>
<td>SVHN</td>
<td></td>
<td>7 × 7</td>
<td>1</td>
</tr>
<tr>
<td>Fashion-MNIST</td>
<td></td>
<td>7 × 7</td>
<td>1</td>
</tr>
<tr>
<td>COIL-20</td>
<td></td>
<td>24 × 24</td>
<td>4</td>
</tr>
<tr>
<td>COIL-100</td>
<td></td>
<td>24 × 24</td>
<td>4</td>
</tr>
<tr>
<td>UMist</td>
<td></td>
<td>24 × 24</td>
<td>4</td>
</tr>
</tbody>
</table>

which requires a large number of samples to produce reliable estimates [99]. This last consideration will be revisited in Section 18.1.

Initialization

The parameters of all convolutional layers, as well as the first fully-connected layer, were initialized according to [30]. The last fully-connected layer uses the initialization strategy proposed in [122]. For DTKC the randomly initialized network was trained end-to-end using the clustering loss function described in Section 13. For DTKC-SS the randomly initialized CNN was first trained using self-supervised learning (see Section 9.5), before being fine-tuned with the clustering loss described in Section 13. The parameters used for the self-supervised pre-training are listed in Table 2. These were selected such that the height and width of each image was approximately equal to three or four times the height and width of a patch, plus the jitter.

Network architecture

The architecture of the CNN was fixed for DTKC and DTKC-SS, as well as the DDC benchmark model\textsuperscript{16}. The fixed architecture strategy was decided upon mainly due to the difficulties of unsupervised hyperparameter tuning. Moreover, the purpose of these experiments is not necessarily to search high and wide for the best overall clustering performance on all datasets – but rather to thoroughly evaluate the performance of the proposed models compared to relevant benchmarks, as well as to inspect the effect of the proposed technique on intrinsic parts of the CNN. Keeping the network architecture fixed aligns with these goals, as a fixed architecture reduces the complexity of the experimentation by creating a more controlled experimental environment. This is compared to the converse case where the network architecture is treated more as a set of hyperparameters.

A summary of the CNN is given in Table 3, which also includes the “names” for the different parts of the network. Note that for the convolution operations, the

\textsuperscript{16}The benchmark DDC was also modified in order to obtain the best possible comparison.
Table 3: Overview of CNN used for experimentation. All convolutions are performed with “valid” padding, while the MaxPool operations use “same” padding. The number of units in the last layer is equal to the number of clusters for the given dataset ($k$).

<table>
<thead>
<tr>
<th>Convolutional layer 1</th>
<th>Convolution (5 × 5 × 32)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>Convolution (5 × 5 × 32)</td>
</tr>
<tr>
<td></td>
<td>Batch normalization</td>
</tr>
<tr>
<td></td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>MaxPool</td>
</tr>
<tr>
<td>Convolutional layer 2</td>
<td>Convolution (3 × 3 × 32)</td>
</tr>
<tr>
<td></td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>Convolution (3 × 3 × 32)</td>
</tr>
<tr>
<td></td>
<td>Batch normalization</td>
</tr>
<tr>
<td></td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>MaxPool</td>
</tr>
<tr>
<td>Fully-connected layer 1</td>
<td>Flatten</td>
</tr>
<tr>
<td></td>
<td>Fully-connected (100)</td>
</tr>
<tr>
<td></td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>Batch normalization</td>
</tr>
<tr>
<td>Output layer/Clustering module</td>
<td>Fully-connected ($k$)</td>
</tr>
<tr>
<td></td>
<td>Softmax</td>
</tr>
</tbody>
</table>

The notation “5 × 5 × 32” means that 32 different convolutions are performed, each having filters with shapes 5 × 5. The depth of the filters is equal to the number of channels in the input to the convolution (i.e $D_3$ in tensor-shape notation). The parenthesized number at the fully-connected layers indicate the number of units in the output layer.

The network has proven to be sufficiently large for satisfactory performance, while simultaneously being small enough to have a manageable memory footprint and training time. Recall that the original DDC architecture used two convolution operations, each of which was followed by max-pooling operations. The addition of two more convolution operations to this network was done to increase the representational power of the CNN, which in turn should lead to more prominent differences between DTKC, and DDC. Note that max-pooling was omitted after the two new convolutions as these would cause the tensors in later layers to have negative dimensions. Batch normalization [90] was also added to increase the stability of the training procedure.

Other parameters

- **Optimizer**: The models were trained using the Adam optimizer [89] with a learning rate of $10^{-4}$.

- **Gradient clipping**: Abnormally large gradients were sometimes observed during training. Gradients with a magnitudes larger than 10 were therefore
clipped to this magnitude [11]. This was also found to improve training stability.

- Epochs: The models were trained for a maximum of 100 epochs. A training run was terminated if no decrease in the loss function was observed over 30 epochs. This approach was observed to be sufficient for the training procedure to converge. Note that the models were saved at the epoch at which the loss-value was at its lowest.

- Runs: Each model was trained 20 times.

- Bandwidth: The $\sigma$ parameter for each kernel was set to 15% of the mean pairwise distances between the activations from the respective layers, following [100, 20].

- Companion objective strength: The $\lambda$ parameter was set to 0.01 for all experiments. The reasons for this choice are further discussed in Section 17.4.

16. Metrics

For the quantitative evaluation of the proposed models and the comparison of these with the benchmark models, the following two external CVIs were chosen:

- Unsupervised clustering accuracy (ACC).
- Normalized mutual information (NMI).

These were chosen as they are the most frequently used performance measures in deep clustering [119, 15, 24, 17, 18, 120, 121], and therefore allows for an evaluation which is compatible with the literature. However, since these CVIs assess the clustering system by its capability of reproducing a specific set of clusters, they should not be blindly trusted as definitive measures of overall clustering performance. This notion is taken into account in the presentation and discussion of the results.

The metrics were computed for the models resulting in the lowest value of the overall loss function for each run. This resulted in 20 (ACC, NMI)-pairs, where each pair corresponds to the best observed performance for the given run, with respect to the loss function. These pairs were further aggregated to produce the following four summary statistics:

- Best: ACC and NMI for the run which resulted in the lowest value of the loss function. This is used as the primary measure of model performance, as the best model is selected in a completely unsupervised manner.
- Mean: Average ACC and NMI over the 20 runs.
- Sd.: Standard deviation for ACC and NMI over the 20 runs.
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- **Max**: The highest observed ACC and NMI for the 20 runs. These are selected based on external CVIs’s and should therefore not be used for direct comparisons between unsupervised models. The only reason for including this statistic is to give an impression of the “best case” performance of the model.

This collection of statistics should give thorough insight into the capabilities of the different models with respect to the chosen CVIs, both in terms of performance and in terms of stability.

17. Results

The results of the experiment setup above are summarized and discussed in this section. The quantitative results are discussed first, followed by several subsections whose aim are to both present and discuss more specific aspects of the resulting models. It is important to note that the main purpose of this section is to thoroughly assess the effect of self-supervised pre-training and the unsupervised companion objectives. Thus, more emphasis is put on the comparison between the DDC-inspired models (DDC, DTKC, and DTKC-SS), and not necessarily on the comparison of these together with the benchmark models. We must also keep in mind that clustering evaluation is not always as straightforward as e.g. classification [23], meaning that some qualitative verification of the learned clusters is necessary. This is especially important when one uses external CVIs to evaluate the clusterings, as the clustering system can learn to cluster objects based on entirely different properties than those given by the ground truth labels.

Tables 4 and 5 show the results for the different experiments described above. In general, one can observe large gaps in performance, both between different models on the same dataset, as well as across different datasets. These variations indicate that the chosen datasets do indeed offer clustering tasks of varying difficulty. From Tables 4 and 5, we can make the following observations:

- **Deep clustering methods tend to outperform the classical methods.** This tendency is apparent for almost all datasets, with the UMist dataset being the only exception. This difference in performance between the classical and deep models is likely due to the fact that the classical models all use the squared Euclidean distance as a measure of dissimilarity – whereas the deep models does not make any explicit assumptions about the distance function in the input space.

For the UMist dataset, it is possible that the deep clustering models struggle due to the small number of samples (see Table 1). This is consistent with previous work [123, 124], which has shown that the performance of deep learning methods tends to increase significantly with the number of observations present in the dataset.
• DEC is mostly outperformed by DDC, DTKC, and DTKC-SS. One probable reason for this particular result is that DDC, DTKC and DTKC-SS are based on CNNs, while DEC uses an MLP to extract the representation $z$. Similar observations have been made in supervised learning, where CNNs regularly outperform MLPs in image processing tasks [13, 11]. Although the absolute performance is somewhat worse for DEC compared to DDC, DTKC, and DTKC-SS, its standard deviations are consistently lower. This can indicate that the autoencoder pre-training is somewhat more stable compared to random initialization or self-supervised pre-training.

• Self-supervised pre-training does not seem to increase overall performance. Comparing the models pre-trained using self-supervised learning (DDC-SS and DTKC-SS) to their randomly initialized counterparts (DDC and DTKC), reveals no overall indications of improved performance. The potential gain or loss in performance varies from dataset to dataset, implying that the effect of self-supervised pre-training is mostly data dependent.

The results also show that the differences in standard deviations are marginal when comparing random initialization and self-supervised pre-training. The effect of the pre-training step is discussed further in Sections 17.7 and 18.2.

• Clustering performance for the SVHN dataset is quite bad. For the SVHN dataset, none of the clustering algorithms seem to be able to cluster the images based on the digit they contain. This is not surprising due to the complex structure of the images contained in this dataset (see Figure 28c). This is discussed further in Sections 17.1 and 17.2.

Combined with the experimental results, these observations provide an overview of the capabilities of the different models. The rest of this section will describe several different aspects of these results in more detail, covering key observations that are not directly visible in the result tables.
Table 4: Resulting ACC and NMI for the MNIST, USPS, and SVHN experiments. The best results are highlighted in bold.

### MNIST

<table>
<thead>
<tr>
<th>Model</th>
<th>ACC</th>
<th>NMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
</tr>
<tr>
<td>DBC</td>
<td>0.96</td>
<td>–</td>
</tr>
<tr>
<td>DCN</td>
<td>0.83</td>
<td>–</td>
</tr>
<tr>
<td>IDEC</td>
<td>0.88</td>
<td>–</td>
</tr>
<tr>
<td>SpectralNet</td>
<td><strong>0.97</strong></td>
<td>–</td>
</tr>
<tr>
<td>DEC</td>
<td>0.81</td>
<td><strong>0.87</strong></td>
</tr>
<tr>
<td>DDC</td>
<td>0.91</td>
<td>0.77</td>
</tr>
<tr>
<td>DDC-SS</td>
<td>0.88</td>
<td>0.76</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.94</td>
<td>0.77</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.87</td>
<td>0.76</td>
</tr>
</tbody>
</table>

### USPS

<table>
<thead>
<tr>
<th>Model</th>
<th>ACC</th>
<th>NMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
</tr>
<tr>
<td>DBC</td>
<td>0.74</td>
<td>–</td>
</tr>
<tr>
<td>IDEC</td>
<td>0.76</td>
<td>–</td>
</tr>
<tr>
<td>k-means</td>
<td>0.67</td>
<td>0.63</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>Spectral</td>
<td>0.59</td>
<td>0.65</td>
</tr>
<tr>
<td>DEC</td>
<td>0.76</td>
<td><strong>0.76</strong></td>
</tr>
<tr>
<td>DDC</td>
<td><strong>0.81</strong></td>
<td>0.69</td>
</tr>
<tr>
<td>DDC-SS</td>
<td>0.72</td>
<td>0.69</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.78</td>
<td>0.7</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.69</td>
<td>0.68</td>
</tr>
</tbody>
</table>

### SVHN

<table>
<thead>
<tr>
<th>Model</th>
<th>ACC</th>
<th>NMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
</tr>
<tr>
<td>k-means</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>Hierarchical</td>
<td><strong>0.19</strong></td>
<td>0.19</td>
</tr>
<tr>
<td>Spectral</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td>DEC</td>
<td>0.18</td>
<td><strong>0.2</strong></td>
</tr>
<tr>
<td>DDC</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>DDC-SS</td>
<td><strong>0.19</strong></td>
<td>0.18</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.14</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Table 5: Resulting ACC and NMI for the Fashion-MNIST, COIL-20, COIL-100, and UMist experiments. The best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fashion-MNIST</th>
<th>COIL-20</th>
<th>COIL-100</th>
<th>UMist</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc</td>
<td>NMI</td>
<td>Acc</td>
<td>NMI</td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
<td>Sd.</td>
<td>Max</td>
</tr>
<tr>
<td>k-means</td>
<td>0.47</td>
<td>0.52</td>
<td>0.04</td>
<td>0.61</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Spectral</td>
<td>0.48</td>
<td>0.5</td>
<td>0.02</td>
<td>0.52</td>
</tr>
<tr>
<td>DEC</td>
<td>0.56</td>
<td>0.55</td>
<td>0.01</td>
<td>0.58</td>
</tr>
<tr>
<td>DDC</td>
<td>0.58</td>
<td>0.55</td>
<td>0.06</td>
<td>0.65</td>
</tr>
<tr>
<td>DDC-SS</td>
<td>0.57</td>
<td>0.58</td>
<td>0.05</td>
<td>0.7</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.63</td>
<td>0.56</td>
<td>0.04</td>
<td>0.63</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.65</td>
<td>0.55</td>
<td>0.05</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.69</td>
<td>0.63</td>
<td>0.04</td>
<td>0.7</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.35</td>
<td>0.35</td>
<td>0.0</td>
<td>0.35</td>
</tr>
<tr>
<td>Spectral</td>
<td>0.61</td>
<td>0.65</td>
<td>0.03</td>
<td>0.68</td>
</tr>
<tr>
<td>DEC</td>
<td>0.67</td>
<td>0.66</td>
<td>0.04</td>
<td>0.71</td>
</tr>
<tr>
<td>DDC</td>
<td>0.68</td>
<td>0.64</td>
<td>0.03</td>
<td>0.71</td>
</tr>
<tr>
<td>DDC-SS</td>
<td>0.71</td>
<td>0.67</td>
<td>0.03</td>
<td>0.72</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.62</td>
<td>0.64</td>
<td>0.03</td>
<td>0.69</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.71</td>
<td>0.68</td>
<td>0.03</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>0.78</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.62</td>
<td>0.61</td>
<td>0.01</td>
<td>0.63</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.23</td>
<td>0.23</td>
<td>0.0</td>
<td>0.23</td>
</tr>
<tr>
<td>Spectral</td>
<td>0.44</td>
<td>0.56</td>
<td>0.05</td>
<td>0.61</td>
</tr>
<tr>
<td>DEC</td>
<td>0.59</td>
<td>0.61</td>
<td>0.02</td>
<td>0.65</td>
</tr>
<tr>
<td>DDC</td>
<td>0.61</td>
<td>0.59</td>
<td>0.02</td>
<td>0.63</td>
</tr>
<tr>
<td>DDC-SS</td>
<td>0.5</td>
<td>0.49</td>
<td>0.03</td>
<td>0.53</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.64</td>
<td>0.6</td>
<td>0.02</td>
<td>0.65</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.51</td>
<td>0.5</td>
<td>0.02</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.42</td>
<td>0.02</td>
<td>0.46</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.46</td>
<td>0.46</td>
<td>0.0</td>
<td>0.46</td>
</tr>
<tr>
<td>Spectral</td>
<td>0.36</td>
<td>0.42</td>
<td>0.03</td>
<td>0.46</td>
</tr>
<tr>
<td>DEC</td>
<td>0.08</td>
<td>0.24</td>
<td>0.12</td>
<td>0.4</td>
</tr>
<tr>
<td>DDC</td>
<td>0.31</td>
<td>0.36</td>
<td>0.03</td>
<td>0.42</td>
</tr>
<tr>
<td>DDC-SS</td>
<td>0.35</td>
<td>0.35</td>
<td>0.02</td>
<td>0.4</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.29</td>
<td>0.36</td>
<td>0.04</td>
<td>0.42</td>
</tr>
<tr>
<td>DTKC-SS</td>
<td>0.34</td>
<td>0.34</td>
<td>0.03</td>
<td>0.41</td>
</tr>
</tbody>
</table>
17.1. Visualization of learned clusters

Figure 29: Clusters produced by the best DTKC model for the SVHN dataset.

The preceding evaluations are solely based on external criteria, meaning that all algorithms are measured by their ability to reproduce some predetermined categorization. This appears to be especially problematic for the SVHN dataset, where all methods perform very poorly according to the reported metrics. This behavior is unsurprising if we consider the type of images contained in the SVHN dataset. Figure 29 shows some example clusters extracted from the SVHN dataset. Each row of images corresponds to a cluster. The figure shows that there is indeed a very large variation in the appearance of the digits, as well as varying forms of distractions and noise. When inspecting these images, no obvious reason for this particular clustering reveals itself. The top row does seem to contain images that are more “blue-ish” than the rest of the clusters, while the second row contains images with more red colors. The bottom cluster on the other hand, seems to contain images that are more blurry than the rest. However, these arguments remain speculative, as these traits are not particularly prominent, and not without counterexamples.

When inspecting the learned clusters in this manner, one must also keep in mind that it is possible for the clusterings to be more or less random, and without any particular structure. A consequence of the design of most deep clustering algorithms is that they will always produce some clustering, regardless of the provided dataset, and presence of categories therein. Consequently, if no cluster
structure is visible to the algorithm, it will end up producing some nonsensical clustering, which often tends to depend on the randomly initialized parameters of the model (if there are any). This somewhat unfortunate property has led researchers to discuss the necessity of algorithms producing clusterings that are, in a statistical sense, significantly different from random clusterings [23].

Figure 30: Clusters produced by the best DTKC model for the COIL-20 dataset.

Figure 30 shows some of the learned clusters for the COIL-20 dataset. Although not perfect, these clusters are much more interpretable than the SVHN clustering discussed above. Items that contain characteristic shapes, like the head of the rubber duck, or items that are rotationally symmetric, e.g. rows 2 and 3, are easily separated into their own clusters. However, the last three rows show clusters that are not as pure as the first three. In these clusters the algorithm is unable to distinguish between the three different cars, and sometimes confuses them with the Anacin-box.

The car confusion also poses the more complicated question of whether we should expect the three cars to be placed in three different clusters, regardless of their orientation. As an example, consider image 4-6 (row 4, column 6), and compare it to image 6-2 and image 4-2. How can we say that images 4-6 and 6-2 (same cars, different rotation) are more similar than images 4-6 and 4-2 (different cars, same rotation)? A system capable of determining the presence of a decal on the car’s hood will correctly separate the two cars, whereas a system focusing on the overall shape of the car will not. The orientation of the cars is arguably a more low-level feature which is easier to identify than the decal on the hood. It is therefore more natural, and quite possibly favorable, that the system focuses on these “more obvious” clusterings [23].
17.2. Correspondence between loss and accuracy

![Loss vs. accuracy for the DDC and DTKC models on the MNIST and SVHN datasets. Different colors correspond to different runs. The loss-axis is normalized to allow for more accurate comparisons between models. Note that the early stopping criterion resulted in a noticeable difference in the number of samples for DDC and DTKC on the SVHN dataset.](image)

**Figure 31:** Loss vs. accuracy for the DDC and DTKC models on the MNIST and SVHN datasets. Different colors correspond to different runs. The loss-axis is normalized to allow for more accurate comparisons between models. Note that the early stopping criterion resulted in a noticeable difference in the number of samples for DDC and DTKC on the SVHN dataset.

**Table 6:** Results of fitting a simple linear regression model to the loss-accuracy pairs during training. $s$ denotes the standard error of the slope estimate. The $p$-value is the result of a two-sided $t$-test for whether or not the slope is equal to zero.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Slope</th>
<th>$s$</th>
<th>$R^2$</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>DDC</td>
<td>-0.044</td>
<td>0.002</td>
<td>0.333</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>DTKC</td>
<td>-0.041</td>
<td>0.002</td>
<td>0.264</td>
<td>0.0</td>
</tr>
<tr>
<td>SVHN</td>
<td>DDC</td>
<td>0.002</td>
<td>0.001</td>
<td>0.03</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>DTKC</td>
<td>-0.003</td>
<td>0.001</td>
<td>0.029</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Another approach to more quantitatively evaluate the validity of an external CVI, is to check the correspondence between what the model thinks is a “good” clustering, and the resulting CVI. If a model is trained to minimize some loss function, it means that, from the model’s perspective, the lower the loss function, the better the clustering.

Figure 31 shows loss-accuracy pairs sampled during the 20 training runs, for
the DDC and DTKC models, and for the MNIST and SVHN datasets. For the MNIST dataset there is a clear negative correspondence between loss and accuracy, while no such trend is visible for the SVHN dataset. These observations are confirmed by the results of Table 6, which contains summary statistics for a simple linear regression model, fitted to the respective sets of loss-accuracy pairs. The table shows that there is a statistically significant\textsuperscript{17} negative linear relationship between loss and accuracy for the MNIST models.

When it comes to the SVHN dataset, there is actually a significant, but small positive trend for the DDC model, indicating that decreasing the loss function corresponds to a decrease in accuracy. Clearly, this is not the desired outcome if we want the clustering to reflect the depicted digits. There is a significant negative trend for DTKC, but this is still not large enough to result in satisfactory performance.

It should be noted that the $R^2$ values for the regression models are quite low, indicating that linear models are not very accurate in predicting the relationship between loss and accuracy. Moreover, the independence assumption might not hold for the sampled pairs, as multiple samples were extracted for each run. However, the regression model should still provide some overall insight into the true relationship between loss and accuracy.

\subsection*{17.3. Visualization of kernel matrices}

To investigate the effect of the unsupervised companion objective on the layer-outputs, kernel matrices extracted from the CNNs of DDC and DTKC during training on the MNIST dataset, are shown in Figure 32. The kernels were computed from the output of the convolutional layers, using the same tensor kernel as in the unsupervised companion objectives. The rows and columns of the kernel matrices were sorted according to the ground truth for visualization purposes.

The class structure is not especially prominent for either of the two models at layer 1. However, the class structure is visible already at epoch 4 for both models at layer 2, with similar separability between classes for the two models at this stage. At epoch 20, the classes are somewhat more separable with DTKC, especially when it comes to the images containing 1’s. This trend is also visible between the two models at epoch 50. This is as expected since the cluster structure coincides well with the class structure (see Table 4), and DTKC is trained to explicitly enforce this cluster structure at the intermediate layers.

\textsuperscript{17}Using a significance level of 0.05.
Figure 32: Kernel matrices computed for a random subset of 1024 MNIST samples. Brighter pixels indicate higher values. The kernel matrices are sorted such that the bottom left block corresponds to the 0’s, and the top right block corresponds to the 9’s.
Figure 33: Normalized Frobenius norm between the perfect kernel, and the kernel matrices shown in Figure 32.

To further validate the claim that DTKC has learned intermediate embeddings which are more discriminative, the normalized Frobenius norm was computed between the extracted kernels, and the perfect kernel, defined as:

\[ d_{NF}(K^l, K_{\text{perfect}}) = \frac{\| K^l \|_F - \| K_{\text{perfect}} \|_F}{\| K_{\text{perfect}} \|_F} \]

where:

\[ K_{\text{perfect},ij} = \begin{cases} 1, & \text{if observations } (i,j) \text{ belong to the same class} \\ 0, & \text{otherwise} \end{cases} \]

and:

\[ \| A \|_F = \sqrt{\sum_{i,j} A_{ij}^2} \]

Figure 33 shows the resulting normalized Frobenius norms at different training epochs. The plots show that the kernels extracted from DTKC’s CNN are more similar to the perfect kernel, reflecting the “true” cluster structure. Moreover, the normalized Frobenius norm has a steeper downward trend for the DTKC model at layer 2, which is consistent with the goal of the companion objectives. These observations therefore show that the addition of companion objectives has made the cluster structure more prominent within these intermediate representations.
17.4. Choosing the unsupervised companion objective strength \( \lambda \)

The specification of the strength of the unsupervised companion losses (\( \lambda \)) is a both crucial and difficult task. The approach taken in this thesis is somewhat similar to the approach outlined in Section 15.3, but does not require the creation of validation sets by domain experts. Here \( \lambda \) was chosen based on a supervised validation procedure on the MNIST benchmark dataset, and the resulting value was used in all subsequent experiments. Clearly, one assumes with this approach that the hyperparameter configuration determined on the benchmark dataset generalizes to the other datasets, meaning that this approach is not problem free either.

The resulting accuracies for the DTKC model on the MNIST dataset are shown in Figure 34a. The plot does not show a particularly large variation in accuracy, but the optimal value seems to be at around \( \lambda = 0.01 \). The small variation implies that the model is rather robust to variations in \( \lambda \). This last property is crucial, as it makes the assumption about generalization to other datasets more feasible. Based on these observations, as well as the difficulties with unsupervised hyperparameter validation, \( \lambda \) was set to 0.01 for all experiments.

Figure 34b shows the DDC loss (\( L_1 + L_2 + L_3 \)) when training the DTKC model using different values of \( \lambda \). One could think that this plot can be used to determine the optimal value of \( \lambda \), making the hyperparameter choice entirely unsupervised. However, the validity of this approach depends on one important factor, namely the correspondence between minima of the clustering loss and minima of the companion objectives. This is explained by considering the following two cases:

- **Minima of companion objectives do not coincide with minima of clustering loss.** When this is the case, the optimization procedure will “pull” the point of convergence away from the minima of the clustering loss, which
will result in an increase of the final clustering loss. Stronger companion objectives implies that the convergence point is pulled further away from the minimum of the clustering loss, and closer to the minimum of the companion objectives. Therefore, this case should result in higher clustering losses for higher values of $\lambda$. This increasing behavior makes the clustering loss an unsuitable measure of performance for the selection of $\lambda$.

- Minima of companion objectives coincide with minima of clustering loss. In this case, the point of convergence will be a minimum of both the clustering loss and the companion objectives. Thus, no “pulling” will be present, and no increasing trend should be observed. The clustering loss might therefore be used for selecting $\lambda$ in this case.

From Figure 34b it is not straightforward to determine which of the two cases that best fits the observed behavior. However, the large jump in DDC loss from $\lambda = 10^{-1}$ to $\lambda = 1$ indicates that the optimization procedure has been pulled away from a clustering-loss-minimum and towards a minimum of the companion objectives. Also note that the standard deviation is very large at $\lambda = 1$, meaning that companion objectives this strong resulted in a model which was unstable during training.

### 17.5. Effect of unsupervised companion objectives at individual layers

Table 7: Resulting MNIST accuracies and DDC losses when different companion objectives are included in the model.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Included terms</th>
<th>ACC</th>
<th>DDC Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Best Mean ± Sd.</td>
<td>Best Mean ± Sd.</td>
</tr>
<tr>
<td>0</td>
<td>None</td>
<td>0.91 0.77 ± 0.07</td>
<td>0.51 0.52 ± 0.01</td>
</tr>
<tr>
<td>0.01</td>
<td>$L_1^{co}$</td>
<td>0.80 0.79 ± 0.04</td>
<td>0.52 0.52 ± 0.00</td>
</tr>
<tr>
<td></td>
<td>$L_2^{co}$</td>
<td>0.85 0.73 ± 0.07</td>
<td>0.51 0.53 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>$L_1^{co} + L_2^{co}$</td>
<td>0.94 0.75 ± 0.10</td>
<td>0.51 0.53 ± 0.01</td>
</tr>
<tr>
<td>1</td>
<td>$L_1^{co}$</td>
<td>0.94 0.73 ± 0.11</td>
<td>0.52 0.54 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>$L_2^{co}$</td>
<td>0.82 0.77 ± 0.05</td>
<td>0.79 0.80 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>$L_1^{co} + L_2^{co}$</td>
<td>0.82 0.74 ± 0.05</td>
<td>0.79 0.82 ± 0.02</td>
</tr>
</tbody>
</table>

This subsection describes an ablation study where the goal is to investigate the effect of the companion objectives on the different layers. The experiment includes the DDC base model, as well as the DTKC model, both trained on the MNIST dataset. For DTKC, the companion objectives were attached to layer 1 or 2, or both (see Table 3 and Figure 27). The experiments were repeated for $\lambda = 0.01$ and $\lambda = 1$. This was done to investigate the contributions of the different terms both at the “optimal” value, and at an “exaggerated” value.

Table 7 shows the resulting accuracies and DDC losses for the different model configurations. Perhaps the most prominent trend in this table is the increase
in loss for the models with companion objectives at layer 2 with $\lambda = 1$. This is consistent with the findings of Section 17.4, where an increase in DDC loss was discovered at $\lambda = 1$, indicating that the model has put too much emphasis on minimizing the companion objective(s), instead of the DDC loss.

Another observation which can be made from Table 7 is that strong companion objectives at layer 1 is comparable to weak companion objectives at layers 1 and 2, and that these two configurations seem to give the best overall performance. The latter has a somewhat higher mean accuracy, and a lower standard deviation, but the differences are not large enough to provide conclusive evidence on the benefits of using one over the other. However, it is beneficial with respect to model design that the model including both companion objectives at the same strength, is among the best performing configurations. Unequal weighting or dropping terms entirely would significantly increase the model design complexity, which is already tricky due to the unsupervised nature of the clustering problem. An exhaustive study of these modifications is therefore beyond the scope of this thesis, and left as future work.

To check whether the different model configurations has different effects on the parameters of the convolutional layers, kernel density estimators of the parameter-distributions were extracted for the run resulting in the lowest value of the total loss function. These are shown in Figure 35. From these plots we can make the following key observations:

- The configuration $\lambda = 0.01, \mathcal{L}_{co}^1 + \mathcal{L}_{co}^2$ has parameter values that are more compactly centered around zero than the other configurations for both layers, with the exception of $\lambda = 1, \mathcal{L}_{co}^1 + \mathcal{L}_{co}^2$ in layer 2.

- The base model $\lambda = 0$ has the widest parameter distribution in both layers.

These observations indicate that the unsupervised companion objectives can lead to smaller parameter values in the CNN. This is not particularly surprising as
the companion objectives tend to penalize differences in kernels between layers, as long as the DDC loss is sufficiently low. Recall that, for DTKC:

\[ \mathcal{L}_{\text{cluster}} = \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3 \]

where:

\[ \mathcal{L}_1 = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{\mathbf{v}_i^T \mathbf{K} \mathbf{v}_j}{\sqrt{\mathbf{v}_i^T \mathbf{K} \mathbf{v}_i \mathbf{v}_j^T \mathbf{K} \mathbf{v}_j}}, \]

where \( \mathbf{K} \) denotes the kernel matrix extracted at the output of the first fully connected layer, and \( \mathbf{v}_1, \ldots, \mathbf{v}_k \) denotes the columns of the cluster assignment matrix \( \mathbf{U} \). Furthermore, we have:

\[ \mathcal{L}_{\text{co}}^m = \frac{1}{k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{\mathbf{v}_i^T \mathbf{K}^m \mathbf{v}_j}{\sqrt{\mathbf{v}_i^T \mathbf{K}^m \mathbf{v}_i \mathbf{v}_j^T \mathbf{K}^m \mathbf{v}_j}}, \]

where \( \mathbf{K}^m \) is the tensor kernel extracted at layer \( m \). If we set \( \mathbf{K} = \mathbf{K}^m \) we get \( \mathcal{L}_1 = \mathcal{L}_{\text{co}}^m \), which means that similar kernels and low values of \( \mathcal{L}_1 \) will correspond to low values of \( \mathcal{L}_{\text{co}}^m \). One way to obtain similar kernels is to make the mappings between the layers less complex, which can lead to smaller parameter values. This is because transformations similar to the identity would result in similar kernels, and such transformations are represented as sparse filters in convolutional layers (recall that the identity filter contains a single one surrounded by zeros).

### 17.6. Effect of the bandwidth parameter \( \sigma \)

Recall that the bandwidth parameter \( \sigma \) was chosen according to the “15 % of median distance” rule of thumb given in [100]. This rule of thumb has been successfully applied to other DDC-based models [20, 22] – which is why it was used for the experiments in this thesis as well. However, as was previously discussed in Section 11, the specification of \( \sigma \) in the Gaussian kernel can be difficult, as well as critical for the performance of the resulting algorithm. The goal of this subsection is therefore to inspect the consequences of this choice, and more specifically, to investigate how sensitive the DTKC model is to variations in \( \sigma \).

Note that the findings of this analysis were not used to specify the \( \sigma \) parameter, in contrast to what was done in Section 17.4 for the \( \lambda \) hyperparameter. There are two main reasons for this, the first being that introducing a similar procedure for \( \sigma \) would result in a significant increase in the experimental complexity. The second reason is that for \( \sigma \), we already have a rule of thumb which has been proven to work well with previous DDC-based models – which is not the case for the \( \lambda \) hyperparameter.

To evaluate the effect of different \( \sigma \) values on DTKC, the model was trained using variations of the aforementioned rule of thumb, on the MNIST, USPS, and
COIL-20 datasets. Specifically, for a given layer $l$, $\sigma^l$ was varied according to:

$$\sigma^l = \tilde{\sigma} \cdot \text{median}\left\{d_{ij}^l\right\}_{i,j=1}^n$$

where $\tilde{\sigma}$ is the multiplication factor$^{18}$, and $d_{ij}^l$ is the distance between output $i$ and output $j$ in layer $l$. Following the ordinary loss-function-computations, the tensor distance $d_{\text{tensor}}($, $\cdot, \cdot)$ was used for the $\sigma$ values in the companion objectives, while the Euclidean distance was used for $\sigma$ in the DDC loss function. Note that the same $\tilde{\sigma}$ was used for all layers, in order to reduce the complexity of the analysis.

The resulting accuracies and DDC losses are shown in Figure 36a and Figure 36b, respectively. The accuracy plots show that the DTKC is rather robust towards variations in the multiplication factor $\tilde{\sigma}$. Thus indicating that the potential loss or gain in performance is not particularly large when varying this hyperparameter. This is indeed an advantage due to the aforementioned difficulties of setting hyperparameters in unsupervised algorithms.

The loss curves in Figure 36b shows why the DDC loss function is unsuitable for specifying $\sigma$. The plots show a clear monotonically increasing trend, meaning

$^{18}$Note that setting $\tilde{\sigma} = 0.15$ recovers the original rule of thumb.
that higher values of $\sigma$ results in increased DDC loss. The intuitive reason for this is that a larger $\sigma$ leads to larger values in the kernel matrix, resulting in wider and smoother kernel density estimates. Furthermore, recall that $\mathcal{L}_1$ penalizes overlapping and non-compact clusters, meaning that $\mathcal{L}_1$ will increase with the width of the density estimates. The loss function will therefore favor smaller values of $\sigma$, regardless of the resulting clustering performance.

Although DTKC did not prove to be especially sensitive to the choice of $\sigma$, its specification remains an important consideration for future work. Section 18.1 offers a broader discussion on the choice of $\sigma$ for tensor-based methods, and summarizes some thoughts on future work along those lines.

17.7. Visualization of importance

Another way to qualitatively assess the validity of the clusterings produced by the models, is to inspect which pixels in the input image that are important for the cluster assignment. These visualization techniques have been extensively used in supervised image classification [126, 125, 127], but not so much in unsupervised applications. Even though one can argue that the necessity for such visualization techniques is even greater in the unsupervised case, due to the potential ambiguity in the interpretation of the clusterings.
Guided backpropagation [125] is a recent technique for visualizing the importance of the input pixels with respect to an activation in a particular layer. Suppose we want to determine which pixels in the $i$-th input image $X_i = [X_{i,xyc}]$, are most important to the soft assignment $\alpha_{ij}$. In guided backpropagation this is done by computing an approximation of the gradient

$$\frac{\partial \alpha_{ij}}{\partial X_{i,xyc}}.$$

The approximated gradient differs from the actual gradient in that only positive values are kept when back-propagating through ReLU activations. This modification might seem arbitrary at first, but the reasoning is as follows: If an element of the input gradient to the ReLU activation is negative during the backward pass, this means that this particular element corresponds to a negative derivative with respect to the prediction, effectively “speaking against” that prediction. However, we are interested in explaining the prediction, and not the “lack” thereof, meaning that we should keep only positive values. Another argument is that the positive contributions of some gradients are “cancelled out” by the negative contributions of other gradients. This modification has been shown to vastly improve the resulting importance maps in supervised image classification [125].

Figure 37 shows the result of applying guided backpropagation to DDC, DDC-SS, DTKC, and DTKC-SS. The images show the gradient of the largest input to the softmax function in the last fully-connected layer, with respect to the input image. The reason for choosing the largest softmax input is that this value represents the predicted cluster membership of the input image. We want to inspect the importance of the assignment of digit $x$ to the cluster of $x$’s, as opposed to its assignment to a cluster corresponding to some other digits. Informally, one could say that we are explaining why the 1 was clustered as a 1, and not why it was not clustered as a 2.

The resulting importance plots are as expected for DDC and DTKC. In these plots we see that the system focuses on characteristic parts of the respective digits, such as the horizontal bar in the 5. The plots also show that the system assigns negative importance to areas surrounding the digit, meaning that if these were part of the digit, it would speak against the current prediction.

The results are quite different when it comes to the models pre-trained using self-supervised learning, namely DDC-SS and DTKC-SS. In contrast to the randomly initialized models, these models seem to put very much emphasis on the borders of the images. This might seem puzzling at first, as the surrounding parts of the images are homogeneous and mostly equal to zero. However, recall that during the self-supervised pre-training, the images are randomly divided into patches, whose relative positions are to be determined by the system. It is reasonable to assume that the edge of a given patch is important for determining its relative position with respect to some other patch, which means that the network – and especially the convolutionalized fully-connected layer – learns to focus on these
edges. As these features are not immediately useful to the clustering system during the fine-tuning process, one could further conjecture that the importance of the edges would decrease with a longer fine-tuning process.

17.8. Classification-based companion objectives

The preceding results show that the companion objectives constructed from tensor kernels and Cauchy-Schwarz divergence helps guide the system towards more separated embeddings, and possibly better performance. It is therefore reasonable to ask the question of whether there exist other formulations of the companion objectives which yield similar results. One option – which is closely related to Deeply Supervised Nets [34] – is to construct the companion objectives based on an ordinary supervised classification system. Clearly, these “companion classifiers” will need some form of ground truth labels for training, but what if these could be obtained as part of the network?

Suppose we let \( Y_1^l, \ldots, Y_n^l \) be the tensorial outputs of layer \( l \) for the current batch, and that we flatten these to form the vectors \( y_1^l, \ldots, y_n^l \). These can then be passed to a fully-connected layer with a softmax activation function:

\[
\tilde{u}_i^l = \text{softmax}(W^l y_i^l + b_i^l)
\]

where \((W^l, b_i^l)\) denote the parameters of the fully-connected layer. The outputs \( \tilde{u}_1^l, \ldots, \tilde{u}_n^l \) can now be compared to the outputs of the final layer, in order to optimize \((W^l, b_i^l)\). The \( l \)-th companion objective can thus be constructed based on e.g. the cross-entropy loss function [1]:

\[
L_{co,clf}^l = - \sum_{i=1}^{n} \sum_{j=1}^{k} \left( u_{ij} \ln \frac{\tilde{u}_{ij}}{u_{ij}} + (1 - u_{ij}) \ln \frac{1 - \tilde{u}_{ij}}{1 - u_{ij}} \right)
\]

where \( u_{ij} = [u_{i1}^l, \ldots, u_{ik}^l] \) denotes the predicted cluster membership vector for the \( i \)-th input. This companion objective can then be used in place of \( L_{co}^l \) in the total loss function, which gives:

\[
L = L_{cluster} + \lambda \sum_{i=1}^{L-1} L_{co,clf}^l
\]

which can be minimized using ordinary gradient descent. This setup essentially attaches a linear logistic regression classifier [3] to each of the layers, meaning that the companion objectives will try to enforce linear separability between clusters in earlier layers.
Part V/Experiments

Experiment setup

To investigate the classifier-based companion objective formulation, the loss function in Eq. (41) was used to train a model analogous to DTKC in the previously described experiments, which is referred to as DTKC-SM (DTKC-SoftMax). The network layout and all other training components were left exactly as described in Section 15.3, to obtain accurate comparisons. The DTKC-SM model was trained and evaluated on a representative subset of the datasets, namely MNIST, Fashion-MNIST and COIL-100.

Results

Table 8: Resulting accuracy and NMI for the models with classifier-based companion objectives. The relevant results from the previous experiments are included for easier comparison.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ACC</th>
<th>NMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
</tr>
<tr>
<td>MNIST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DDC</td>
<td>0.91</td>
<td>0.77</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.94</td>
<td>0.77</td>
</tr>
<tr>
<td>DTKC-SM</td>
<td>0.87</td>
<td>0.77</td>
</tr>
<tr>
<td>Fashion-MNIST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DDC</td>
<td>0.58</td>
<td>0.55</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.63</td>
<td>0.56</td>
</tr>
<tr>
<td>DTKC-SM</td>
<td>0.56</td>
<td>0.54</td>
</tr>
<tr>
<td>COIL-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DDC</td>
<td>0.61</td>
<td>0.59</td>
</tr>
<tr>
<td>DTKC</td>
<td>0.64</td>
<td>0.6</td>
</tr>
<tr>
<td>DTKC-SM</td>
<td>0.59</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The results in Table 8 show that the models using softmax-based companion objectives perform slightly worse than both DDC and DTKC on all datasets in terms of “Best” performance, whereas the “Mean” performance is similar for all models across all three datasets.

To more closely inspect the effect of the softmax-based companion objectives, the analysis in Section 17.3 was repeated for the DTKC-SM model. Figure 38 shows $K^2$ for the DDC, DTKC and DTKC-SM models resulting in the lowest loss function\(^1\). From these plots it is apparent that, when compared to the DDC base model, the intermediate representations from the second layer are slightly more compact and well separated for the DTKC-SM model. On the other hand, when

\(^1\)Plots of $K^2$ are omitted as they were all similar.
comparing DTKC-SM and DTKC, there is a noticeable difference in separability and compactness in favor of DTKC. This can intuitively be described by the fact that the logistic regression classifier favors linearly separable clusters, but not necessarily the compactness of these clusters.

It should also be noted that this analysis is somewhat biased towards DTKC as the tensor kernel framework is used to compute $K^2$, which is the same kernel used in DTKC’s companion objectives. Nevertheless, if one assumes that the tensor kernel is capable of correctly describing the geometry of the output space of layer 2, the analysis still holds with respect to between-cluster-separability and within-cluster-compactness in this space.

A significant benefit of using the softmax companion objectives instead of the companion objectives based on tensor kernels, is that it leads to a noticeable decrease in training time. Recall that DTKC requires the computation of several eigendecompositions at each training step, which significantly increases the training time. DTKC-SM on the other hand simply requires the computation of a matrix product, followed by a softmax nonlinearity – a computation which is much faster, especially when done with specialized deep learning frameworks such as TensorFlow. The extra parameters $(W_l, b_l)$ introduced by the softmax classifiers causes this increase in training speed to come at the cost of an increase in the model’s memory footprint during training. This is not a problem for inference however, as the final prediction is not influenced by the softmax classifiers, which means that they can be discarded when the training process is finished.
17.9. Experiments with sequential data

Up until this point, the main focus of this part has been on image clustering. However, in [22] it was shown that DDC provides a promising framework for the clustering of sequential data as well. By replacing the CNN with an RNN it was shown that the resulting Recurrent Deep Divergence-based Clustering (RDDC) was able to outperform classical methods when clustering sequences. It is therefore natural to ask if the framework proposed in this thesis can help improve the performance of RDDC as well, by introducing stronger supervision in earlier layers of the RNN.

Recall that RNNs can be seen as layer-wise models, similarly to CNNs. The translation of the unsupervised companion objectives from CNNs to RNNs is therefore relatively straightforward. Suppose we have an input sequence \( \mathbf{x}_i = \mathbf{x}_{i,1}, \ldots, \mathbf{x}_{i,T} \) where \( T \) is the length of the sequence. Recall from Section 9.3.3 that at layer \( l \) we get the output sequence:

\[
\mathbf{h}^l_{i,t} = f_{\theta_l}(\mathbf{h}^l_{i,t-1}, \mathbf{h}^{l-1}_{i,t}), \quad t = 1, \ldots, T.
\]

We can then use the last hidden states \( \mathbf{h}^l_{i,T}, \ldots, \mathbf{h}^l_{n,T} \) of layer \( l \) to compute the companion objective. Note that in contrast to the CNN case, this will result in the companion objectives receiving rank-1 tensors (vectors) instead of rank-3 tensors. The regular Gaussian kernel was therefore used to compute the elements of the kernel matrix:

\[
K^l = [\kappa^l_{ij}], \quad \kappa^l_{ij} = \exp \left( -\frac{||\mathbf{h}^l_{i,T} - \mathbf{h}^l_{j,T}||^2}{2\sigma^2} \right)
\]

Models

The sequential experiments were performed with two different models: RDDC as described in [22], and RDTKC (Recurrent Deep Tensor Kernel Clustering). The latter refers to a DTKC-based model where the CNN has been replaced with an RNN. Following [22] both models used a two-layer bidirectional gated recurrent unit [75] (also see Section 9.3.5.2), together with the DDC clustering module. The dimensionality of the hidden states for each layer was set to 32, also following [22]. Batch size, optimizer, gradient clipping, epochs, runs, and bandwidth all follow the configuration specified in Section 15.3. The companion objectives in RDTKC were constructed as described above.

\( k \)-means, spectral clustering, and average-link hierarchical clustering were used as benchmark methods. Since these require vectorial inputs, the sequences were first zero-padded to have length equal to the maximum length in the dataset, and then reshaped into vectors.
Datasets

The datasets used for evaluation are:

- **Character Trajectories** [128]. Sequences of vectors on the form \((x, y, \text{pen tip force})\), where each sequence corresponds to the trajectory of a hand-written letter in the English alphabet. Following [22] a subset consisting of the first 6 characters was selected. However, since almost all algorithms produced perfect clusterings on this subset, the set was augmented with the next 4 characters as well, resulting in a total of 10 characters.

- **Arabic Digits** [128]. Mel-frequency cepstrum coefficients [1] extracted from recordings of spoken Arabic digits. All 10 digits were used.

These datasets were chosen as they represent clustering or classification challenges of suitable complexity [22, 129, 130]. These are also openly accessible and well-known benchmark datasets, allowing for easier comparison with the literature. See Table 9 for a summary of relevant attributes.

Table 9: Summary of attributes for the sequential datasets. “Lengths” denotes the range of sequence lengths contained in the datasets, \(\text{dim}, n, \text{and } k\) represent the dimensionality of each sequence-element, the number of sequences, and the number of clusters, respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Lengths</th>
<th>(\text{dim})</th>
<th>(n)</th>
<th>(k)</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character Trajectories</td>
<td>[109, 198]</td>
<td>3</td>
<td>1491</td>
<td>10</td>
<td>Hand-written letters</td>
</tr>
<tr>
<td>Arabic Digits</td>
<td>[4, 93]</td>
<td>13</td>
<td>8800</td>
<td>10</td>
<td>Spoken digits</td>
</tr>
</tbody>
</table>

Results

Table 10: Results for the experiments with sequential data.

<table>
<thead>
<tr>
<th>Model</th>
<th>(k)-means ACC</th>
<th>(k)-means NMI</th>
<th>Hierarchical ACC</th>
<th>Hierarchical NMI</th>
<th>Spectral ACC</th>
<th>Spectral NMI</th>
<th>RDDC ACC</th>
<th>RDDC NMI</th>
<th>RDTKC ACC</th>
<th>RDTKC NMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character Trajectories</td>
<td>0.84</td>
<td>0.8</td>
<td>0.05</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.03</td>
<td>0.91</td>
<td>0.71</td>
<td>0.67</td>
</tr>
<tr>
<td>Arabic Digits</td>
<td>0.71</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.6</td>
<td>0.6</td>
<td>0.02</td>
<td>0.61</td>
<td>0.46</td>
<td>0.55</td>
</tr>
</tbody>
</table>
The results for the sequential experiments are given in Table 10. In contrast to the image clustering results, these show that the deep models (i.e. RDDC and RDTKC) are not capable of consistently outperforming the classical models. Moreover, the results for RDDC and RDTKC also show relatively low mean-accuracies and large standard deviations.

Comparing RDDC’s results on the Arabic Digits dataset in Table 10 to [22] reveals that there is a relatively large gap between the “Best” accuracies. Since the implementation used here follows the implementation used in [22], this discrepancy is most likely due to the randomness of the RNN initialization.

The preceding observations strengthen the hypothesis about the necessity of a more consistent cluster structure. Moreover, the performance of \( k \)-means reveals a great deal about the geometry of the Character Trajectories input space. Recall that \( k \)-means uses the squared Euclidean distance as its dissimilarity measure, and thus, favors compact, hyperspherical clusters. This, together with \( k \)-means’ accuracy, tells us that the character-classes are indeed compact and hyperspherical clusters in the input space. The poor performance of RDDC compared to \( k \)-means indicates that the RNN is not capable of preserving this Euclidean geometrical structure. The companion objectives of RDTKC seems to somewhat alleviate this problem, resulting in better performance than RDDC. However, its performance is still worse than \( k \)-means for the Character Trajectories dataset.

**Discussion**

In summary, the results seem to show that using an RNN instead of a CNN makes the DDC clustering framework more prone to the aforementioned geometrical problems. In future work, it would therefore be interesting to investigate the use of one-dimensional convolutional architectures instead of recurrent networks to process the input sequences. However, if one insists on using an RNN, other ways to incorporate the geometric constraints could be explored. One option is to use more of the hidden states produced by the layers, instead of only using the last hidden state. For instance, all the hidden states in a layer could be stacked, resulting in the rank-2 tensor:

\[
\mathbf{Y}_i^l = \begin{bmatrix}
h_{i,1}^l \\
h_{i,2}^l \\
\vdots \\
h_{i,T}^l
\end{bmatrix}
\]

For a dataset of sequences \( x_1, \ldots, x_n \), the corresponding \( \mathbf{Y}_1^l, \ldots, \mathbf{Y}_n^l \) could then be used to compute the kernel matrix \( \mathbf{K}^l \) for layer \( l \) using the tensor kernel framework.
18. Discussion and future work

18.1. Unsupervised companion objectives and tensor kernels

The generalized Cauchy-Schwarz divergence coupled with the idea of companion objectives is perhaps the most important contribution made in this thesis. Together, these two concepts play an essential role in DTKC – as they incorporate the much needed geometrical constraints on the individual layers of the deep neural network used by the model.

In the derivation of the unsupervised companion objectives we made one particularly important choice, namely to base the kernel density estimation on the tensor kernel framework proposed by Signoretto [35]. By using these kernels we assumed that the summed Grassmann distance between matricizations is a “good” distance measure, in the sense that it reflects the cluster structure we are seeking. However, since these kernels are computed at the output of layers in the network, it is not immediately straightforward to evaluate the validity of this assumption. In future work it would therefore be interesting to more thoroughly investigate this assumption, both from theoretical and experimental standpoints. One could also construct other tensor kernels based on e.g. domain knowledge, weak supervision, or semi-supervision.

Another important choice which was made in the construction of the unsupervised companion objectives, was to use the CS divergence as a measure of dissimilarity between the density functions describing the clusters. The CS divergence is only one of many different divergence measures in the literature on information theory, with other examples including the Kullback-Leibler (KL) divergence [131] and the more general Rényi divergence [132]. From the perspective of loss function minimization, there are no immediate problems with using either of these two divergences in place of the CS divergence. One reason for favoring the CS divergence however, is that it takes on a quite favorable form when expressed through the kernel density estimator. Recall from Section 11.1.2 that the KDE-based estimator for the CS divergence is a function of the kernel matrix $\mathbf{K}$ only, allowing for more straightforward loss computations. Moreover, the particular form of the CS divergence estimator also allows for the RKHS-based interpretation also outlined in Section 11.1.2.

Furthermore, it is important not to neglect the potential influence of the bandwidth parameter $\sigma$ in the kernel density estimator. Much research has been done on data-driven selection of this parameter, both in the univariate case [99, 133, 134, 135], and the multivariate vectorial case [99, 136]. The domain of density estimation for tensor data will most likely also benefit from similar advancements in automatic bandwidth selection. It is possible that much of the statistical intuition and theory that underlies the univariate and vectorial methods, is applicable in the more general case of bandwidth selection for tensor valued...
density estimators. However, the developments of new methods for selecting these bandwidths should take the (possibly non-Euclidean) geometrical structure into account, to correctly model the underlying data distribution.

It is a well known result from nonparametric statistics that kernel density estimation becomes difficult in higher dimensions [99], requiring massive sample sizes to obtain accurate estimates. One might therefore think that this result somewhat invalidates the computation of the unsupervised companion losses, as well as DDC’s loss function, since these are computed for each mini-batch. However, note that these losses are concerned with density estimates that roughly reflect the overall shape and location of the respective clusters, and not necessarily the best possible modeling of the data distribution. The results obtained by DTKC, DDC [20], RDDC [22], as well as other classical information-theoretic approaches [137, 138, 139], indicate that these rougher estimates are sufficient for the clustering objective, regardless of their questionable accuracy.

Section 13 states that the unsupervised companion objectives can be coupled with any clustering algorithm using some form of deep neural network. This degree of generalizability is an important advantage of the unsupervised companion objectives, since new deep neural network architectures are likely to be introduced in the future. We are already seeing examples of this development with the introduction of Graph Convolutional Networks [140] and Transformers [141]. The tensor kernel framework [35] and the proposed CS divergence for tensors, are also general concepts that can be applied outside the field of deep clustering. One potential application is the promising work on understanding deep neural networks through information theory [142, 143]. Preliminary work by Yu et al. [144] on applying these methods to CNNs has focused on the naïve kernel, but it is possible that these methods can benefit from the tensor kernel utilized in this thesis.

The idea of introducing loss functions at the output of individual layers also opens up for an interesting pre-training strategy. Recall from Section 9.4 that the stacked autoencoder is built by training the network layer by layer, instead of training all layers at once. The unsupervised companion objectives could be used in a similar manner, where we initially only consider the first layer, and train it to minimize the first companion objective. Then we move on to the second layer, and train only the parameters of this layer to minimize the second companion objective. This process can be repeated until the desired number of layers is reached. Finally, we can fine-tune all layers and the clustering module by minimizing all the companion objectives, combined with the clustering loss. This could make it easier for the individual layers to learn transformations that enhance the cluster structure. However, the training of individual layers requires a clustering module attached to each layer, leading to an increase in memory consumption during training. As always, this is a tradeoff which has to be considered by the end-user.
18.2. Self-supervised pre-training

From the preceding results it is not immediately apparent whether or not self-supervised pre-training will result in increased clustering performance. Thus, when comparing to a randomly-initialized model, the tradeoff between added computational cost and potentially improved initialization is one that has to be considered based on the current task at hand. However, when compared to autoencoder-based pre-training, self-supervised learning offers an alternative pre-training strategy with a potentially significant reduction in the number of pre-training parameters. This is because the autoencoder’s decoder might introduce a large number of extra parameters, depending on its architecture.

To reduce the cost of the pre-training step, one could experiment with setups where one pre-training run is used to initialize several fine-tuning runs. The extreme case being one single pre-training run for all fine-tuning runs. A concrete example of this strategy could be the following: Suppose our computational capacity limits us to 20 runs. Then, we could pre-train 4 times, and then perform 5 fine-tuning for each of the 4 pre-training runs. This would result in 20 runs in total, but we’ve effectively reduced the pre-training time by a factor of 5.

It is also possible to expand upon this line of thinking by including fine-tuning runs from random initializations into the allowed number of runs. For instance, instead of pre-training 4 times, we could pre-train 3 times, and then perform 5 fine-tuning runs for each of the now 3 pre-training runs. We could then do 5 runs from a random initialization, again resulting in a total of 20 runs. Diagrams illustrating these different strategies are shown in Figure 39.

<table>
<thead>
<tr>
<th>1</th>
<th>pre-train</th>
<th>fine-tune</th>
<th>1</th>
<th>pre-train</th>
<th>fine-tune</th>
<th>1</th>
<th>pre-train</th>
<th>fine-tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>2</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>2</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>3</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>3</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>3</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>4</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>4</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>4</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>5</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>5</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>5</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>6</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>6</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>6</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>7</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>7</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>7</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>8</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>8</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>8</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>9</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>9</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>9</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>10</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>10</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>10</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>11</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>11</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>11</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>12</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>12</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>12</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>13</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>13</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>13</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>14</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>14</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>14</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>15</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>15</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>15</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>16</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>16</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>16</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>17</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>17</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>17</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>18</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>18</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>18</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>19</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>19</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>19</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
<tr>
<td>20</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>20</td>
<td>pre-train</td>
<td>fine-tune</td>
<td>20</td>
<td>pre-train</td>
<td>fine-tune</td>
</tr>
</tbody>
</table>

Figure 39: Suggested pre-training and fine-tuning strategies for a total of 20 runs. The leftmost strategy was used for the experiments in this thesis, which is also the strategy with the highest computational cost.

Another factor to consider is that the pre-training step might also require some careful configuration of its hyperparameters. Doersch et al. [36] argue that sufficient jitter and patch-spacing has to be applied in order for the network to
learn features which reflect the objects present in the images. Furthermore, they observed that failure to meet these conditions led the network to only focus on pattern similarities along the image-edges. This is also consistent with the importance maps shown in Section 17.7, indicating that this “continuation of patterns” might be the case for the self-supervised network pre-trained on the MNIST dataset. However, due to the low resolution of the images considered in this thesis, increasing the jitter would require the patches to shrink accordingly. Although increased jitter was not further investigated here, it is possible that upsampling methods could be used to alleviate the problem of low resolutions.

Lastly, it is possible that self-supervised pre-training proves to be more beneficial for the clustering of images with more complex scenery than those used in this thesis. The results obtained by Doersch et al. [36] for ImageNet [109] and Pascal VOC [110], indicate that the system is capable of capturing visual similarity across images in these more diverse datasets.

18.3. Quantifying uncertainty for the “Best” statistic

The quantitative analyses done in the different subsections of Section 17 were – to a large degree – based on the “Best” statistic extracted from the 20 runs. But how closely does this really reflect the expected performance of the model? The answer to this depends on which of the two following situations we find ourselves in when trying to solve the problem at hand:

1. We have the computational resources to train the model from 20 different initializations, and then select the one resulting in the lowest loss value.

2. We have the computational resources to train the model once, and have to make due with the model we get from that single run.

Clearly, if we are in situation 2, the “Best” statistic will give an overly optimistic estimate of the true performance. In this situation, it would therefore be more accurate to consider the “Mean” statistic. Additionally, the “Sd.” statistic provides us with an estimate of the uncertainty of the resulting performance in this situation.

On the other hand, if we actually have the resources to train the model 20 times – and thus find ourselves in situation 1 – we will get a more accurate point estimate from the “Best” statistic. But what if we want to say something about the uncertainty of this point estimate? Since the analytic computation of an estimator for this uncertainty can be somewhat tricky due to the complex distribution of the loss function, we can resolve to simulation techniques instead. Bootstrapping [145, 99] is one widely known such simulation technique, where the original sample is resampled a number of times to create a set of bootstrap samples. Each bootstrap sample can then be used to compute a value of the statistic – resulting in several values for the statistic in total. We can then
compute e.g. the standard deviation based on these values. Suppose we let

\[ R_1 = [L_1, A_1], \ldots, R_r = [L_r, A_r] \]

be vectors containing “loss” and “ACC” from the \( r \) different training runs. We are then interested in estimating the standard deviation of the “Best” statistic:

\[ \beta = \text{Best}(R_1, \ldots, R_r) = (A_i \text{ s.t. } L_i = \min \{L_1, \ldots, L_r\}) \]

whose distribution is unknown. To estimate this standard deviation, we first draw the bootstrap samples:

\[ R_{b1}^*, R_{b2}^*, \ldots, R_{br}^*, \ b = 1, \ldots, B \]

where \( B \) is the total number of bootstrap samples, and:

\[ R_{bi}^* \sim U(\{R_1, \ldots, R_r\}), \ b = 1, \ldots, B, \ i = 1, \ldots, r \]

where \( U(\{R_1, \ldots, R_r\}) \) denotes the discrete uniform distribution on the original sample. We then compute the statistic for each bootstrap sample:

\[ \beta_b^* = \text{Best}(R_{b1}^*, \ldots R_{br}^*), \ b = 1, \ldots, B \]

and get the bootstrap estimators for “Best” and its standard deviation as:

\[ \beta^* = \frac{1}{B} \sum_{b=1}^{B} \beta_b^*, \quad \sigma_{\beta}^* = \sqrt{\frac{B}{B - 1} \sum_{b=1}^{B} (\beta_b^* - \beta^*)^2}. \quad (42) \]

These are estimators of the expected “Best” performance, and its standard deviation.

Table 11 shows the resulting estimates computed for \( B = 10000 \) bootstrap samples. From these results we can make the following key observations:

- The expected accuracy is lower than the overall “Best”, which can be found in Tables 4 and 5. This is because the overall “Best” is the highest observed value in the original sample, meaning that the bootstrap samples which does not include this value will pull the overall mean downwards\(^{20}\).
- The deep models outperform the classical models for almost all datasets. This is consistent with the results in Tables 4 and 5.
- DEC has a noticeably lower standard deviation than the other deep models. This can be either due to the autoencoder initialization, or that DEC’s fine-tuning process behaves more consistently across runs. The latter can be caused by a “nicer” loss functions with fewer local optima to get stuck in.

\(^{20}\) The asymptotic probability \((r \rightarrow \infty)\) of the overall “Best” being included in a bootstrap sample is \(1 - e^{-1} \approx 0.632\) [3].
DTKC and DTKC-SS outperform, or perform comparable to, the other deep models on all datasets, indicating that the performance of the proposed models is at least as good as DDC and DEC. Note that the benchmark models whose results were extracted from the literature, are not included here. This is because it was not possible to design and execute a comparable bootstrap when only the point estimates (or means) were reported for these models.

Lastly, and perhaps most importantly, the values of the estimated standard deviations are so large that they should be taken into consideration when evaluating the results. The key advantage of estimating uncertainty in this way, is that the bootstrap approach requires no extra training of models, making it very cheap compared to running multiple instances of the 20-run-setup. Bootstrap- ping should therefore be strongly considered as an option to quantify uncertainty when using the “Best” statistic based on multiple runs – especially when the alternative is to report the point estimate only.

18.4. Specifying the number of clusters

The number of clusters is an important parameter for many clustering algorithms, including DTKC. Although we have assumed the number of clusters to be a known quantity, this might not be the case in real-world applications – especially those designed for exploratory purposes.

The literature on determining the number of clusters seems to focus on mainly two different approaches: (i) Finding the number of clusters in the dataset before training the model [52, 146], and (ii) training several model instances with different numbers of clusters, and then selecting the best of these [147, 148]. Most of the methods within both these approaches rely heavily on the specification of a similarity (or dissimilarity) measure in the input space. As was previously discussed in Section 7, this choice can be highly nontrivial for more complex datatypes, such as digital images and time series.

For approach (ii), the requirement of a similarity measure could be bypassed by considering the loss function of the clustering algorithm, instead of the commonly used internal CVIs. However, this can also be problematic if the loss function itself is biased towards either small or large numbers of clusters. For the deep clustering methods, an alternative approach would be to keep using internal CVIs,
but to compute these for the learned representations (denoted $z$ in Section 10) instead of the input data. The specification of a similarity measure in this space is less challenging, as it tends to be an integral part of the subsequent clustering module [15, 20]. Sadly, this approach is not problem free either. Different models will result in different embeddings, which can negatively impact the validity of comparing the resulting CVIs. Thus, the determination of the number of clusters in complex datasets remains as an important direction for future work.
Part VI / Conclusion

The purpose of this thesis has been to develop a new deep clustering algorithm for image clustering, as an answer to some of the open research questions in the field of deep clustering. The proposed DTKC employs unsupervised companion objectives to enforce cluster structure in earlier layers of its convolutional neural network. In the development of the unsupervised companion objectives, a connection between tensors and convolutional neural networks was utilized, in order to construct companion objectives capable of describing clusters of tensors. This work was inspired by ideas from several different fields of study, namely information theory, tensor theory, and deep learning.

Self-supervised learning in the form of context prediction [36] was also described and tested as a pre-training approach. Many deep clustering methods use autoencoders for pre-training, and self-supervised learning was recognized as an alternative to these, potentially reducing the number of extra parameters introduced in the pre-training stage.

In the experiments, both DTKC and DTKC-SS (DTKC with self-supervised pre-training), were compared to several benchmark algorithms from the literature – consisting of both classical algorithms, as well as algorithms from the more recent deep clustering field. The experimental results show that DTKC and DTKC-SS outperform, or perform comparable to, the benchmark algorithms. The experiments also describe the evaluation of two different variations of the base DTKC model, with the first being an alternate formulation of the unsupervised companion objectives. The second variation was a DTKC-based model in which a recurrent neural network was used in place of the convolutional neural network, resulting in a model for time series clustering.

The aforementioned connection between tensor theory and convolutional neural networks has received limited attention in the current deep learning scene. However, promising work on e.g. increasing network efficiency [31], and tensor factorization [32, 33], indicate that there is much untapped potential at the intersection between deep learning and tensor theory.

The preservation of geometrical structure in the input data is still a key challenge in deep clustering [24], and remains as an important direction for future work. To this end, the theoretical contributions made in this thesis show that the quantification of cluster structure can be done for tensors of arbitrary rank. More work along these lines can therefore lead to impactful advancements in the clustering field – especially for datatypes with more complex geometrical structure, such as images, sequences, and graphs.
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