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Abstract—Oil spill detection using a time series of images
acquired off Norway in June 2015 with the uninhabited aerial
vehicle synthetic aperture radar is examined. The relative perfor-
mance of a set of features derived from quad-polarization versus
hybrid-polarity (HP) modes in detection of various types of slicks
as they evolve on a high wind driven sea surface is evaluated. It is
shown that the HP mode is comparable with the full-polarimetric
mode in its ability to distinguish the various slicks from open
water (OW) for challenging conditions of high winds (9-12 m/s),
small release volumes (0.2-0.5 m3), and during the period 0-9 h
following release. The features that contain the cross-polarization
component are better for distinguishing the various slicks from
open water at later and more developed stages. Although these
features are not available in the HP mode, we identify alternative
features to achieve similar results. In addition, a clear correlation
between the results of individual features and their dependence
on particular components within the two-scale Bragg scattering
theory is identified. The features that show poor detectability of
the oil slicks are those that are independent of the small-scale
roughness, while the features resulting in good separability were
dependent on several factors in the two-scale Bragg scattering
model. We conclude that the HP mode is a viable alternative
for SAR-based oil spill detection and monitoring that provides
comparable results to those from the quad-polarimetric SAR.

Index Terms—Hybrid polarity (HP), NORSE2015, oil spill
observation, synthetic aperture radar (SAR), time series,
uninhabited aerial vehicle synthetic aperture radar (UAVSAR).

[. INTRODUCTION

PACEBORNE and airborne remote sensing instruments
are the key tools for an operational oil pollution
monitoring program. Spaceborne instruments offer the unique
capabilities of large swath widths and for some satellite
constellation missions improved temporal coverage. Aircraft
surveillance flights are flexible and allow monitoring of
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evolving oil with time, as well as verifying the oil in some
cases. In recent years, characterizing oil spills in the marine
environment using the full-polarimetric (FP) synthetic aperture
radar (SAR) has intensified (see, e.g., [1]-[4]). During the
Deepwater Horizon accident, the National Aeronautics and
Space Administration (NASA) uninhabited aerial vehicle
synthetic aperture radar (UAVSAR) provided the valuable
observations of the major oil spill with fine resolution and
a system that has a low noise floor [5]. An analysis of the
FP SAR acquisitions revealed a potential in retrieval of
quantitative slick properties [1].

FP SAR systems provide a unique capability of measuring
the complete scattering matrix and allow identification and
extraction of the scattering properties within a given resolution
cell. However, the FP SAR system comes at a cost, typically
a smaller spatial coverage or reduced spatial resolution com-
pared with the dual-polarization (DP) and single-polarization
SAR modes. A DP SAR transmits in one polarization and
receives in two polarization channels. The choice of polariza-
tion for the conventional linear—linear DP SAR systems is hor-
izontal (H) or vertical (V) linear polarization on transmit, and
the backscattered response is measured in the horizontal and
vertical linearly polarized channels. The drawback of using a
DP SAR system is the reduced polarimetric information com-
pared with FP. Raney [6] suggested that changing the polariza-
tion of the transmitted wave to circular polarization (resulting
in a circular—circular system) gave a simpler instrument and
improved the quality of the radar measurements in terms
of minimizing sensitivity to relative errors and crosstalk,
straightforward calibration of the radar signals, and decreasing
the on-board resource requirements. This mode was named
hybrid-polarity (HP) or compact-polarimetric (CP) mode.
In addition, the polarimetric information given in the HP
(CP) mode is in some cases reported to be close to that
of FP SARs (see, e.g., [7]-[10]). The HP mode belongs
to the DP SAR group, with wider swath and equal spatial
resolution or improved spatial resolution and equal swath
compared with the conventional FP SARs.

There exist a few studies on oil spill detection related to
the use of simulated HP UAVSAR data from the Deepwater
Horizon in the Gulf of Mexico from 2010 (see, e.g., [11], [12]).
Collins et al. [11] investigated the reconstruction of a
pseudo-FP covariance matrix from simulated HP data and
computed the oil-water mixing index suggested in [13].
Shirvany et al. [12] investigated some simulated HP features
and analyzed the appearance of the oil in the Deepwater
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Horizon slick using one UAVSAR scene covering a relatively
thick oil slick under low wind conditions.

The backscattered response from clean seas and oil slicks
within SAR scenes is complex and dependent on several
factors, including amongst others the slick characteris-
tics (dielectric properties, viscosity, extent, and composition),
environmental conditions (wind, sea state, and temperature),
and sensor properties [frequency, resolution, coverage, and
signal-to-noise ratio (SNR)]. In general, oil spills will spread
to form a thin layer on the water surface, and this layer
will dampen the small-scale roughness on the ocean surface,
resulting in reduced backscattered power [14]. Another factor
that can reduce the backscattered power is a reduction in
the dielectric constant within the slick compared with the
clean sea. This factor will contribute to the detectability if
the oil slick is thick enough and/or the concentration of the
oil droplets within the water column is high enough [13].
The backscattering of microwaves from a clean sea surface is
usually described using the Bragg scattering theory, in which
the incoming wave is in resonance with the ocean waves
(resonant scattering) [15], [16]. The Bragg waves can further
be modulated by the longer waves on which they ride through
tilt and hydrodynamic effects [17].

For the first time, in this paper, we investigate the difference
between FP and HP for a series of UAVSAR scenes covering
various types of oil slicks under high wind condition as
they evolve following release. This paper investigates and
compares FP and simulated HP data acquired over slicks
using a unique UAVSAR time series acquired in the FP mode.
The UAVSAR time series was collected from a controlled oil
spill experiment, the NOrwegian Radar oil Spill Experiment
2015 (NORSE2015), that took place in the North Sea at the
Frigg field in June 2015. This experiment was a collaboration
between UiT The Arctic University of Norway, the Jet Propul-
sion Laboratory (JPL)/NASA, and the Norwegian Clean Seas
Association for Operating Companies. The UAVSAR time
series was collected during two flights during a single day
with approximately 3 h between the end of data acquisition in
the first and the beginning of data acquisition in the second.
There were 16 and 6 acquisitions in the first and second
flights, respectively, obtained over an 8-h total time span. The
UAVSAR was used to image four different oil slicks as they
evolved and weathered on a high wind sea surface (approxi-
mately 12 m/s). In addition, X-, C-, and L-band SAR data were
also collected from satellite SAR sensors coincident with one
of the UAVSAR images. The reader is referred to [18]-[20]
for additional information and analysis from the experiment.

The main objectives of this paper are: 1) to study the
performance of a set of well-known FP and HP features to
detect oil slicks; 2) to identify and compare the best FP and
HP features for detecting the evolving oil slicks; 3) to identify
the dominating components in the Bragg scattering theory to
which the investigated FP and HP polarimetric features are
sensitive; and 4) to study the difference in detectability of the
various oil slicks as they developed.

The Bragg scattering theory and the HP theory are described
in Section II, the experiment is described in Section III,
the preprocessing steps are described in Section IV and in the
Appendix, and Section V contains the information about the
polarimetric features used in this paper. Section VI presents
the time series results, and Section VII presents the conclu-
sions of this paper.

II. THEORY

In this section, we introduce the tilted Bragg scattering
model used for the FP data, the theory of the HP SAR
mode, and the two-scale Bragg model that is adapted for the
HP mode.

A. Tilted Bragg Model

The backscatter from the ocean surface can be described
through the theory of Bragg. Bragg scattering is caused by
small-scale surface roughness whose height is small compared
with the radar wavelength [15]. In addition, the in-plane tilt
and the out-of-plane tilt of the facet, caused by the large-scale
gravity waves on the ocean surface, will alter a response in
the like-polarized channel and add a response in the cross-
polarized channel. Including this tilt of the surface in the
Bragg model leads to the tilted Bragg model (also known as
the Valenzuela model) [15]. From this model, the equations
of the normalized radar cross sections from an FP SAR
system are given in (1)—(3), as shown at the top of the
page. In these equations, k, is the wavenumber, 6 is the
incidence angle relative to the untilted horizontal plane [1],
and 0; = cos™![cos(@+ ) cos(&)] is the local incidence angle.
w is the angle between the vertical and the normal to the
patch projected into the plane of incidence, and ¢ is the angle
between the vertical and the normal to the patch projected
into the plane perpendicular to the plane of incidence [15].
W(-) is the 2-D wavenumber spectral density of the ocean
surface roughness, and Ryy and Ryvy are the Bragg scattering
coefficients defined as [1]
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where €, is the relative dielectric constant, and the subscripts
of Ryy and Ryy represent the transmit and the receive
polarizations. As can be observed from (4) and (95),
the backscattered radar cross sections are dependent on several
components, namely, the wave spectrum, the imaging geome-
try, and the dielectric properties of the media.

Ryvy(6;,€) =

B. Hybrid-Polarity Theory

In this paper, we investigate the HP system with right
circular transmit and linear receive architecture. This con-
figuration is already integrated in current satellite missions,
such as RISAT-1 and ALOS-2, and will also be incorporated
in several upcoming spaceborne SARs. Recognizing its great
potential for oil spill detection identified in [10] and [11],
we choose HP as a comparing system to FP SAR in this
paper. The fundamental quantities measured by a polarimetric
SAR system are the complex backscattering terms S;;. Here,
i and j define the polarizations of the transmit and receive
channels in the radar system. The HP mode transmits only one
circular polarization, either left (L) or right (R), and receives
two orthogonal linear polarizations, namely, horizontal and
vertical [6]. For the right circular HP mode, the scattering
vector is defined as

k®ru.rv) = [SrH, Srv]” (6)

where T denotes the transpose operator. The right circularly
polarized transmit mode is used throughout this paper. In the
linear horizontal and vertical basis, the scattering vector is
expressed as [21]

- 1
kRH,RV) = E[SHH —iSuy, —iSyv + Suv]’ @)

where reciprocity is assumed (Syy = Svh). The UAVSAR
instrument is an FP radar, and the HP scattering vector
is simulated based on (7). In the FP SAR data, we have
both co- and cross-polarized channels. By looking at the
scattering vector IE(RH,RV), we can observe that the co- and
cross-polarized components are not possible to isolate, since
the HP scattering components are a mix of co- and cross-
polarized terms. Combining the two measured linear horizontal
and vertical polarization values, we can also form orthogonal
components in the circular—circular polarization basis as [22]

k@®r,RL) = [SRR, Srl”

1
= —[—Sru +iSrv, iSrH — Srv]”

V2
1
= E[SVV — Sun + 2iSuv, i (Sau + Syw)1T. (8)

The expected sense of received circular polarization is opposite
to the transmitted sense [23]. Therefore, Sgr becomes the
cross-polarization state, while Srp is the like-polarization
state [23]. This corresponds to the CP SAR group, where
the antenna transmits on right circular and receives in both
right-hand circular and left-hand circular. Note, our initial
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starting point is still a simulated HP SAR system, but the HP
scattering vector is in this case projected onto the circular basis
at the receiver. Polarimetric features extracted from IQ(RH,RV)
and IE(RR,RL) will in Sections V and VI be investigated.

The polarimetric sample covariance matrix can be calculated
from the target vector for each polarimetric system. The
sample FP covariance matrix is given as

L

1 I *xT
Cep =, > ki ey ®
i=l

where * represents complex conjugate, k j is the jth lexico-
graphic scattering vector k 7 = [SuH, Suv, Svu, SVV]T, and L
is the number of samples included in the computation of the
covariance matrix (the number of looks). Similarly, the sample
HP covariance matrices in the circular-linear and circular—
circular basis are given as

L

1 7 7xT
Crury) =7 > kiR RELRV) (10)
j=1
and
1 L
7 xT
CrrRL) = 7 > kiR RUIK} (RR.RL)- (11
j=1

Several studies have attempted to reconstruct a pseudo-
FP covariance matrix, i.e., transforming from (10)
to (9) (see, e.g., [21]-[24]). To do so, it is necessary to
make some assumptions about the backscattering properties.
As highlighted in [25], the appropriate methodology is
to directly compare the HP with the FP mode without
transforming to a pseudo-FP covariance matrix, thus
avoiding any assumptions. In this paper, we follow Raney’s
methodology [25] and perform the study on features extracted
directly from the simulated HP data. It is important to be
aware that the use of HP mode in the UAVSAR instrument
will not increase the swath width due to the design of the
system. Also, when simulating the HP data from the FP data,
a 3-dB power loss is introduced due to V2 in (7) [8].

Only the radar cross section of the HH, HV, and
VV channels are estimated in the tilted Bragg model discussed
in Section II-A. In order to have model estimates of the HP
data, another model containing the complex backscattering
coefficients is needed. In addition, a similar model is also
necessary when evaluating polarimetric features from the FP
covariance matrix. Therefore, Salberg et al. [10] suggested
to use the two-scale Bragg for the HP mode. This model is
similar to the tilted Bragg model in terms of containing two
scales of the surface roughness, namely, the small- and the
large-scale roughness. Salberg ef al. [10] used the two-scale
model by first simulating the HP scattering vector followed by
a projection to the circular basis. The matrix (S) of scattering
coefficients denotes the Sinclair scattering matrix. Following
the two-scale model, S can be expressed as [10], [26]:

Run(6;, €,) 0

szasz(qs)[ 0 RW@,Q)]RT(@ (12)
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where |as|? = kf cos*(0;)W () contains the factors related to
the small-scale roughness, such as the ocean wave spectrum,
incidence angle, and wavenumber. The rotation matrix R(¢)
is given as

cos(¢) sin(czﬁ)]_ (13)

ko= [— sin(@)  cos(@)
The tilt of the facet causes a rotation of the local plane
of incidence around the look direction by an angle ¢ [27].
R(¢) depends on the surface slope (azimuth and range
directions) or large-scale roughness and the radar look
angle [22], [27]. Calculating the expression in (12) gives (14),
as shown at the bottom of the page. Inserting (14) into (7)
gives (15), as shown at the bottom of the page. Both Sry and
Srv depend on the rotation angle (¢), so Salberg et al. [10]
suggested to consider the following quantities:

. 1 .
SRH — ISRV = E(SHH — Svv — 2iSuv)
V2

. 1
SrRH +iSrv = E(SHH + Svv)

ds

V2
Note the similarity to (8), where the
Srr| _ 1 |—(SrH —iSrv)
SRL| /2 | i(Sru +1SRV)
_ as |:(RVV(91', €) — Ruu(9;, €)) exp(2¢i)}

(Ruu(0;, €r) — Ryv(0;, €,)) exp(2¢i)

(Ruu(8;, /) + Ryv(6;, €)). (16)

k(RR RL)

) i(Ruu(6;, €-) + Rvv (6, €))
amn
The intensity of Srr and Srr. becomes
2
ISRR|> = _L(SRH — iSrv)
V2
|as|2 2
= |Rvv (0, €) — Run(0;, €,)| (18)
and
2 i 2
S = |—(Srg +1S
|SrL ’ﬁ( RH RV)
|as|2 2
= |Run (0, €;) + Rvv (0, &) (19)

We observe that Srp, is independent of the rotation angle
and so are |Srr|? and |Srp|?. Note, however, that all of
these include the Bragg coefficients, which are dependent
on the tilt angles. The theory of tilted Bragg and the
two-scale Bragg models will be used as a fundamental theory
both when presenting the polarimetric features investigated
and when evaluating the results from the UAVSAR data
(Sections V and VI).
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TABLE I

PROPERTIES OF THE EXPERIMENTAL OIL RELEASES
DURING NORSE2015[18], [19]

Release | Time Substance Volume
(UTC)

PO 04:48 | Plant Oil: Radiagreen ebo 0.2 m3

E40 04:59 | Emulsion (40% oil) 0.5 m?
300 L water + 100 L Troll +
100 L Oseberg + 0.2 L One-Mul

E60 05:15 | Emulsion (60% oil) 0.5 m3
200 L water + 150 L Troll
150 L Oseberg + 0.2 L One-Mul

E80 05:30 | Emulsion (80% oil) 0.5 m3
100 L water + 200 L Troll +
200 L Oseberg + 0.2 L One-Mul

III. NORSE2015 EXPERIMENT
An extensive SAR data set was collected from

both the airborne and spaceborne platforms during the
NORSE2015 experiment at the abandoned Frigg field in
the North Sea. In sifu data, including wind, temperature,
and oil-to-water ratios of the released oils, were collected
and have been described in detail previously [18], [19]. The
main motivation behind the NORSE2015 experiment was
to collect the multisensor and multifrequency SAR data to
study the polarization-dependent electromagnetic signals and
their relationship to varying oil-water mixtures and dielectric
properties, as well as study the evolving oil slicks’ drift and
characteristics as a function of time using SAR [18]-[20],
[28], [29]. Table I summarizes the information about the
released oil, which was three emulsions based on the same
crude oil but with different volumetric oil concentrations,
i.e., 40% oil (E40), 60% oil (E60), 80% oil (E80), and release
of plant oil (PO) for the simulation of a natural biogenic
slick.

The VV-intensity images for the UAVSAR scenes are shown
in Fig. 1. These intensity images are geocoded, smoothed, and
scaled for displaying purposes, and the ships are masked out
and colored red. Note that the true width (number of pixels in
the subsection displayed) of the images varies across the time
series as the oil slicks evolve and spread out. The release of the
E80 slick was not complete in the first UAVSAR acquisition,
so this scene is not used in the analysis of the E80 slick. The
PO and the three emulsion slicks are shown in Fig. 1, with
the PO as the southern-most slick, and E40, E60, and E80 to
the north. The properties of the UAVSAR sensor are given
in Table II.

The oils were released along a line approximately parallel
to the spaceborne SAR flight directions to obtain similar
incidence angles for all slicks. In order to maximize the SNRs,
the releases were done close to the center of the swaths.
The UAVSAR acquisitions were then adapted to this setup

S — {SHH

T |Sav Swv

k®ri,rv) = {SRV =A

SHV} —u |:RHH (:, &) cos2(¢) + Ryy(;, €,) sin® ¢
T | cos() sin(@) (Rvv (Y;, /) — Run(6;, €))
SRH} _ as [RHH(a,-, €r) cos> (@) + Ryv (6, &) sin?(¢) + i (cos(¢p) sin(¢) (Ruu (0;, €,) — Ryv (i, €+)))

cos(¢) sin(¢) (Rvv (0;, €,) — Run(0;, €,)) — i (Run(0;, &) sin®(#) + Ryv (6, €,) cos® ¢)

cos(¢) sin(¢)(Rvv (6;, €,) — Ruu(9;, €/))
Ryv(6;, €) cos*(¢) + Ruu(6;, €,) sin® ¢

} s)

} (14)
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Fig. 1.
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Geocoded V V-intensity for the ascending (blue box) and descending (black box) UAVSAR scenes. The images are oriented with north pointing

upward, and the ships are masked out and colored red. UAVSAR data are the courtesy of NASA/JPL-Caltech.

TABLE II
PROPERTIES OF THE UAVSAR SENSOR [5] AND THE UAVSAR SLC DATA PRODUCTS FOR THE ACQUIRED TIME SERIES OF IMAGES

Date Time® Mode Polarization Frequency | Incidence NESZ Resolution Swath width | Look

(UTC) [GHz] angle [dB] (rgb X az®) direction
10™ June | 05:32 - | PolSAR | Full-pol L-band 19.5°t0 67.5° | ~ -48t0-33 | 25m x 1 m | 20 km Left
2015 13:18 (HHHV,VH,VV) | (1.26)

2Time when starting the acquisition to the end of the acquisition (including both flight 1 and 2), Prg: range, “az: azimuth

and the research team onboard the aircraft selected the flight
lines so that the oil slicks were located where the antenna
gain was near its maxima. The noise floor as a function of
incidence angle (along the range direction) is shown for the
UAVSAR instrument in [5, Fig. 1]. Here, the minimum noise is
found near mid-swath in the range direction. Fig. 2 shows the
incidence angle span for each slick along the UAVSAR time
series. The UAVSAR monitored the evolving slicks in three
different look directions and five different imaging geometries.
In order to limit the effect from the imaging geometry on
the polarimetric features, only ID numbers 00709 (ascending)
and 18709 (descending) are used in this paper, with white
background in Fig. 2. This is because these two data sets of
imaging geometries contain the most scenes and the oil slicks

are located at approximately the same incidence angles across
the two subsets. The gray background denotes the scenes that
are left out of this analysis and are the ones with slightly
different imaging geometries. However, these scenes will be
included in a future study that analyzes the effects from the
imaging geometry on several polarimetric features.

IV. PREPROCESSING

In this section, we introduce the separability measure that
is used when evaluating the performance in the preprocessing
steps and the different polarimetric features. Furthermore,
we discuss each of the steps that are performed on the
UAVSAR data prior to the polarimetric analysis.
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Fig. 2. Overview of the incidence angle range for each slick along the
UAVSAR time series. The white colored sections (a total of 18 UAVSAR
scenes) are used in this analysis, and the gray colored sections are not
included.

A. Separability Measure

In this paper, several polarimetric features are compared
in terms of how well they separate the various oil slicks
from each other as well as from open water (OW). In the
literature, several statistical metrics are described that can be
used to accomplish this task. We want to use a statistical
distance measure that can be applied across the UAVSAR
time series for the range of polarimetric features investigated.
The Bhattacharyya distance in the closed-form expression [30]
has been used in [10] for evaluating the separability between
various oil slicks and open water using some selected polari-
metric features. Similarly, the normalized distance between the
means was used in [31]. Evaluating the mean and standard
deviations for each polarimetric feature relative to each other
has been done in several studies (see, e.g., [3], [32]). In our
case, we choose to use a distance measure that captures
both the mean and the standard deviation of the polarimetric
feature and, at the same time, is defined on an interval with
discrete boundaries. We use the closed-form expression of the
Bhattacharyya distance and assume Gaussian distributed data.
This distance measure is defined as [30]

1 - -
dij = 7y — )" (2714 Z77) (j = i)

1 1%+ 3
+log [ 2L} (20
2 g(z T, @

where u; and u; are the mean values and X; and X; denote
the covariance matrices of the classes i and j, respectively.
Superscript T denotes the transpose operator. In this paper, we
apply this measure to each of the 1-D polarimetric features,
i.e., Z; is the marginal variance and the transpose operator is
not necessary. This distance spans from O (high similarity)
to infinity (low similarity). To obtain a distance measure
with discrete boundaries, we apply the Jeffries—Matusita (JM)
distance, which takes values in the interval O (high similarity)
to 2 (low similarity) [33]. The JM distance is defined
as [33], [34]

IM;; = 2(1 — e~ %) 1)
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where d;; is the Bhattacharyya distance given in (20). The
JM;; distance is well described in [33], and has been used for
the sea ice classification in SAR data [35]. This measure is a
function of the mean and standard deviation between feature
values representing two given classes in our case the various
oil slicks and open water. Dabboor and Geldsetzer [35] defined
a JM of >1 to indicate that two classes are considered to
be separable. Fig. 3 shows the examples on the sensitivity
of the JM distance, where the histograms of four slicks and
open water regions and their corresponding intensity images
are displayed. We note that the boundary around the edges of
the slick is partially composed of both oil and water, and the
pixels will therefore be a mix of these. In two of the examples
in Fig. 3, the JM distance is slightly above 0.8. These slicks
are visible from the surrounding clean sea, and we therefore
define JM values to be “acceptable” at a threshold of 0.8 and
“confident” at 1.

B. Speckle Filtering

The backscattered signals from the surface can interfere
constructively or destructively to produce bright and dark
pixels in the SAR scene, known as speckle variation. Prior
to calculating the polarimetric features used in this paper,
speckle filtering is performed using a box-car filter. Following
the selection of the filter, we select the window size (also
known as the number of looks). The choice of number
of looks has a great impact on the spatial resolution and
on the contrast between the oil slicks and the clean sea.
With the high resolution of the UAVSAR scenes, we can
afford to have a coarser resolution with the gain of reducing
speckle. The UAVSAR ground range resolution is 2.5 m (the
slant range resolution is 1.7 m) and the azimuth resolution
is 1 m [1], [5]. In the multilooking process, Minchew et al. [1]
chose the relation to be one to four between the looks in
the range and azimuth directions. We apply the same relation
in this analysis when multilooking the data. Additionally,
to achieve a good compromise between speckle reduction and
preservation of details, a sliding window is used in the feature
computations.

The single-look complex (SLC) images are smoothed with
a mask of 15 x 60 pixels (range x azimuth). Fig. 4 shows
the effect of smoothing on the JM separability of the VV-
damping ratio between open water and between the four slicks
as the total number of looks (both in range and azimuth)
increases. The effect of increasing the number of looks in the
averaging process is significant for all the JM distances of the
four slicks and open water. In this case, we show the effect
on two scenes, but similar results have been obtained for the
other scenes as well. It is already known that increasing the
mask size will enhance interpretability [36], but the small oil
slicks might hamper detectability. From Fig. 4, the minimum
mask size for separating the four slicks from the open water
varies depending on the oil type. For these two scenes, less
averaging is necessary to separate the PO from the open water
compared to separating the emulsion slicks from the open
water regions. Less averaging is needed for the ESO followed
by E60 and E40. Because our main goal is to study the
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Sensitivity of various values of the JM distance using the VV-intensity is illustrated using the histograms of the VV-intensity of four oil

slicks (black color) and open water (blue color) with the same incidence angle range. The JM distance is calculated between the oil slick region and
the open water region. Intensity images with the outline of the segmented masks are given to the right of their corresponding histograms.
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Fig. 4.  Effect of increasing the number of looks in the speckle filtering
on the JM separability between the four slicks and the open water using
the VV-damping ratio. (Left) UAVSAR acquisition taken at 07:17 UTC.
(Right) Scene acquired at 07:44 UTC.

evolution of different oil slicks, it is important to enhance
interpretability of the oil slicks and, at the same time, keep a
high spatial resolution.

C. Segmentation

Our goal is to evaluate the detectability of several polarimet-
ric features for the various slick types over the UAVSAR time
series. To be able to compare detectability, we need to segment
out the different slicks. The same segmentation method should
be applied on each scene for consistency and to avoid errors
introduced by manual selection. Several segmentation methods
for oil spill detection have already been extensively studied in
the literature (see, e.g., [37], [38]). In our case, we choose a
method that is generic and relatively simple to use, namely,
the “extended polarimetric feature space” (EPFS) unsupervised
method described in [39] and [40]. This unsupervised segmen-
tation method includes both the polarimetric information and
the textural information from the SAR data and groups all
pixels with similar statistical properties in the same clusters.

The intensity variation related to incidence angle can be
larger than the intensity difference between the classes, and
hence, the oil slicks might be neglected in the original seg-
mentation. Furthermore, the oil slicks spread out in the range

direction with time, increasing the incidence angle span across
the slicks. Therefore, an incidence angle correction (described
in the Appendix) is applied on the scattering vector prior to
segmentation.

The EPFS method can be split into four stages. The first is
extraction of input features from the SAR data. Here, we use
the span and the relative kurtosis [40] as an input. This stage
also includes transforming the extracted features to partially
remove non-Gaussian spreading and improve symmetry of
the clusters, which is often achieved with the log operator.
The second stage is to subsample the input features to speed
up the segmentation process. In the third stage, the clusters
are created using the expectation—-maximization (EM) algo-
rithm, assuming a multivariate Gaussian model for the trans-
formed features. The number of classes (clusters) is usually
a necessary input choice when segmenting, but this approach
instead automatically determines the number of clusters using
a goodness-of-fit test stage and sequentially applies the EM
algorithm. Finally, a discrete Markov random field contextual
smoothing stage completes the segmentation by integrating
contextual information to improve the connectivity within
the image segments. After the unsupervised segmentation
approach, the oil slick regions are manually chosen from the
output segments and labeled based on the in situ data.

Fig. 5 shows the segmentation results for the different slicks
in the UAVSAR acquisition at 06:26 UTC. The green mask
is PO, pink is E40, red is E60, and black is E80. Several
open water regions are selected to determine the variance
in the clean water properties and to enable a reasonable
representation of the polarimetric features representing the
open water class under the same environmental conditions as
the slicks. These are selected based on the same shape for each
slick, as shown in Fig. 5. This is done in order to have an equal
number of open water samples as the oil slick as well as an
equal number of pixels in both the range and azimuth direc-
tions, which matches the incidence angles of the slick pixels.
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TABLE III

OVERVIEW OF THE INVESTIGATED FP POLARIMETRIC FEATURES (COMPUTED USING A MASK OF 15 x 60 PIXELS). THE REFERENCES
INCLUDED ARE THE EXAMPLES OF STUDIES WHERE THE FEATURES HAVE BEEN STUDIED FOR OIL SPILL OBSERVATION

FP Features

Name

Formula

Damping ratio ([1] [3] [41] [42])

Uﬁe(% 2
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Copolarization power ratio ([1] [2])

100 = ()

Real and imaginary part of the copolarization
cross product ([2] [3] [19])
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Standard deviation of the copolarization
phase difference ([4] [43])
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Cross-polarization ratio Px = USav®)
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Fig. 5. Top-most figure is the VV-damping ratio of the UAVSAR acquisition
taken at 06:26 UTC. The figures below show the segmentation results for each
of the four slicks, and the manually selected open water regions to which they
are compared. Multiple water regions are used to determine the variance in
the clean water properties. The green color represents the PO, and the pink,
red, and black colors represent E40, E60, and E80, respectively. Blue color
represents open water regions.

V. POLARIMETRIC FEATURES FOR SLICK OBSERVATION

There exists several studies of the performance of oil
slick characterization based upon various polarimetric features
extracted from the FP and linear—linear DP SAR data evaluated

for different ocean and wind conditions, various oil types, and
different sensors with various incidence angles and frequen-
cies (see, e.g., [1], [3], [32]). The sensitivity of polarimetric
features to the different factors varies. This section presents the
most frequently evaluated polarimetric features extracted from
the FP and HP SAR data based on previous studies. A rigorous
analysis is presented, connecting the Bragg scattering theory
discussed in Section II and the polarimetric features here
investigated (from both the FP and simulated HP modes).

A. Full-Polarimetric Features

The FP features used in this analysis are given in Table III
and their corresponding relation to the components of the
Bragg scattering theory is shown in Table IV. Table IV shows
all the polarimetric features investigated (both FP and HP)
and their dependence on factors in the Bragg scattering the-
ory discussed in Section II. The FP features have all been
extensively tested for oil spill characterization and detection,
and some corresponding references for these studies are given
in parentheses in Table III. In this paper, we observe oil slicks
with different chemical and physical properties under high
wind conditions and with relatively small volumes of slick
material. Hence, some of the FP features reported as having
the best performance in the literature may not fulfill their
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TABLE IV

POLARIMETRIC FEATURES RELATED TO FACTORS IN THE TWO-SCALE
BRAGG SCATTERING THEORY DISCUSSED IN SECTION II. THIS
SETUP IS BASED ON THE DISCUSSION OF POLARIMETRIC
FEATURES IN SECTION V. NOTE THE INCIDENCE
ANGLE IS EITHER § AND/OR THE
LOCAL 6; (SEE SECTION II)

Polarimetric features

Cuams Cvv, CHV, TCO>

ico, det(C(rp)), span(C(rp)),
PD, A1, A2, A3

CrH> CRV> CRR> CRL- 905 41,

Factors

- Large-scale roughness | FP
- Small-scale roughness
- Incidence angle

- Dielectric properties HP q2, q3, /\{JP, )\fP,
det(C(rH,rv)) 4et(C(rR,RL))
- Large-scale roughness | FP 100, poo, P, Px, $co,

- Incidence angle H, {a), A, PF, PH
- Dielectric properties DoP, x. 6, a, g, YRV/RH>
HP P(RH,RV)> P(RR,RL)> P(RR,RL)>

O(rRH,RV)s Hw, pHP

potential in our case, as already highlighted in [19]. Using
one of the UAVSAR acquisitions, Skrunes et al. [19] showed
that the best features for separating the various oil slicks from
the open water region were the VV-intensity, the geometric
intensity, the largest eigenvalue of the polarimetric decompo-
sition, the real part of the copolarization cross product, and the
span (as defined in Table III). These features had the highest
separability (the Fisher discriminant ratio) between the four
slicks and the open water.

The damping ratios have been shown to be good fea-
tures for evaluating the contrast between the slick-free and
slick covered surfaces in SAR imagery (see, e.g., [1], [3],
[41], [42]). Both measured and simulated damping ratios
are reported to decrease with increasing wind speed and to
increase with frequency (Bragg wavenumber), oil viscosity,
and thickness [41], [42]. The damping ratio is a function of the
Bragg coefficients and the 2-D wavenumber spectral density
of the ocean surface roughness [1]. The change in the effective
dielectric constant decreases the backscatter power only if the
oil spill is sufficiently thick or if the oil slick is mixed into
the water in high enough concentration in a layer below the
surface [13]. The oil slicks in our case are quite small in
volume and areal extent. Skrunes et al. [19] estimated the
thickness of the emulsion slicks to be in the range of 1.3—
1.7 and 0.7 gm for the PO in the UAVSAR scene acquired at
06:26 UTC. The expected penetration depth for the L-band
radar is much higher than these thicknesses. The radiation
penetrates to the underlying seawater surface from which it
scatters, and the ratio between the Bragg coefficients between
the open water and the oil slick is approximately unity, because
the scattering occurs mainly from the water interface [1]. The
damping ratios are located in the first frame in Table IV.
Damping ratios extracted from L-band UAVSAR imagery
covering the Deepwater Horizon oil spill were discussed in [1].
It was shown that the HH was dampened slightly less than the
VV and HV.

The copolarization power ratio is the ratio between
the intensity of the complex scattering coefficients in the
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HH and VV channels. This feature has been found useful
in several studies [1], [2]. In the tilted Bragg model, the
copolarization power ratio is independent of the damping of
gravity-capillary waves by the oil and is sensitive to the dielec-
tric constant, the large-scale roughness, and the incidence
angle [1]. Based on this, the copolarization power ratio is
placed in the last frame in Table IV. In general, the ocean
wave spectrum is independent of the polarizations. Following
this, all the polarimetric features that are composed of ratios
are independent of the ocean wave spectrum and depend only
on the angles related to the slope and tilt, the incidence angle,
and the dielectric properties.

The real part of the copolarization cross product has been
shown to be a useful feature for detecting oil. Skrunes et al. [2]
observed a decrease in correlation when moving from
slick-free to slick-covered areas when using spaceborne SAR
data. A difference in correlation was also observed using
one of the UAVSAR scenes from the NORSE2015 experi-
ment [19]. The physical mechanism behind the change in the
correlation of the copolarization channels is yet unknown, but
Bragg versus non-Bragg scattering, lower backscatter response
for slick-covered surface, and change in scattering mechanism
are some theories related to this feature. In the tilted Bragg
model, no terms cancel out for this feature, and hence, this
feature is in the top row of Table IV, depending on all the
factors in the tilted Bragg model.

Another feature frequently used for slick detection is the
standard deviation of the phase difference between the copo-
larization scattering coefficients. This feature is related to
the target’s properties and measures the degree of correlation
between Spyg and Syy [52]. Migliaccio et al. [4] used this
feature to characterize the scattering return from oil spills and
biogenic slicks. They differentiated the mineral oil from the
clean sea under low-to-moderate wind conditions, and found
higher values of the standard deviation of the phase difference
for the mineral oil. Migliaccio et al. [4] and Schuler et al. [43]
observed that the low values of this feature represented the
presence of Bragg scattering and that an increase in this feature
indicated departure from the Bragg regime. However, there is
a lack of research on how this feature behaves when using
high SNR SAR data. As discovered in [1] and [19], Bragg
scattering was observed for the oil slick regions as well as in
the open water areas. Therefore, using this feature to separate
the oil from open water could be a challenging task, as a
similar scattering mechanism might be present in both the
regions. The phase difference is located in the bottom panel
in Table IV, and this is because this feature contains a ratio
between the imaginary and real part of the copolarization
correlation coefficients (see, e.g., [53]), making it independent
of the ocean wave spectrum.

The magnitude of the copolarization correlation coeffi-
cient (p(co)) is a multipolarization feature with values between
0 and 1. The low values of p(co)y indicate depolarization
effects. These effects are sensitive to the presence of a
complex surface, multiple scattering surface layers, and/or
system noise [53]. This feature will be a function of the
root mean square slope (large-scale roughness), the dielectric
constant, and the incidence angle [2] (as shown in Table IV).
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Studies related to this feature have found low values
(low HH-VV correlation) for oil covered areas, and high
values for open water regions using both the C- and X-band
SARs [2], [44].

Another polarimetric feature that uses multipolarization data
is the determinant of the sample covariance matrix. This fea-
ture is also similar to the geometric intensity (defined in [2]).
Skrunes et al. [2] discovered that the geometric intensity
gives good contrast between oil slicks and sea for both the
X- and C-band SAR data with relatively high incidence angles.
They also discovered lower values of this feature for slick-
covered areas compared with slick-free areas. Neither the span
nor the determinant of the sample covariance matrix contains
the ratios of scattering coefficients, and hence, these features
are given in the top row in Table IV.

Features related to the eigenvalues and the eigenvectors of
the FP sample covariance matrix are also considered. The ones
evaluated in this paper, for the FP case, are the eigenvalues,
entropy (H), anisotropy (A), polarization fraction (PF), and
mean alpha angle ((a)). The entropy contains information
regarding the degree of randomness of the scattering process,
while the anisotropy represents the relative importance of
the second and third eigenvalues [54]. These features are
all composed of ratios of eigenvalues extracted from the
covariance matrix, and we can therefore assume, following the
two-scale Bragg model, that these features are independent on
the small-scale roughness and are only a function of the large-
scale roughness, dielectric properties, and incidence angle
(as reflected in the second frame in Table 1V).

B. Hybrid-Polarity Features

The polarimetric features extracted from the simulated HP
data used in this analysis are given in Table V, with the
corresponding references given in parentheses. The Stokes
vector is a popular feature when analyzing HP data. The
expression for the Stokes vector for linear receive polariza-
tion is given in Table V. Each of the Stokes parameters is
tested in this paper, where the first Stokes parameter (qo) is
the total power, the second, g, is the power in the linear
horizontal or vertical polarization, g» is the power in the
linearly polarized components at tilt angles 45° and 135°,
and g3 is equal to the power in the left-handed and right-
handed circular polarizations [54]. Brekke et al. [18] showed
that the imaginary part of the RH and RV (g3) follows the same
trend as the copolarization cross product, which has lower
correlation for the oil slicks than for clean water. Following
the two-scale Bragg model of the HP data, ¢p and g3 are a
function of the tilt angles, wave spectrum, incidence angle,
and the dielectric properties, while ¢; and g> depend on the
same terms, in addition to the rotation angle (as shown in
Section II-B).

Child parameters of the Stokes vector evaluated in this paper
are the degree of polarization (DoP), the ellipticity angle (y),
the circular-polarization ratio (ug), the relative phase (0),
and the alpha angle (a). The DoP has been extensively used
in the literature [10], [12], [56], and describes the degree of
depolarization in the measured signal backscattered from a
given surface element. The DoP has been extensively used
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in the literature (see, e.g., [10], [12], [56]). The y feature is
used in the m — y (where m is DoP) decomposition [58],
and this feature could help in distinguishing the even versus
odd bounce scattering. If the open water and the oil slicks
posses different scattering mechanisms, the resulting separa-
bility would be high for this feature. The features y, ug, J,
and o are ratios of the Stokes parameters. In the two-scale
Bragg model (see Section II), these features are independent
of the ocean wave spectrum (the damping of the gravity-
capillary waves by oil). This indicates that these features are
the function of the dielectric constant, the incidence angle, and
the large-scale roughness (see second frame in Table IV).

The hybrid-polarization power ratio is the ratio between the
intensity of the simulated complex scattering coefficients in
the RH and RV channels. Since the copolarization intensities
have higher response than the cross-polarization intensity,
the hybrid-polarization ratio is expected to have approxi-
mately the same behavior as the copolarization ratio discussed
in Section V-A. Hence, this feature is also independent of the
ocean wave spectrum. The standard deviation of the phase
difference between the RH and RV scattering coefficients has
been found to be a good feature for oil spill detection [10].
We also test the standard deviation of the phase difference
between the RR and RL scattering coefficients.

The magnitude of the hybrid-polarization correlation coeffi-
cients are also considered, both in circular-linear and circular—
circular basis, i.e., prH,Rv) and pRR,RL)- P(RR,RL) Was intro-
duced in [10], and they named it the HP coherence measure.
The authors in the same article demonstrated this feature on
five Radarsat-2 scenes covering various types of oil. From the
figures in [10], one can see that the low values of prR RL)
are present for the oil slick regions and high values for
the open water areas, which is the same behavior as p(co).
We concluded that this feature could suppress some lookalikes
caused by low wind and also generated good slick-sea contrast.
Zhang et al. [9] also found the low values of pry,rv) for oil
covered areas and high values for open water using both the L-
and C-band SARs. These features are located in the last row
of Table IV, where pru,Rrv) and prg,RL) are independent of
the small-scale roughness, since these features are composed
of ratios.

The conformity coefficient is a multipolarization feature
containing both cross- and co-polarization intensities and cor-
relation. The FP variant of this feature can be seen in Table III,
and to calculate this feature, the reflection symmetry assump-
tion must be made. Zhang et al. [46] stated that this feature
can be used to distinguish different scattering mechanisms of
ambient sea surfaces and slicks. They concluded that when
[ was positive, Bragg scattering took place, and the pixels
producing such values were classified as slick free area.
Negative values was defined as non-Bragg scattering and thus
classified as slick-covered areas. However, Minchew er al. [1]
discovered that Bragg scattering was present within the slick-
covered areas, and this feature might therefore not follow the
theory suggested in [46] for separating the oil slicks from open
water using the UAVSAR data. The conformity coefficients,
P(RH,RV) and pRR,RL), contain the ratios of scattering coef-
ficients, and since the ocean wave spectrum is polarization
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TABLE V

FOR OIL SPILL OBSERVATION. THE “CIRCULAR-LINEAR” BASIS DENOTES THE HP FEATURES, WHILE THE

“CIRCULAR-CIRCULAR” DENOTES THE HP FEATURES PROJECTED INTO THE
CIRCULAR TRANSMIT AND CIRCULAR RECEIVE BASIS

HP Features (based on measuring RH and RV)

Name Formula
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independent, these features become independent of the ocean
wave spectrum, as given in the second frame in Table IV.
The determinant of the simulated sample HP covariance
matrix, both in the circular-linear and circular—circular basis,
is also evaluated. We did not find studies related to these two
features in the HP scenario. Unfortunately, the HP sample
covariance matrix is 2-D, and the anisotropy is not available,
since it requires the two minimum eigenvalues from a 3-D
matrix. This is only possible if a reconstruction of a pseudo-
FP covariance matrix is performed. The HP entropy (known as
the wave entropy), however, can be calculated from the Stokes
vector. This was done for an oil spill study in [9], and was
found to have the same behavior as the FP entropy, that is,
large for slick-covered areas and low for slick-free areas.

VI. RESULTS AND DISCUSSION

In Sections VI-A—VI-D, the results obtained from the analy-
sis of the UAVSAR time series are presented. The simulated

HP features are compared with the FP features in terms of
slick detectability. The change in separability based upon
the best FP and HP features as a slick evolves naturally
on the sea surface is also discussed. The results obtained from
the simulated HP features are also compared with the previous
findings.

A. Noise Analysis

As is already known, the returns from the oil slicks are
low, and hence, a noise analysis of the data used is important.
The minimum backscattered signal that can be detected from
a given surface element is dependent on the system’s noise
floor. The noise floor, related to the noise equivalent sigma
zero (NESZ), is extremely low for the UAVSAR instru-
ment (NESZ in the range of —48 to —33 dB [5]) compared
with other sensors such as Radarsat-2 (NESZ in the range
of —27.5 to —43 dB [59]) and TerraSAR-X (NESZ in the
range of —19 to —26 dB [60]). Several studies of the effect
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Noise Analysis
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Fig. 6. Noise analysis from the UAVSAR scene taken at 06:26 UTC
(ascending). The 5th, 50th, and 95th percentiles are calculated for each slick
region, and plotted with a vertical line from the 5th to the 95th percentile, and
a symbol indicating the 50th percentile: a circle for VV, a star for HH, and a
triangle for HV. The lines for HH are slightly shifted to higher incidence angle
to improve the discrimination in the plot. The blue continuous lines show the
50th percentile for clean sea samples selected along the range direction.

of the NESZ on radar-dark surfaces, such as oil slicks, have
been conducted using spaceborne SAR sensors [2], [3], [61],
and have shown that a large part of the cross-polarization
return and also some part of the copolarization return from
oil slicks are near or even below the instrument noise floor.
RISAT-1 is the first spaceborne satellite that offers the circu-
lar or HP imaging mode. Unfortunately, the NESZ is high,
—17 dB, for the RISAT-1 FRS-1 mode [62]. A consequence
of returns below the NESZ is loss of information, and even
though the slick can be detected through comparison with
clean water signals above the NESZ, oil spill characterization
may not be possible.

The NESZ for the UAVSAR varies between —48 dB at the
point of maximal antenna gain and —33 dB in the far range [5].
Such a low NESZ is important for our application as our
goal is analyzing the backscattered response from the various
slicks, in addition to simulating the HP data from the FP data,
resulting in a mix of co- and cross-polarization channels and a
3-dB power loss when simulating the HP scattering vector [8].
The HP intensities are still above the noise floor for all the
UAVSAR scenes used in this analysis. We demonstrate this
using one scene in Fig. 6, and the other scenes show a similar
trend.

Fig. 6 shows an example of the noise analysis we performed.
The 5th, 50th, and 95th percentiles of the HH, VV, and HV
intensities are calculated for each region. No multilooking
and incidence angle correction has been done prior to the
noise analysis in order to show the characteristics of the
different intensities of the actual measured values at the highest
instrument resolution. The 50th percentiles are indicated by
various symbols depending on the polarization used. The blue
continuous lines show the 50th percentile for clean sea samples
selected along the range direction for the three intensities.
Following [1], an acceptable return was suggested to be 6 dB
above the noise floor, i.e., 20% of the measured signal is noise,
and 80% is the signal backscattered. The NESZ is indicated by
the red continuous line in Fig. 6. The NESZ as a function of
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incidence angle is found in [5]. The HH intensities are slightly
below the VV intensities but well above the NESZ + 6 dB
limit. This is also the case for the other UAVSAR scenes used
in this analysis. Hence, the noise should not have a significant
impact on the various polarimetric features extracted from the
UAVSAR scenes. Similar results are found in [19] for one
UAVSAR acquisition from the NORSE2015 experiment.

B. Slick Separability Based on FP and HP Features

The polarimetric feature values are calculated for each
region (different slicks and open water), and their statistical
properties used as an input in the calculation of the JM sepa-
rability measure. Figs. 7-10 show the charts of the mean JM
separability for all of the polarimetric features for slick versus
open water. The separability between the various slicks is not
shown, because the JM separability is below 0.6 for all cases.
Note that the JM separability is calculated between each slick
and its corresponding subset of open water regions (as shown
in Fig. 5). This result in several JM distances, and the average
of these are shown in the color charts in Figs. 7-10. Due to
space limitation, the standard deviation of the JM measures
is left out, but these are shown later for the features with
the maximum JM separability. Note that the features in the
color charts are sorted so that the JM separability decreases
from the top of the chart to the bottom. In Figs. 7-10, the
red color indicates the highest separability between the slick
and the open water. Red, orange, yellow, green, dark, and light
blue colors indicate separability, in decreasing order. Using
color charts, we obtain a good overview of all the polarimetric
features, and can more easily identify the best ones.

The FP color chart in Fig. 7, representing the average
separability between PO and the OW regions, is the one that
contains highest separability for the various features along the
time series compared with the other emulsion slicks and open
water (both for FP and HP). The FP features that provide
high separability between the PO and open water are (x
(damping ratio) with seven red and ten orange cells along
the time series, and second is the A3 (minimum eigenvalue)
with nine red and seven orange cells. In other words, using
the ¢x feature, the PO can be differentiated from open water
in 17 out of 18 scenes with relatively high separability.

These two features are also among the best at providing
high separability for the emulsion slicks. Considering the FP
separability color charts for E40, both the ¢y and A3 features
give high separability for three scenes in the times series.
For the two first scenes, several FP features can be used to
distinguish either E40 or E60 from the open water regions.
The E40 has high separability (JM > 0.8) in 8 out of 18 scenes
using various features, while the E60 has high separability in 9
out of 18 scenes. The ¢yy and the PF features provide higher
detectability of E60 than E40. The FP color chart representing
the separability between E80 and OW is shown in Fig. 10.
Here, the first acquisition at 05:32 UTC is not included,
because this oil had not been released. This color chart
contains several orange cells, more than the E40 and E60 FP
color charts, which indicates higher overall detectability of
E80 than E60 and E40. Again, ¢x and 23 stand out, followed
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by det(C rp)), PF, and PD. A more in-depth analysis of how
the JM changes with time for the various oil slicks is given
in Section VI-C. The FP features that are not able to separate
the various slicks from open water are yco, Px, ¢co, pco, PH,
urp, H, (o), and A, according to the threshold that is set for the

JM distance. One previous study related to the use of UAVSAR
L-band for oil spill observation (Deepwater Horizon oil spill)
was presented in [1]. Minchew et al. [1] discovered that (a)
was sensitive to the change in the dielectric constant rather
than damping of the ocean waves. To detect the oil using (a),



ESPESETH et al.: ANALYSIS OF EVOLVING OIL SPILLS IN FP AND HP SAR

4203

E60 vs. OW E60 vs. OW
[ 9
5, I
¢
S g;:
PF X
det(C ) .
span(C(FP)) det(C p )
/\1 det(C(RH,RV))
PD T
Eco @
>
iHH Can
co P
A (RR,RL)
2 DoP
Pco H
w
) @AY
Hep P(RH,RY)
H TRV/RH
A [
[e3
5
<cc>> Prp
';H ?@RAL
X X
YO 0D DDA N DA RNNA OO D DD
ST I NI I AN AN A SRS I
FEEE I NN QTR PR R IO
JM
0 0.2 0.4 06 0.8 1 12

Fig. 9. Color charts of the JM separability between E60 and OW for the FP (left chart) and the HP (right chart) features. Red, orange, yellow, green, dark,
and light blue indicate separability, in decreasing order. The x-axis represents the acquisition time (in UTC).

E80 vs. OW E80 vs. OW
)\3 CRF!
Cx Cay
Sy
det(C )
PF R:
span(C ;) det(C e )
)\1 det(C(RH,RV))
PD
"co
S ¢
ico RH
A P(RR,RL)
2 P(RH,AV)
Pco DoP
Tco Hw
%co TRV/RH
H (RH,RV)
A «
m
Pep H;
(a) e
';H ?@R.AL
X X
© 0 © B AN DA KN N A D X O O Q © D P AN DA N PN OSSR DD
O 0 D P AR g A PP A D DN B0 P D P xR S 0P A P PR
F RS @R AT RS FEETE TS @R AT T
JM
0 0.2 04 06 0.8 1 12

Fig. 10. Color charts of the JM separability between E80 and OW for the FP (left chart) and the HP (right chart) features. Red, orange, yellow, green, dark,
and light blue indicate separability, in decreasing order. The x-axis represents the acquisition time (in UTC).

it is required that the oil must mix with the ocean to create an
intermediate dielectric layer and/or the oil slick is sufficient
thick enough (see Section I). The low separability values of (a)
in our case might indicate that such a layer was not presented.
Minchew et al. [1] also discovered, based on the entropy (H),

that both the oil slicks and open water had one dominant
scattering mechanism, namely, the Bragg scattering. Therefore,
it is challenging to use the entropy to separate the oil slicks
from the clean sea, as the same scattering characteristics might
be present. Although it has been suggested that the entropy
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is sensitive to slick-covered surfaces (high entropy for slick-
covered surface and low entropy for slick-free surface) in
several studies using spaceborne SAR data under various wind
conditions [32], [45], [48], [51], this is not the case for our
data set. The set of features that are incapable of separating
the four oil slicks from the open water region are all located
in the bottom panel in Table IV. The top best features for
detecting the various oil slicks are located in the top panel
in Table IV. This indicates that the features independent on
the small-scale roughness show poor detection capabilities,
while features containing the small-scale roughness show good
detectability.

Previous studies have found that det(Cgp)) (only using
co-polarization products) and rco are best at distinguishing
biogenic slicks from mineral oil under low wind conditions,
in this case using Radarsat-2 C-band data [2]. det(C p)) and
rco in our case have JM above 0.5 in all scenes, but they do not
separate as well as the (x and A3 features. The same study [2]
did exclude features that contained the cross-polarization scat-
tering coefficients, because they had a large part of the signal
below the noise floor. Using the UAVSAR data, the noise
is no longer an issue for the cross-polarization scattering
components, and we are now able to see the usefulness of the
cross-polarization feature, for example, the high separability of
the ¢x and A3 features. The reasons why the cross-polarization
feature is the best for detecting the oil should be further
investigated. One theory could be that the cross-polarization
intensity is closer to the noise floor compared with the
copolarization intensities. Other theories could be related to
the depolarization effects caused by the dielectric properties
within the oil or that the tilt angles are larger for high wind
conditions. The good potential of the cross-polarization feature
was also highlighted using UAVSAR data from the Deepwater
Horizon oil spill [1], and also in one of the UAVSAR scenes
from the NORSE2015 experiment [63].

The right panels in Figs. 7-10 show the color charts for the
HP features along the time series. Fewer red colored cells are
observed for the PO versus OW HP color chart compared with
the PO versus OW FP color chart. Unfortunately, the polari-
metric features containing the cross-polarization component
are no longer possible to separate out in the HP mode.
The HP features that have high separability between PO
and OW, in decreasing order, are (RR, (RV, 41> 40, A1, (RL,
det(C(ru,rv)), det(CrRr,rRL)), and g3, respectively. The same
features also provide high separability for the emulsion slicks.
The HP features that are comparable with the FP features
show similar colors of the JM separability, for example, (ry
and (ry show similar separability values as ¢vv and (un for
all the various slicks. VRV/RH’ (ZS(RH,RV), ¢(RR,RL), p(RR,RL)’
P(RH,RV)> 4HP, Hy, DoP, x, and ug are features that achieve
low separability between the various slicks and open water for
all the UAVSAR scenes. This corresponds well with the setup
in Table IV, where the features resulting in high separability
are dependent on, amongst other, the small-scale roughness,
and the features showing low separability are independent of
this factor. This was also found for the corresponding FP
features, namely, yco, ¢co, urp, and H. Hence, we are left
with 12 HP features that perform reasonably well at separating
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Fig. 11. Maximum JM distance obtained from all the polarimetric features
along the time series. The points represent the maximum mean JM distance,
and the solid (dashed) lines represent the values between these for the FP (HP)
features. The green, pink, red, and black colors represent the JM separability
between the PO versus OW, E40 versus OW, E60 versus OW, and E80 versus
OW. The blue and gray markers represent the ascending and descending
scenes.

the various oil types from the open water regions. For the
emulsions slicks, the E40 versus OW HP color chart has
the minimum number of orange colored cells, followed by
E60 versus OW and E80 versus OW HP color charts. This
is the same behavior as the FP color charts for the emulsion
slicks.

Previous studies related to the HP features simulated from
spaceborne FP SAR have obtained different results. Sal-
berg et al. [10] used the same data set as [2], and discovered
that prr,rL) (Salberg et al. [10] named this feature Coh),
the conformity index upp, and the DoP can be used to
detect various types of oil (plant, emulsion, and crude oil),
using C-band data under low-to-moderate wind condition.
Nunziata et al. [9] concluded based on L- and C-band
spaceborne SAR data that the wave entropy (H,,), circular-
polarization ratio (#g), pRR,RL), and the relative intensity
of the polarized component to the intensity of the total
field could discriminate slick-free, weak-damping slick
covered, and strong-damping slick-covered sea surfaces.
Additionally, [64] also concluded that the DoP could be used
to detect the oil spills from the ocean surface using both
C-band SAR and L-band UAVSAR data. The separability
observed in our color charts do not agree with the findings
in [9], [10], and [65], which may be due to several factors,
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including the high wind, the small slicks, and the fact that the
data used in this paper are well above the noise floor.

The highest JM separabilities obtained from both the FP
and HP features across the entire UAVSAR time series are
shown in Fig. 11. The green, pink, red, and black colors
represent the highest mean JM separability for the PO versus
OW, E40 versus OW, E60 versus OW, and E80 versus OW,
respectively. The FP and HP features that provide the highest
mean JM and the corresponding standard deviation of the JM
between the slick and the open water regions (see Fig. 5) are
given in Table VI. Note that the feature for which the JM
separability is highest can change as the slick evolves. For
comparison, the highest JM separability obtained using the
HP features is plotted as a dashed line in the same figure as
the highest JM separability using the FP features. The x-axis
represents the time since release of each slick, not the time
since the first image was acquired. Because the slicks were
not all released simultaneously, the x-axis is shifted for each
of the slicks. The UAVSAR time series was collected in two
flights, and hence, each panel in Fig. 11 is divided into two
subplots. Additionally, the difference between the ascending
and the descending scenes are marked with green and gray
colored dots.

There are two ways to evaluate the information in Table VI
and Fig. 11. The first is to study how the separability between
the various slicks and the open water regions varies with time
and how the weathering process of the emulsion and PO slicks
affects the detectability. The second way is to identify the
polarimetric features that give the highest JM separability as
a function of time for the various slicks. Each of these two
evaluations will be discussed in Sections VI-C and VI-D.

C. Separability as a Function of Time

The first flight covers approximately the first 4 h after
release, while the second flight covers approximately 6.5-8.5 h
following release of the oils, with some variation, because
the PO was released first and the E80 last. From Fig. 11,
we find that the JM separability between the PO and the open
water regions starts off at 1.2 and then decreases over the
next 2 h. The separability increases again during the next half
an hour. During the remaining hours of flight 1, the separability
fluctuates, and in the last hour of flight 2, the separability
increases again. From the intensity images in Fig. 1, the PO
reaches an equilibrium in terms of shape and size in the
beginning of flight 2 and remains visible throughout the time
series.

The separability of the emulsion oils from the open water
regions generally decreases with time with some fluctuations
along the way. The separability is higher between the E80 and
the open water regions along the time series compared with the
other emulsion slicks. This might be a result of the higher oil
fraction in E80 compared with E60 and E40. The viscosities
of the emulsion slicks are characterized by higher viscosity
than the natural film [65]. Hence, the emulsion slicks should
have a stronger damping of the ocean waves and thus be
more detectable than the PO. Both Figs. 7 and 11 show that
this is not the case, and the PO is visible longer on the sea
surface than the emulsion slicks. Hence, the PO compound
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used, Radiogreen EBO, might therefore not be a good indicator
for simulating biogenic slicks, as already stated in [20].

It is challenging to segment out the emulsion slicks for the
UAVSAR scenes in flight 2, which results in higher presence
of the open water in these segments. This might be because
of the emulsion slicks have a higher area and higher westerly
extent than the PO (see Fig. 1). Immediately after release,
the emulsion slicks might undergo emulsification, i.e., take
in additional water molecules into the oil-water mix [66].
Hence, more water can be mixed with the E80, and higher
volume over time. Parts of the oil spill might also break up
into drops of varying sizes that are mixed down into the water
column (dispersion), and the oil droplets might also resurface.
A parallel study investigated the oil slicks’ drift using two
different oil drift models [20]. The model results indicated
that the PO entrained more quickly and deeper into the water
column compared with the emulsion slicks. Additionally,
the PO droplets resurfaced to maintain the observable slick.
As a result of the entrainment into the water column, the PO
was shielded from the wind drag and Stokes drift, which
resulted in longer visibility on the sea surface compared
with the emulsion slicks. The same study also compared the
E80 slick with the model simulations, and the model results
showed that the simulated E80 had ~50% or more of the oil
on the surface throughout the simulation, and relatively little
penetrated deeper than 10 m. Hence, the emulsion slicks are
more exposed to wind drag and Stokes drift, which results in
more spreading than the PO experienced.

The separability as a function of time can be affected
by several factors, which include the imaging geometry (the
difference between ascending and descending), changing wind
and ocean state over the time series, weathering processes,
and the accuracy of the segmentation for all the scenes. The
incidence angle of the PO within the scene varies across the
times series (see Fig. 2). The incidence angle has a higher vari-
ation in flight 2 scenes compared with flight 1 scenes, which
might be the reason for the fluctuations in the separability
between the descending and ascending scenes in flight 2.
In the Appendix, the incidence angle correction applied to
the complex scattering vector in the preprocessing of the
UAVSAR scenes was discussed. The fact that the incidence
angle affects the separability of the PO might be a result
of the texture variation with incidence angle (which is not
corrected for), and difference in the imaging geometry between
ascending and descending. Finding the best incidence angle
correction method that can allow comparison across several
scenes (especially the ascending and descending in our case)
with slightly different incidence angle is a study in itself and
should be further investigated.

The PO is released to simulate biogenic slicks, and the bio-
genic slick forms a monomolecular layer [67]. Previous studies
have found that biogenic surface films disappear in high wind
condition (typically above 7-10 m/s) due to entrainment into
the underlying water by the breaking waves [16], [67]. The
reader is referred to [20] for additional information on how
the various oil slicks were transported. In addition, a study
on how the polarimetric features are affected by the imaging
geometry is on-going.
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TABLE VI

MEAN AND STANDARD DEVIATION OF THE JM FROM THE BEST FP (TOP) AND THE BEST HP (BOTTOM) FEATURE
ALONG THE TIME SERIES FOR THE VARIOUS OIL SLICKS AND THE OPEN WATER REGIONS

(El?g) PO vs. OW E40 vs. OW E60 vs. OW ES0 vs. OW
0532 | Gvv A2ZE0D X3 (1.48 £ 0.08) X3 (1.25 £ 0.07) Cvy (093 £0.0)
: Crv (132 +0.12) Cry (149 £ 0.1) Cry (1.25 £ 0.09) Crr (1.15 4 0.15)
0546 | A3 (LOTE0.10) X3 (1.21 £ 0.07) Cx (12 £0.04 det(C(py) (133 £ 0.07)
’ det(C(pr,rvy) (098 £ 0.1) | det(Cirp,rv)) (.15 £ 0.07) | ¢rr (113 £ 0.07) det(C(pp,rry) (14 £ 0.11)
0626 | Svv (086 = 0.06) s (0.88 £ 0.07) A3 (0.98 £ 0.06) Az (0.92 £ 0.07)
: Crv (093 +£0.1) q (094 £ 0.1) q1 (0.95 £ 0.07) Crr (0.92 4 0.08)
0630 | s O8E0D Cx (0.68 £ 0.08) Cvy (0.84 £ 0.06) A3 (0.84 £ 0.09)
’ q1 (079 £ 0.1) q1 (0.61 £ 0.09) Crr (0.83 £ 0.08) det(C(pr,rry) (0.82 £0.12)
07:05 | 9t(Crp)) (093 £0.12) X3 (0.86 £ 0.12) X3 (£ 0.12) A3 (1.01 £ 0.1)
’ Crr (092 + 0.14) det(Cpa,rvy) (071 £ 0.12) | det(Crp,pry) (091 £0.12) | (rr (0.96 £ 0.11)
0717 | ico (099 £0.08) Cx (0.64 £0.13) A3 (0.68 £ 0.13) X3 (0.85 £ 0.12)
: Crr (1.14 £ 0.07) q1 (0.67 £ 0.09) q1 (0.64 £ 0.13) q1 (0.83 £+ 0.14)
0731 | ¢x (08T £0.06) A3 (0.89 £ 0.07) A3 (0.7 £ 0.07) Cx (0.89 £ 0.04)
’ q1 (0.82 £ 0.13) det(C(ra,rvy) (075 £ 0.11) | q1 (0.66 = 0.08) det(C(pr,rvy) (0.82 £ 0.09)
0744 | Cx (084 £006) Cx (0.67 £ 0.06) Cx (0.75 £ 0.05) Cx (0.87 £ 0.05)
: Crr (093 £ 0.13) q1 (0.69 £ 0.09) q (0.76 £+ 0.1) q1 (0.87 £ 0.04)
0757 | A3 (I8 £0.06) A3 (0.83 £ 0.06) Cvy (0.72 £ 0.06) A3 (1.01 £ 0.05)
: det(Cirp,rr)) (1.02 £ 0.1) | ¢rr (077 £0.1) g1 (0.69 £ 0.08) Crr (095 £0.1)
0s:11 | v ©92E00D X3 (0.84 £ 0.12) X3 (0.96 £ 0.11) X3 (1.04 £0.1)
: Crr (1.08 £ 0.09) Crr (0.84 £+ 0.12) q1 (093 £+ 0.12) Crv (1.04 £0.1)
0324 | A3 (098 £0.06) Az (0.71 £ 0.06) Cvy (0.79 £ 0.06) Cvy (0.85 £ 0.05)
: q1 (0.88 £ 0.09) q1 (0.61 £ 0.08) q1 (0.77 £+ 0.07) Cry (0.92 + 0.08)
0837 | ¢x (1.05 £ 0.08) A3 (0.81 £ 0.09) A3 (0.85 £ 0.09) A3 (0.97 £ 0.07)
: go (1.04 £ 0.15) Crv (0.89 %+ 0.16) Cryv (0.84 + 0.09) q1 (0.94 £ 0.07)
a5 | Cvv (12T £008) Cx (0.68 £ 0.08) Cx (0.88E£0.07) X3 (0.97 £ 0.08)
: Crr (142 4 0.13) Crr (0.7 £0.16) Crr (094 4 0.12) Crr (098 £ 0.14)
12:00 | ¢x (085 £0.06) A3 (0.55 £ 0.07) A3 (0.53 £ 0.06) Cx (048 £ 0.07)
: q1 (0.83 £ 0.08) q (041 £0.1) Cry (046 £ 0.11) Crv (054 0.1)
124 | Cx (104 £0.05) Cx (048 £ 0.05) Cx (0.8 £ 0.06) X3 (0.93 £ 0.06)
: Cryv (1.18 £ 0.07) Crv (048 + 0.09) Crr (0.83 £ 0.06) q1 (0.92 £ 0.08)
1229 | As (1LO2E0.07) A3 (0.6 £ 0.08) Az (0.69 £ 0.08) A3 (0.8 £ 0.08)
’ q1 (0.89 £ 0.1) @ (0.56 £+ 0.11) det(C(rr,rr)) (0.63 £ 0.06) | det(Cpu,rv)) (081 £ 0.1)
13:03 | Sx (1L.09 £0.07) Cx (042 £ 0.09) Cx (0.66 £ 0.09) 3 (0.8 £ 0.09)
: Cryv (1.15 £ 0.15) Crv (039 +0.11) Cry (0.61 £ 0.14) q1 (0.7 £ 0.15)
1318 | A8 (128°£0.06) ne (078 £ 0.32) X3 (0.64 £ 0.07) X3 (0.53 £ 0.07)
’ det(C(pa,rvy) (1 +0.09) é(rE,RV) (031 %+ 0.36) q1 (0.54 £ 0.08) q1 (0.51 £ 0.03)

D. Polarimetric Features With the Highest Separability

The highest JM separability between the slicks and the
open water regions (see Table VI) is provided by 43, (vv,
det(C(rp)), PD, span(Cgp)), and {x in FP. 13 is the feature
that provides the highest JM separability most frequently. The
majority of the mean JM is around 0.9-1.1, while the standard
deviation is around 0.1, which indicates that the JM has a
small variation within the open water subsets that are used.
The best polarimetric FP features, i.e., 43, {vv, det(Cgp)),
and (x, were also evaluated as a function of time. All showed
a similar trend with time as in Fig. 11, but are left out due to
space limitation. The best HP features to detect the various oil
slicks are (RR, (rv, det(C ru,Rv)), det(C RR,RL)), 90, and g1,
and they all have a similar separability trend as a function of
time to the best FP features. (ry and (rr are the HP features
that provide the highest JM separability along the time series.

Overall, the best FP features are 0.6% better for detect-
ing the E80 compared with the simulated HP features. For
E60 and E40, the best FP features are 1.6% and 3.3% better
than the HP features for detection. However, for the detection
of the PO, the best HP features showed 0.8% better detection
ability compared with the FP.

VII. CONCLUSION

A comparison between FP and simulated HP data from a
UAVSAR time series of recently released and evolving oil
slicks has been presented. The relative performance of FP and
simulated HP in slick detection capability using a wide range
of polarization-dependent features has been carefully evaluated
using the JM separability.

Overall, the FP features were estimated to be 0%-3.3%
better at distinguishing the various emulsion oil slicks from the
ambient sea surface compared with the simulated HP features,
while the best simulated HP features were 0.8% better than the
FP features to distinguish the PO from the open water region.
The best HP features show lower separability than the best FP
features in the end of the ~8 h time series compared with the
beginning for the emulsion slicks. The FP features containing
the cross-polarization scattering component are found to be
best at distinguishing the various slicks from open water, and
however, these cross-polarization features are not possible to
isolate when using the HP mode. (RrRr, (Rv, q1, and g are
good alternatives to separate the slicks from the open water
regions using the HP mode. High separability values between
the oil slicks and the open water were also obtained using



ESPESETH et al.: ANALYSIS OF EVOLVING OIL SPILLS IN FP AND HP SAR

det(C(ru,rv)) and det(Crr,rL)), and their potential should
be further investigated for other types of oil under various
wind and ocean conditions. Overall, the best FP features are
¢x, det(Cgpy), 43, and ¢yv.

This paper reveals a high correspondence between the
results and the scattering theory of the two-scale Bragg model.
All the features that showed poor detectability of the oil slicks
are independent of the ocean wave spectrum (the small-scale
roughness), while the features resulting in good separability
were dependent, amongst other factor, on the ocean wave
spectrum.

This paper highlights the importance of performing an
incidence angle correction on the complex scattering vector
prior to segmentation.

In general, the PO has the highest detectability across the
full time series for both the FP and the HP modes, and its
detectability does not decrease at the end of the UAVSAR time
series, as is the case for the emulsion slicks. It was not possible
to discriminate the PO from the emulsion slicks, which might
be a result of the high wind and the relatively small volume
of the released oils.

Our findings suggest that a similar slick-sea separability
performance can be achieved using either HP or FP data at
high wind conditions and for small slicks in volume. However,
this paper should be repeated for data collected in other wind
conditions and for various oil thicknesses. Further investiga-
tion should be conducted to determine whether real HP data
could achieve the same results as both the FP and simulated
HP data. Real HP data would reduce complexity (compared
with the FP mode) of the sensor in terms of average power,
on-board mass, and data volume, and provide more design
flexibility.

APPENDIX
INCIDENCE ANGLE CORRECTION

The UAVSAR instrument images at incidence angles
between 20° and 65° [5], and the ocean backscatter is known
to decrease with increasing incidence angle. The oil slick
regions in the UAVSAR time series are selected based on a
segmentation method that is discussed in Section IV-C. The
intensity variation related to incidence angle can be larger
than the intensity difference between the classes, and hence,
the oil slicks might be neglected in the original segmentation.
Furthermore, the oil slicks spread out in the range direction
with time, increasing the incidence angle span across the
slicks. Hence, the effects from the incidence angle on the
output regions are more significant in the last passes of
the UAVSAR time series when the slicks have spread out.
Therefore, to avoid the incidence angle effect dominating the
segmentation, and to allow incidence angle independent com-
parison across the time series, an incidence angle correction
is performed on the scattering vector prior to multilooking,
segmentation, and feature computation. The incidence angle
correction is obtained from the following expression [68]:

, | sin(@)
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Fig. 12. Tllustration of the incidence angle correction applied to the UAVSAR
scene acquired at 11:45 UTC. (Left) Smoothed mean VV-intensity profiles
normalized to the mean of the span profile using the clean sea region
before (red line) and after correction (blue line). Dotted lines: unsmoothed
mean intensity profiles. Black marker: reference level, i.e., the mean of the
span along the range direction. (Right) Results of the segmentation with and
without incidence angle correction. Colors: various output segments.

where S(0) is the measured scattering vector dependent on the
incidence angle, 6 is the incidence angle, 6rr is the reference
angle, S’ is the corrected scattering vector independent of the
incidence angle, and y (@) is the ((sin(0))/(sin(brer))) fraction.
Because we are dealing with the complex scattering vector,
rather than intensities, the square root is applied. Range and
incidence angle are related in a one-to-one correspondence,
and hence, y (r) rather than y (@) is used.

To preserve the polarimetry in the data, the same y (r)
value should be used when correcting the different complex
scattering components, i.e., Sun, Suv, and Syy. Selecting
different y (r) values for each complex scattering component
could influence the various multivariate polarimetric features,
such as the determinant of the covariance matrix. Rather
than determining the relation between range and incidence
angle, we estimate y (r) empirically from the span of the
intensities (span = Igyg + Ivv + Igv) by considering a region
of clean water (no ships nor oil slicks), and assuming that
this region is homogenous and has no texture. For this paper,
the region along the range direction was selected from the
span, and contained 1000 pixels in the azimuth direction.
An intensity profile (I;Za") from the span was created by
taking the average of that region, and these values were further
smoothed in the range direction. The reference level was
chosen to be the mean value of the total power along the

range direction (fﬁl;an). y (r) can be estimated as
span
R
7O~ 23)
Rg

Fig. 12 shows the incidence angle correction applied to
an ascending UAVSAR scene. The blue line is the cor-
rected smoothed mean V V-intensity along the range direction
(normalized to the mean intensity value), and the dashed
blue line is the unsmoothed corrected mean intensity value
along the range direction, also normalized. Here, we use the
incidence angle (covering the location of the oil slicks) on
the x-axes. The red line is the smoothed uncorrected mean
VV-intensity profile, and the dashed red line is the unsmoothed
version of that profile. Only the VV-intensity is used to
demonstrate this, but the same behavior was observed for the
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HH and HV intensities. After applying this correction method,
the incidence angle dependence of the scattering components
is reduced.

The corrected intensity profile is not a perfectly flat curve
in any of the individual channels, which might be because
they are corrected based on span, and the visible polarimetric
variation indicates that there is some local variations.

From visual inspection of the right panel in Fig. 12, it is
clear that the intensities are significantly affected by the
incidence angle. One example of how the incidence angle
effects the segmentation results is also shown in Fig. 12. Here,
the top-right figure displays the results of the segmentation
using uncorrected data as input, while the bottom-right
image is when the incidence angle correction is applied
prior to the segmentation method. Clearly, the segmentation
method did not successfully locate the oil slicks in the
uncorrected case. However, if the corrected data are used,
the segmentation algorithm successfully identifies the oil
slicks. These segmentation results highlight how important
it is to perform the incidence angle correction prior to
segmentation. This correction is done on all the UAVSAR
scenes prior to segmentation and feature computation.

Calculating the intensity values from the corrected scattering
vector yields an approximation of the damping ratio. This is
because the entire intensity image is normalized using the
mean of a chosen open water region (Iﬁ‘;an). The corrected
intensities are named damping ratios (see Tables III and V),
and are labeled ¢, for example

cw = (IS )

where (-) represents the averaging (multilooking).
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