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Abstract

Minimally invasive technologies to characterize the structure and functionality
of biological samples on the cellular and molecular scale are fundamental to
life sciences. Optical fluorescence imaging at visible wavelengths is able to
acquire to do so. Due to the wavelike nature of light the maximum achievable
resolution in conventional microscopy is limited by diffraction, about half the
wavelength of the considered light. Although this diffraction limit is funda-
mental, techniques have been developed to perform imaging at a resolution
of two to a hundred times better than this. All these techniques come with
their specific benefits and trade-offs and the presented thesis seeks to make a
contribution in the filed of super-resolution microscopy. Structured illumina-
tion microscopy (SIM) is a technique that improves the image resolution by
acquiring images under non-planar illumination and subsequent image recon-
struction. This image reconstruction requires a prior parameter estimation of
the illumination pattern from the acquired data. A contribution to improve this
parameter estimation is presented and demonstrated using simulation frame
work developed for this purpose. It can be shown, that the deviation of the
pattern parameters from their actual value can be reduced by up to 8o percent
as compared to a more conventional method.

A common way to generate sinusoidal illumination patterns in SIM is to
interfere two coherent beams of light using the the imaging objective lens, the
epifluorescence configuration. Two new methods to generate those interference
patterns, namely transillumination structured illumination microscopy (tSIM),
and chip structured illumination microscopy (cSIM) are presented. A pattern
generation independent of the objective lens allows to improve the space-
bandwidth product (SBP) of SIM by increasing the resolution without sacrificing
the field of view (FoV). Imaging simulations are shown to demonstrate this
effect when mirrors are used to generate the patterns in tSIM. A theoretical
improvement of the SBP of almost five times the SBP of a conventional setup
is discussed. Instead of using mirrors, optical waveguides may be used to
generate those illumination patterns a presented in cSIM. These waveguides are
simulated using Comsol. Imaging is simulated according to expected pattern
parameters and the improved imaging is illustrated.



ii ABSTRACT

The advantages of optical waveguides as discussion for cSIM are then examined
regarding their implementation for light sheet fluorescence microscopy (LSFM).
The image quality in wide-field imaging can be improved by limiting the sample
illumination to the plane that is actually imaged. This is commonly done in
LSFM and requires appropriate beam shaping. The implementation of different
waveguide designs to perform beam shaping with waveguides are investigated
performing a variety of simulations in Comsol. Chip based axicons with a total
width of 20 micrometer and a wedge angle of six degree show to generate
promising beam profiles with a propagation length of about 150 micrometer. A
possible lattice light sheet generation using two counter propagation axicons
is investigated as well as double axicon for the generation of bottle beams. The
use of optical phased arrays to perform dynamic beam shaping using sets of
16 and 32 elements of 1 micrometer width is shown and the beam tilting and
shifting capabilities a visible wavelength are presented.
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Introduction

Life sciences are driven by the understanding of biological cells and tissues on
the microscopic scale. This includes the structure of fixed samples and even
more, dynamic processes in living cells and tissues. Optical microscopy allows
the study of phenomena on the level of biological cells, down to single molecules,
that are invisible to the naked eye. It allows for a minimally invasive observation
of a sample in conditions that preserve original functionality, even if the sample
is taken out of its actual context; a tissue sample taken out of a liver for instance.
In fluorescence microscopy the sample is treated prior to imaging, by labeling
structures of interest specifically in order to allow for optical contrast in the
first place in some cases, but at least to improve the contrast. This way, even
dynamic processes may be observed, leading to fundamental understanding
of relevant relationships in biology and medicine.

The contrast, that is provided by the microscope in the image is the vital point
that decides what kind of conclusions can be made from what is presented in
the image. Modern optics allows for almost aberration free imaging, leaving
the resolution of the imaging system to be what limits the contrast. Whether
or not two close objects are presented as two distinct entities in the image
depends on the resolution of the microscope. A fundamental limit is based
on the wavelike nature of light; the diffraction limit. A rough estimate of that
limit is about half the wavelength of the light that is used to acquire the image.
At a visible wavelength of 500 nm, two objects closer than 0.25 um appear as
one object in the image, they are not resolved.
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Nowadays capabilities of modern optics, digital image processing and control of
fluorophore chemistry allow for super-resolution (SR) fluorescence microscopy.
It is optical microscopy that exploits the physical and chemical properties of
fluorophores such that images with a resolution well beyond the diffraction
limit are possible without sacrificing the minimally invasive nature of the tech-
nique. The 2014 Nobel Prize in Chemistry was awarded to Eric Betzig, William
Moerner, and Stefan Hell, for their development of SR fluorescence imaging
as it is among the most important tools in life sciences. These techniques are
commercially available, thus making them more accessible to the scientific
community. However, current implementations of SR fluorescence imaging
techniques are still complex and exist in a variety of home-made setups, includ-
ing obligatory image processing and image reconstruction algorithms. This
yield a lot of opportunities to improve and develop fluorescence based high
resolution imaging.

1.1 Thesis outline

The presented thesis is much focused on the development of the actual mi-
croscope and image processing that are ultimately used to image all sorts
of samples. It is part of H2020 Nanoscopy project of the European Research
Council. The overall goal of the project is to reduce the complexity of current
SR microscopy (SRM) implementations using photonic-chip based waveguide
technology. In chapter 2 fundamental principles of optics are introduced paving
the way to understand the contributions described in the following chapters.
Microscopy is motivated, its fundamental limitations are described and Fourier
optics is introduced. Then the field of SRM is described with the aid of ex-
emplary techniques in order to provide a general background. Light sheet
fluorescence microscopy is introduced more specifically and the fundamental
working principle of optical waveguides is described. In chapter 3 the theo-
retical background of structured illumination microscopy (SIM) is described
in more detail and a framework for the required image reconstruction is pre-
sented. A contribution to parameter estimation, necessary for the successful
image reconstruction in SIM is investigated and discussed. An improved way to
perform parameter estimation is presented and examined using simulated data.
It is attached as a peer reviewed article (paper 1) on page 47. Contributions
to improve the space-bandwidth product (SBP) of SIM are presented in tech-
niques as transillumination SIM (tSIM) and chip SIM (cSIM). tSIM is a novel
implementation of SIM that uses a set of mirrors to perform pattern generation.
Its potential advantage lies the increased field of view (FoV) that ultimately
increases the SBP. Theoretical considerations are discussed and correspondign
simulations regarding the imaging process are presented. A peer reviewed
article (paper 2) is attached on page 65.
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The approach of ¢SIM uses a set of photonic waveguides to generate well defined
illumination patterns for SIM. The choice of waveguide material and geometry
allow not only for a large FoV imaging area, but also for fine illumination
patterns that potentially improve the resolution of SIM. The principle of such
waveguide designs is investigated based on COMSOL Multiphysics (COMSOL)
simulations, considerations regarding the imaging process are analyzed using a
framework similar to the simulations in tSIM. An article under review (paper 3)
is attached on page 89. Optical waveguides may not only provide evanescent
field excitation in microscopy as in cSIM. In chapter 4, different waveguide
designs are investigated regarding their usability with respect to free-space
beam shaping. This covers static and dynamic beam shaping with applications
like light sheet and lattice light sheet microscopy in mind. Different waveguide
models are simulated using COMSOL. A peer reviewed article (paper 4) is
attached on page 141. A conclusion and an outlook for future work are given
in chapter 5.

1.2 Peer reviewed articles

* Paper 1: Marcel Lahrberg, Mandeep Singh, Kedar Khare, and Balpreet
Singh Ahluwalia. “Accurate estimation of the illumination pattern’s orien-
tation and wavelength in sinusoidal structured illumination microscopy.”
In: Appl. Opt. 57.5 (Feb. 2018), pp. 1019-1025, published

* Paper 2: Joby Joseph, Faiz KP, Marcel Lahrberg, Jean-Claude Tinguely,
and Balpreet Singh Ahluwalia. “Improving the space-bandwidth product
of structured illumination microscopy using a transillumination config-
uration.” In: Journal of Physics D: Applied Physics (2019), accepted for
publication

* Paper 3: Qystein 1. Helle, Firehun T. Dullo, Marcel Lahrberg, Jean-Claude
Tinguely, and Balpreet S. Ahluwalia. “Structured illumination microscopy
using a photonic chip.” In: arXiv preprint arXiv:1903.05512 (Mar. 2019),
under revision

* Paper 4: Marcel Lahrberg, Firehun Tsige Dullo, and Balpreet Singh
Ahluwalia. “Photonic-chip based free space beam shaping and steer-
ing for advanced optical microscopy application.” In: OSA Continuum 2.11
(2019), accepted for publication






Basic concepts

In this chapter, the basic concepts used throughout the thesis are discussed.
First, the term of optical resolution is introduced. Microscopy is motivated as
a solution to the limited optical resolution capabilities of the bare human eye.
The theoretical imaging process in the microscope is described in terms of
Fourier optics. A basic introduction to fluorescence microscopy is given as it is
the imaging technique under consideration in the presented thesis. A general
introduction to SR microscopy is given. Light sheet fluorescence microscopy
(LSFM) is introduced as a motivation for the presented work on waveguide
chips. Optical waveguides, especially planar waveguides, are introduced. A
short description of the finite element method (FEM) is provided as it is used
to perform simulations of different waveguide designs using COMSOL.

2.1 Human vision and the Rayleigh criterion

Humans use the naked eye for general visual perception of their environment.
This applies to many kinds of objects of any scale. As for the scope of the
presented thesis, the ability to observe small scale objects is of interest. The
basis for this process is the image formation in the naked eye. In simple terms,
light coming from an object falls onto the the eye’s lens that creates an image
on the retina. The ability of the human eye to discern two close objects instead
of perceiving them as one object is termed resolution, with the resolution of
the naked eye being limited due to its physiology and fundamental physical
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Figure 2.1: The image intensity (arbitrary units) of a point source is described by
an Airy disk. (a) and (b) show the Airy disk and its profile respectively. The ring
structures are more prominent when only displaying a fraction of the intensity
range as in (c) with its profile in (d). The image of an object consisting of two point
sources will show a superposition of two Airy patterns (centers marked with “x”).
(e) If their distance is large enough (here 1.22Ad/D), two well separated patterns
are visible; the two objects are resolved. (f) If the two objects are too close (here
0.80Ad/ D), no intensity dip is seen between the two Airy disks and the objects are
not resolved in the image.

principles. This is the reason why optical instruments are developed and used
in order to perform optical investigations on phenomena that are not resolved
by the bare eye.

2.1.1 Spatial resolution of the human eye

The spatial resolution limit of the human eye is best explained by describing
a visible object as a composition of light emitting points. An image of each of
those points is generated on the retina by the eye’s lens. The whole image of
the object is made up in a pointillism style. As in actual pointillism, the points
in the image are not points in the mathematical sense, they are patterns of
finite extend, thus limiting the spatial resolution of the bare eye.

Due to the wavelike nature of light and the circular aperture of the imaging
lens, light emerging from a point source will generate a spot of light intensity
in the image plane, the so-called Airy disk (see Figure 2.1). This phenomenon
was first described in 1828 by John Herschel [53]. In 1835, George Biddell Airy
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gave its first theoretical description [6]. Depending on the superposition of the
Airy disks of two point sources, these point sources are said to be resolved if
an intensity dip in between them can be identified as described in Figure 2.1.
This is reflected in the Rayleigh criterion of resolution [37]. It states that the
resolution limit for two point sources is reached when the center of the Airy
pattern of one point source falls on the first minimum of the Airy pattern of
the second point source. This resolution limit is expressed as

0= 0.61.L = 1.22M. (2.1)
sin (%) D

Here, § is the minimum distance between the two point sources at which they
are resolved according to the given resolution criterion, 0.61 is a fixed factor
given by the Airy pattern resulting from a circular aperture, A is the wavelength
of light under consideration, « is the acceptance angle of the lens, d is the
distance of the object from the aperture and D is the size of the aperture. A
related term is the angle of resolution that defines a minimum angular distance
of two objects for them to be resolved;

1.224

0= D (2.2)
Two close objects, here consisting of a point source each, can be resolved when
the conditions in egs. (2.1) and (2.2) are fulfilled. Looking at Equation (2.2), it
is favorable to get the object as close to the eye as possible in order to increase
the resolution. This has its natural limit in the eye’s ability to accommodate,
to generate an image on the retina according to geometrical optics. The said
near(est) point is age dependent and a standard value is d = 0.25m ([107],
Table 9-20-2).

Under well-lit conditions, the pupil size of the eye is given as D = 4 mm [107].
In this case, eq. (2.1) predicts that two point objects emitting at a wavelength of
A = 550 nm must have a minimum distance of § = 42 pm to be resolved by the
eye. Since the pupil size increases with decreased brightness, the maximum
size of the pupil can reach a value of D = 8 mm which results in § = 21 pm.
These values are based on the assumption that the object is brought to the eye
as close as possible (d = 0.25m).

In order for the observer to resolve small details on objects, optical instruments
ranging from simple magnifying glasses to compound microscopes are em-
ployed to generate an image of the object. This image has the property to
display details with a larger angular distance at a given viewing distance than
achievable by looking at the object with the bare eye. The ratio between the
angular size of the object as seen through the instrument to the angular size
given by the bare eye is the magnification.
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2.2 The Abbe resolution limit

Before going into a more detailed description of optical resolution with respect
to microscopy the Abbe resolution limit, another widely used term, is discussed.
In the original publication [1], this resolution limit was specifically derived
for a microscope considering a thin sample. In optical microscopy, the Abbe
resolution limit of the system is the resolution that may be reached if any kind
of misalignment and aberration can be ruled out. In order to understand the
underlying idea, here a periodic sample (a grating) is illuminated with a plane
wave and a lens is used to generate an image of the sample. Depending on
the resolution limit of the setup, the grating structure may be resolved in the
generated image.

Given a transmissive diffraction grating (see fig. 2.2) with a grating spacing
d between its slits, a monochromatic plane wave of wavelength A incident on
the grating at an angle 0; will generate intensity maxima due to constructive
interference at an angle 0,, behind the grating. These interference maxima
appear due to the different path lengths and according phase differences of
light from different slits reaching the same spot on the aperture. They repeat
whenever the angle dependent path difference is a multiple (integer m) of the
wavelength; the different so-called diffraction orders. The relation between
the angles and the wavelength is given by

d (sin 0; — sin 6,,) = mA. (2.3)

The smaller the grating period, the larger the first order diffraction angle.

In order to render the grating structure in an image generated by a lens behind
the grating, the lens must be able to capture at least two diffraction orders to
generate intensity modulation in the image. It is this intensity modulation in
the image that indicates the sample structure. This puts a limit to the minimal
size d at a given wavelength, aperture size, and working distance of the lens. A
smaller grating period results in a larger diffraction angle for the first order. The
larger the diffraction angle, the larger the aperture (diameter of the lens) has
to be to be able to capture the diffraction order and the grating structure.

Since 6, = arcsin(sin(0;)—mA/d), 61 can be shifted by increasing 0; so that the
first diffraction order may be captured by the entrance aperture. The optimum
is reached once 6; = 0; and eq. (2.3) can be written as d = 1/(2sin 0). Scaling
the wavelength by the refractive index n of the medium the famous equation

A

= INA (2.4)
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Diffraction | Entrance

grating | aperture
dl
|
e 1~ Optical
axis

Plane |
wave

Figure 2.2: Working principle of a transmissive diffraction grating (grating spacing d).
The grating and the entrance aperture of the imaging system are aligned with the
optical axis. A plane wave is incident on the diffraction grating under an angle
0;. The zero order diffraction maximum appears at an angle 6, = 0; after the
diffraction grating. A first order diffraction maximum appears at an angle 6;.

using the numerical aperture (NA) with
NA = nsin 0 (2.5)

is obtained. Although the resolution limit has been derived for the imaging of
a periodic diffraction grating it holds for the imaging of an arbitrary sample
with the following restrictions:

* The Abbe resolution limit for a microscope considers coherent imaging
conditions.

* The highest resolution is achieved under oblique illumination of the
sample.

* So far no phase alteration by the sample has been considered.

* Within the scope of the presented thesis the Abbe resolution limit is only
of partial interest since fluorescence microscopy is highly incoherent.

2.3 Optical resolution and Fourier optics

After introducing two fundamental and more descriptive concepts of resolution
in optics, now a more mathematical description is given. In order to get a more
in depth understanding of what spatial resolution means and what it is limited
by, Fourier optics is employed. Following the notation in [37], fundamental
principles and concepts are introduced that are needed to understand in what
way the spatial resolution of a microscope is limited and how it can be improved.
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In general, the microscope is an optical imaging system that transforms an
input signal g1 (x1, y1) into an output signal ga(x2, y2). Three properties of the
system are assumed to be given. First, the system is linear, which means that
it shows superposition property. The systems response to a signal can thus
be expressed as the composition of its responses to each point of the signal.
Derived from that, the system’s response to a point source is described by the
point spread function (PSF). This could be the Airy disk as described earlier.
Second, it is shift invariant and the PSF does not change its shape depending
on the position of a given point source. Third, the system is distortion free and
image plane coordinates have a linear relation to the object plane coordinates.
The imaging process can then be formulated as

ga((x2,y2) = // 1) hes — Ey — ) dE d,. (26)

This is the convolution of the object with the PSF h and may be noted as
g2 = g1 ® h. The coordinates ¢ and n have been introduced as the system’s
response to g; is now described as a summation of all responses to a point
source at the new sample locations. With respect to fluorescence microscopy,
the input signal may be the fluorescence intensity of the sample and the output
signal the recorded intensity. Then the PSF can be regarded as the image of a
point source. On the other hand, the PSF is generally an impulse response even
with respect to a complex input and output. This refers to the fact that under
coherent imaging conditions, the complex amplitude must be considered and
instead of the optical transfer function (OTF), the amplitude transfer function
(ATF) describes the impulse response. This is discussed in section 2.3.1.

At this point the Fourier transform and inverse Fourier transform are intro-
duced as they provide the basis for many descriptions with respect to imaging
using wave optics. In general, the Fourier transform ¥ of a two-dimensional
(complex) function g(x, y) of spatial coordinates x and y can be written as [37]

G(fx: fy) = /[ g(x,y) exp (—i27(fix + fy)) dxdy, (2.7)

which is itself a two-dimensional complex function of the spatial frequencies
fx and fy. In addition to the Fourier transform, the inverse Fourier transform
F ! is defined as

g(x,y) = /[ G(fx. fy) exp (i27n(fix + fyy)) dfxdfy. (2.8)

The usefulness of the transform pair is quite obvious when having in mind that
whether or not fine details are resolved in an image depends on the content of
high spatial frequencies in its Fourier transform.

The reason to introduce Fourier optics is that the integral in eq. (2.6) (a
convolution) takes a rather simple form of Gy(fx, fy) = Gi(fx, fy)H(fx, fy)
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with the Fourier transforms Go, G1, and H of g5, g1 and h respectively as
stated by the convolution theorem [37]. The convolution becomes a simple
multiplication in Fourier or frequency space. This means that every frequency
component of the input is changed in its phase and amplitude by the transfer
function H in order to generate the output.

2.3.1 Image formation in the microscope

The image formed by the microscope is basically an intensity map either directly
seen by the eye or recorded by a camera. Two different imaging conditions
are distinguished; coherent and incoherent imaging. Reviewing the pointillism
idea that an image is made of the light coming from different points of an
object, the coherence of the light determines how to describe the system. In
general, the image intensity [;(u,v) is given by the absolute square of the
phasor U;(u,v), a complex function describing phase and amplitude of the
electromagnetic (EM) wave.

Diffraction-limited coherent imaging

If the light is coherent, meaning that its phase varies in the same way in
all object points, the image intensity needs to be calculated based on the
complex amplitude. This means that the phase distribution over all object
points determines the image formation; the integrated intensity distribution.
An example is the diffraction grating described above. In this case the phasor
in the image plane is given by the phasor of the ideal image (as predicted by
geometric optics) Ug(gg , ) and the amplitude impulse response h(u, v; &, fj) as
described in eq. (2.6)

Ui, 0) = // Uy(E. i) hu — E,0 — ) dE di (2.9)

This equation contains the reduced coordinates £ = M¢ and /j = Mp to ac-
commodate the magnification M as given by geometrical optics. If the imaging
system generates the image in the far field, meaning that the distance between
the aperture and the image is much larger than the square of the aperture size
divided by the wavelength, the Fraunhofer approximation is valid. In that case,
the amplitude impulse response is given by the Fourier transform of

H(fx, fy) = P(Azifx, Azi fy), (2.10)

with the pupil function P, the imaging wavelength A and the distance from the
exit pupil to the image plane z;. For a circular aperture and pupil function, the
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w/Az;

ATF is given by

(2.11)

H(fx, fy) = circ

with the circle function circ (see fig. 2.3) and the radius of the pupil w. The
Fourier transform of eq. (2.9) can be written as

Gi(fmfy) = Gg(fx’fy)H(fXafy)- (2.12)

Since the ATF H is the Fourier transform of h which itself is a scaled Fourier
transform of the pupil function, under coherent imaging conditions the pupil of
the imaging system directly acts as a band-pass filter to the spatial frequencies
present in the image. That is intuitively seen from the example of the diffraction
grating describing the Abbe resolution limit as presented in fig. 2.2.

Diffraction-limited incoherent imaging

In the case of imaging using incoherent light, the interference effects of the
relative phases in Uy are averaged out over the integration time of the detector.
The image is thus calculated based on the time averaged intensity distribution
that is predicted by geometrical optics as I;(&, 7). The final image intensity
distribution is then given by

Li(u,0) = x /[ 1,E,7) |hu - & v - A dé ds, (2.13)

scaled with a constant k. Defining G, and G; as the normalized frequency
spectra of I; and I; and the normalized frequency spectrum of |h|? as the OTF
H, eq. (2.13) can be rewritten using the convolution theorem as

gi(fxafy) = gg(fx,fy)q_((fx’fy)- (2.14)

Similar to eq. (2.10), where a relation between H and the pupil function P is
shown, the relation between H and P has been shown to be [37]

H(fx,fy) =
J/ P(x+ Lifx y 4 —Méfy) P(x— Aife - —Azéfy) dx dy

—co 2

f/_o:o P2%(x,y) dx dy

The geometrical interpretation of eq. (2.15) is that the value of H at each point
is the ratio between the overlap of two pupil functions, each shifted by * f;
and divided by the size of the pupil function, given that P = 1 inside and P = 0
outside the pupil. In other words, the OTF can be calculated as the normalized
autocorrelation function of the pupil function.

(2.15)
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Figure 2.3: Comparing the ATF H and the OTF H generated by a circular pupil
function. The functions are rotationally symmetric with respect to the origin. A
cross section at f,, = 0 is presented. The frequencies have been normalized to the
cutoff frequency f of the coherent imaging system.

Resolution limit of the coherent and incoherent system

Assuming a circular pupil function, the ATF H and the OTF ‘H are calculated
and presented in fig. 2.3. It is obvious from this representation that any imaging
system is limited in its spatial resolution by the finite support of its transfer
function. Although the highest supported spatial frequency is twice as high
for the incoherent imaging system compared to a coherent one, this does not
necessarily mean that it provides a better resolution. As described above, H
affects an intensity distribution whereas H manipulates a complex amplitude.
In the coherent case, depending on the phase distribution, two point sources
separated by the Rayleigh criterion may be not resolved or resolved with an
even higher contrast than in the incoherent case. This his is more meaningful
with respect to noise and background signal in the acquired image. In the end,
the contrast in the recorded image determines whether or not the sought after
information is provided. The respective cutoff frequencies for H and H have

been derived to be w

fo=A—Zi

for H and 2f, for H [37]. Here w is the radius of the pupil. Keeping in mind
that the magnification in the whole derivation of H and H has been omitted,
the magnification equals one. For a thin lens this would be the case if object
and image distance are equal to twice the focal length of the lens. In doing so,
the inverse of eq. (2.4), the cutoff frequency, can be written as

(2.16)

1 2NA 2nsin @ _ 2nw
d 1 A Az

(2.17)

The reason for this value to be twice as large as given in eq. (2.16), although
working under coherent conditions, is the oblique illumination of the sample
that is described by Abbe [1].
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2.3.2 Fluorescence microscopy

The achievable resolution of a microscopy technique determines if a structure or
process in a sample like a biological cell or tissue section may be observed. How-
ever, the process by which a contrast is to be generated will finally determine
if the final data set, an image or a time series contains the desired information.
If the sample itself does not provide a high contrast with respect to a specific
target structure using techniques like bright-field, dark-field, or phase-contrast
microscopy, fluorescent labels (endogenous or exogenous) may generate that
contrast. This is the general concept of fluorescence microscopy.

Fluorescence is a process where a molecule can emit light. It is the response
of this fluorophore to a preceding excitation through absorption of light. Due
to the Stokes shift the wavelength of the exciting light is different (usually
shorter) than that of the emitted light. A detailed description of fluorescence
follows further down in this section.

Fluorescence microscopy has become popular in life science. One of the first
descriptions dates back to 1904, published by Kohler [63]. It was known by
then that the optical resolution of a microscope depends on the wavelength, see
section 2.2. Using a wavelength shorter than that of visible light, i.e. ultraviolet
(UV) light, would increase the resolution. In Kohler’s manuscript, a type of
fluorescence (autofluorescence) is basically described as an imaging artefact
when imaging with UV light. Autofluorescence is fluorescence that is present
in a given sample without the supplement of (artificial) fluorophores. As
Kohler already implied, fluorescence would find application due to its specificity.
Nowadays it is used for example in imaging of biological cells [7, 82] as well
as clinical application like imaging of the retina [88]. Also localization based
techniques have employed it in label-free SR imaging, or SRM [61]. All these
techniques rely on the localized fluorescence response of specific molecules in
the sample.

The majority of fluorescence microscopy is based on a sample preparation
process in which fluorophores are attached to target structures. A large variety
of labeling strategies exists from which a suitable method has to selected to
achieve the intended specific labeling of a structure. Among these techniques
are chemical labeling, enzymatic labeling, genetic labeling, and protein labeling
using a short tag [84]. In these cases, the aforementioned autofluorescence may
be an unwanted, unspecific signal (noise). Since the excitation and emission
of a fluorophore can be separated by wavelength it is possible to filter out most
of the light not coming from specific places of the fluorescent label, scattered
excitation light for example. This a way, one path for the excitation light and a
separate path for signal detection can be used.
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Limiting factors of fluorescence microscopy are photobleaching and phototox-
icity. Photobleaching is a photochemical process, an alteration in a molecule
such that it loses its ability to fluoresce. It causes a reduction in the signal
strength and degrades the signal-to-noise ratio (S/N). Phototoxicity describes
the impact of light in the sample. In live cells, the excitation light may damage
macromolecules, limiting their functionality, possibly up to the point where
the cell dies [58]. Thus, the amount of excitation light the cell is exposed to
should be kept as small as possible.

Fluorescence

Fluorescence based microscopy techniques play a major role within the scope
of the presented thesis . The spontaneous emission of a photon by a molecule is
called luminescence [98]. This does not include thermal radiation. Fluorescence
is described by the behavior of an electron in the quantum mechanical system,
a fluorescent molecule for example. This quantum mechanical system provides
different energy levels or states which the electron can occupy. Based on these
energy states as shown in the Jablonski diagram in fig. 2.4, the fluorescence
property of a molecule can be described. The fluorophore in its electronic
ground state Sy can be excited through absorption of a photon hvey (Planck’s
constant h, frequency v) into an excited state S;. This transitions is said to
happen “instantaneously” (within 101> 5 [66]). After non-radiative transitions
(internal conversion in less than 1072 s) from a higher vibrational energy level
to the vibrational ground state in S7, fluorescence is possible. Fluorescence is
then the emission of a photon hvep, through the transition of the molecule from
an electronically excited state Sy to its ground state Sy, commonly into a higher
vibrational state of Sy. From there, the thermal equilibrium, the vibrational
ground state of Sy, is reached again through internal conversion. The time
a molecule spends in the circle from absorption of a photon in its thermal
equilibrium until the return to it upon emission of a fluorescence photon is
given by the fluorescence lifetime (typically about 1078 s). Since the internal
conversion happens on a much smaller time scale than the fluorescence lifetime,
fluorescence mainly takes place by a transition from the thermal equilibrium
state of the excited electronic state. The selection of a higher vibrational state of
the molecule, while changing the electronic state for absorption and emission
of a photon, is governed by the Franck-Condon principle [35]. It says that the
transition probability for a molecule involving a change in the vibrational and
the electronic state (vibronic transition) depends on the overlap between the
involved wave function at the given nuclear coordinate. Since the discussed
transitions (absorption and emission of a photon) mostly start from the thermal
equilibrium of the given electronic state while the vibrational energy levels
and their wave functions look similar in each electronic state, the absorption
and emission spectra show mirror symmetry.
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Figure 2.4: The Jablonski diagram [59] showing the electronic ground state Sy and an
excited state S; of a fluorophore, including the vibrational levels in each electronic
state. The molecule may undergo a transition from Sy to S; by absorption of a
photon hvey. It then undergoes non-radiative transitions into the vibrational ground
level of S;. From there, the molecule goes back into So by spontaneous emission of
a photon Avey,. This phenomenon is called fluorescence.
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The description of fluorescence using the Jablonski diagram explains two
major properties of fluorescence that make it so useful in microscopy. First,
the excitation and emission spectra show distinct peaks due to the discrete
energy levels as presented in the Jablonski diagram. Second, those peaks are
separated in their wavelength due to the Stokes shift. Based on the internal
conversion, the wavelength of the emission is longer than the wavelength of the
absorption since part of the energy the system took up by absorbing a photon
is dissipated as heat. This means that fluorescence can be excited at a specific
wavelength (using a laser for instance), and it can then be distinguished from
the emission. If the fluorophores are specifically bound to structures of interest
in e.g. a biological cell, a spatially unspecific excitation (illumination) of the
sample may still lead to a highly specific fluorescence response of the sample
depending on the staining strategy. The excitation light can simply be filtered
out depending on its wavelength thus removing a lot of what would otherwise
appear as background signal, improving the S/N. For the further consideration
with respect to image resolution, the spontaneous nature of the fluorescence
after excitation and the comparably long fluorescent lifetime are of interest.
Fluorescent emission is a random process [66], the imaging process thus
qualifies as incoherent and relevant considerations as described in section 2.3.1
apply. Another fundamentally related figure of merit is the quantum yield,
the ratio of number of photons emitted to the number of photons absorbed,
d = };IV% Since the excited fluorophore may return to the ground state through
a non-radiative process, the quantum yield is less than one. The quantum yield
is of major concern since it determines the exposure of the sample needed
to generate sufficient signal strength. The exposure to excitation light on the
other hand promotes unwanted photobleaching and phototoxicity. This makes
a sufficient quantum yield so important.

Fluorescence is only one possible pathway for a molecule to relax from an ex-
cited state back into the ground state. Phosphorescence involves the transition
from S; through a triplet state T; (not shown in fig. 2.4) that is located below
between S; and Sg on the energy axis. This involves the electron in the excited
state to have the same spin as the remaining electron in the ground state. A
transition back into the ground state is quantum mechanically said to be for-
bidden which manifests itself in a comparably long phosphorescence lifetime
of up to several seconds. This is mentioned here for the sake of completeness
and is not regarded further on.
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2.4 Super-resolution microscopy

The idea of resolution in microscopy and the criteria given by Abbe and Rayleigh
are described in sections 2.1 and 2.2. Before going into the description of some
of the techniques that are used nowadays to circumvent theses limits it should
be pointed out that different resolution criteria may be defined depending on
the character of the question that should be answered. In case of an unknown
sample this can be based on the Nyquist-Shannon sampling theorem [24].
The whole sample, for instance a complex biomolecule, has to be imaged
including spatial frequencies twice as high as the intended resolution (see
section 2.4.4 on SMLM). If the distance between two objects is of interest,
the Rayleigh criterion could be of interest. In three-dimensional imaging it
may be the resolution based on the smallest observation volume [86]. Since
the microscope is developed as a tool to answer a variety of questions in
different fields, there can not be the one resolution criterion to find the best
technique [24]. As the resolution criterion is not well defined, it is hard to
clearly distinguish SRM from conventional microscopy. A generally accepted
limit for conventional optical microscopy is a resolution of ~0.2um in the
lateral and ~0.6 pm in the axial direction [24]. Some of the concepts that have
been developed to circumvent this limit are described in the following.

2.4.1 Towards shorter wavelengths

As described in section 2.3.2 one way to increase the resolution of the imaging
technique is the use of a shorter wavelength like in the UV microscope [80, 63].
This rather low resolution improvement may be increased by using an even
shorter wavelength. X-ray microscopy, using absorption contrast or phase con-
trast, was proposed and achieves a resolution below 15 nm [19]. Matter waves
have an even shorter wavelength. Louis de Broglie related the momentum of
a particle to its wavelength via the Planck constant [16]. Applied to the elec-
tron, transmission electon microscopy (TEM) and scanning TEM (STEM) have
been developed and achieve 50 pm resolution [33]. The scanning electron mi-
croscopy (SEM) uses a focused electron beam to scan the sample surface, while
detecting various signals at each position [8]. Scanning helium ion microscopy
(SHIM) is not only used for SR imaging of the sample, but also provides possible
sample manipulation like ion milling [57]. These are techniques that improve
the resolution by using lower than optical wavelengths. This requires not only
the lens based optics (UV, X-ray, electron optics) to be changed in order to
manipulate the imaging wavelength, but also requires partially severe sample
preparation and imaging conditions like electric conductivity of the sample, or
imaging in a vacuum. For many questions of life science this may disqualify
those techniques.
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2.4.2 Near-field and scanning probe microscopy

The commonly accepted Abbe limit of resolution is a result of far-field optics. If
an aperture, smaller than the employed wavelength is brought to the sample, at
a distance less than the wavelength, the sample can be scanned by detecting the
near-field intensity distribution [96]. These techniques are named near-field
scanning optical microscopy (NSOM) or scanning near-field optical microscope
(SNOM) [18, 77]. A variety of implementation, using the probe for excitation
or detection only is possible. Using visible light, a spatial resolution of 500 A
is reported [68]. Similar to the near-field optical microscopes, scanning probe
microscopy (SPM) has been developed. Scanning the sample with a physical
probe and measuring different kinds of interaction, thus generating an image
without the use of (electron) optics. In scanning tunneling microscopy (STM)
voltage is applied between an electrically conducting sample an the probe. The
probe is scanned over the surface and the electrical current due to quantum
tunneling is measured. Since the measured current depends on the distance
between probe and surface, the surface structure can be measured at an atomic
level [13]. A direct progression of STM is atomic force microscopy (AFM). The
surface is scanned with a small apex on a cantilever measuring interatomic
forces between single atoms. It can be applied to electrically non-conducting
samples without the need for a vacuum [12].

2.4.3 Confocal microscopy and optical sectioning

Before introducing some principles of optical SRM, a fundamental technique
that provides optical sectioning in three-dimensional imaging is described. Al-
though not actually providing SR capabilities it is mentioned here as it empha-
sizes the difference between axial resolution and optical sectioning. Confocal
microscopy, implemented as confocal laser scanning microscopy (CLSM) has
an edge over wide-field (WF) microscopy as it is able to reject out-of-focus
light [78]. It is a scanning technique in which a limited volume of the sample
is illuminated at a time and the response is detected. While the conventional
WF microscope will detect light coming from beyond the focal plane, an aper-
ture in the conjugate plane of the CLSM will reject this light thus allowing
for optical sectioning and improving the contrast. Although this technique
allows for a 1.4-fold improvement in lateral resolution its main advantage is
the optical sectioning capability [24]. Another technique that provides compa-
rable optical sectioning is light sheet fluorescence microscopy as described in
section 2.5.
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2.4.4 Optical far-field SR microscopy

Different far-field SR microscopy techniques operating at visible wavelengths
are implemented for fluorescence based bioimaging. For these techniques
the term “nanoscopy” has been coined and a quick overview is given. These
techniques can be divided into three categories based on their approach to
overcome the conventional resolution limit [87].

Structured illumination microscopy

The first category is SIM. These techniques rely on different kinds of non-
planar illumination of the sample and multiple image acquisitions with varying
illumination patterns. Subsequent image reconstruction yields a resolution of
usually up to twice the resolution of the respective WF image [105, 47]. It has
been shown, that the exploitation on nonlinear effects may further increase the
resolution [41]. Techniques like standing-wave fluorescence microscopy and
spatially modulated illumination microscopy are described in the literature
[24]. They are based on a modulated illumination intensity along the optical
axis thus increasing the axial resolution. More common are implementations
using a standard WF microscope, where the lateral resolution can be improved
by generating an illumination pattern that is modulated in the sample plane
as well as along the optical axis [46, 42]. By interfering coherent light in the
sample space, a well defined illumination pattern is generated. The resolution
improvement is based on the frequency mixing of the sample’s spatial frequency
with the pattern’s spatial frequency. As a result, a moiré pattern is generated.
An illustrative example is the superposition of two periodic functions with only
a small difference in their spatial frequencies; two semitransparent curtains for
instance. This generates coarse moiré patterns. With respect to the microscope,
these moiré fringes may be transmitted by the OTF support. Knowledge of the
illumination pattern will then allow for reconstruction of the underlying sample
structures that are originally to fine to be captured by the microscope. The
mathematical details are described in section 3.1 and it should be pointed out
that the mathematical principle that generates the coarse interference pattern
is not only valid for periodic sample structures. It is possible to implement
interference based SIM on a TIR fluorescence (TIRF) microscope. This allows
for increased lateral resolution while limiting the excitation of the sample to
the size of the evanescent field [62, 108]. A derivative of these interference
based approaches are point scanning SIM techniques like image scanning
microscopy [32, 40] that also rely on a non-planar illumination. Classifying
SIM as nanoscopy is controversial as those techniques are still limited in
their resolution improvement due to diffraction, although they do achieve a
resolution better than the classical limit.
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Reversible saturable optical fluorescence transitions microscopy

This leads to the second category of nanoscopy techniques that are based
on deterministic on/off-switching of fluorescent molecules. These techniques
may be summarized under reversible saturable optical fluorescence transitions
(RESOLFT) microscopy [55, 49, 24]. The sample (fluorophore distribution) is
measured in a point-by-point fashion using a point detector. The resolution
is determined by the size of the volume that emits the fluorescence signal.
In stimulated emission depletion (STED) [50] a focused laser and a high NA
objective lens are used to generated a diffraction limited excitation volume.
This excitation spot is overlayed with a toroidal intensity distribution (the
STED beam) that generates stimulated emission. Stimulated emission is the ra-
diative deexcitation of a molecule by an incoming photon. The emitted photon
propagates in the same direction as the photon stimulating the emission and
has the same wavelength. As the spontaneous fluorescence emission covers
a relatively broad spectrum, it can be distinguished from the well defined
excitation and STED beam including the stimulated emission. Depending on
the intensity distribution of the STED beam, the volume of the sample that
undergoes spontaneous emission can thus be reduced to achieve a lateral
resolution of 15nm to 20 nm [29]. Since the size of the detected volume de-
creases with increased intensity in the STED beam, the resolution is limited
by the photodamage that is acceptable in the regarded experiment [87]. A
related technique is ground-state-depletion (GSD) microscopy [48, 15]. In GSD
microscopy, instead of deexciting fluorophores outside the volume of interest,
fluorophores are excited from the ground state into a non-fluorescent triplet
state. For a short period of time after that (the lifetime of the triplet state
in the range of ns—us) only fluorophores in a well defined small volume are
fluorescent.

Single-molecule localization microscopy

The third group are techniques based on WF illumination and stochastic on/off-
switching of the fluorophores. The general term single-molecule localization
microscopy (SMLM) has been established for this second group of nanoscopy
techniques whose resolution is not limited by diffraction. They are based on the
idea that fluorophores can be characterized as individual point emitters, and
the possibility to switch their fluorescent state on and off randomly. In order
to generate a SR image, a series of raw data images of the sample is acquired.
In each of those images only a fraction of fluorophores is actually fluorescent
such that the raw data image consists of a diffraction limited image of several,
spatially well separated point sources. By determining the center position of
those point sources in the image (fitting a Gaussian function for instance), a
list of coordinates is collected. This is done for each frame and the coordinate
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distribution can be displayed as a probability density map. Although the single
emitters can be localized to a fairly high precision (20 nm lateral and 50 nm
[87]) the resolution of the final image depends on the label density in the
sample (Nyquist-Shannon sampling). Different implementations of the SMLM
principle are used. In photo activated localization microscopy (PALM)[11] and
fluorescence photoactivation localization microscopy (FPALM)[54] fluorescent
proteins are used as labels (exogenous). The switching between the fluores-
cent and non-fluorescent state is achieved through illumination with a suitable
wavelength. On the other hand stochastic optical reconstruction microscopy
(STORM)[83] and direct STORM (dSTORM)[45] are based on immunolabel-
ing (endogenous). Here the random switching of the molecule during the
fluorescence cycle at high excitation powers is used. In order to successfully
perform an image reconstruction using these techniques, the distribution of flu-
orescent molecules in the on-state has to be sparse enough. A post-processing
technique using statistical analysis of a time series based on independently
blinking molecules is used in SR optical fluctuation imaging (SOFI)[25]. With
this technique it is possible to achieve SR from the raw data set, even if the
sparsity constraint in each frame is not fulfilled, as long as the molecules cycle
through fluorescent on/off-states.

2.5 Light sheet fluorescence microscopy

As already discussed in section 2.4.3, the lack of optical sectioning capability
in conventional WF imaging significantly reduces the image contrast as a lot
of background signal is generated. A way to introduce optical section with-
out scanning the sample as in confocal microscopy is LSFM[34]. LSFM, or
selective plane illumination microscopy (SPIM)[56], originally developed as
orthogonal-plane fluorescence optical sectioning (OPFOS)[100], uses orthog-
onal illumination of the sample with respect to the imaging objective lens,
minimizing out-of-focus light and providing exceptional optical sectioning ca-
pability. This has made LSFM a most suitable method for live cell imaging of
thick specimens. The main advantage over confocal microscopy is the fast, be-
cause WF based image acquisition. Since the excitation of the sample is limited
to the areas being imaged, also the the area where photodamage occurs is
reduced to a necessary minimum. This is especially relevant with respect to
imaging living biological samples [94].

The light sheet is generated by focusing an extended beam of light in one
plane only, using a cylindrical lens, possibly in combination with a high NA
objective lens [39]. Alternatively a single objective lens, generating the light
sheet and acquiring the image as in the highly inclined and laminated optical
sheet (HILO) implementation may be used [97]. Another way to generate a
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light sheet is by the use of an axicon [26]. This is investigated and discussed in
chapter 4. The image acquisition is done by an imaging objective with its focal
plane aligned with the light sheet. This way only the portion of the sample
that is actually imaged is also excited. In a HILO configuration the imaging
objective also generates the light sheet and the light sheet is at an angle with
the focal plane. This limits the advantage of the LSFM approach but allows for
a more compact design.

2.6 Optical waveguides

So far, the use of fluorescence as a means to generate contrast has been
described. Although discussed with respect to the coherent imaging condition,
the illumination or excitation of the sample has not been taken into account.
Instead of performing a bulk illumination of the whole sample it may be
advantageous to provide more specific illumination of the sample. In order to
reduce effects like photobleaching and phototoxicity in areas of the sample that
are not intended to be imaged at a given moment, an excitation spatially limited
to the imaged area is of interest. Among other means, optical waveguides as
introduced in the following section are suitable to perform that task.

The free-space transmission of light from one place to another is possible
by means of ray propagation. Since rays of light propagating in free-space
show divergence it is necessary to perform tasks like refocusing along the way.
An alternative is the propagation of light in dielectric waveguides, systems
of dielectric media that are able to guide light along a give path without
the necessity of readjusting the beam profile. The fundamental concept of
optical waveguides is introduced by discussing the most fundamental planar
waveguide followed by the rib waveguide.

2.6.1 Planar waveguides

The planar optical waveguide, or slab waveguide is shown in fig. 2.5. A system
of three plane slabs of dielectrics of different refractive indices (substrate
(ns), core (n1), and cladding (ng)) is considered. The slabs extended in the
xy-plane and a given core thickness presents two parallel interfaces of each
two dielectrics with different refractive indices (substrate and core, and core
and cladding). According to Snell’s law, a ray incident on an interface (ni,
ny with n; > ny) at an angle 0; with the normal will propagate beyond the
interface at an angle given by 6, = arcsin(sin(0;)n1/n,) until 0; reaches a
critical angle upon which the light does not pass the interface but is reflected
due to total internal reflection (TIR). If this is repeated at both interfaces of
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Figure 2.5: A planar waveguide (a) consisting of three layers of dielectric media
(cladding, core, substrate) with different refractive indices ny < ni, ny < ni.
The layers extend in the xy-plane and light is guided in the core layer due to
total internal reflection. A light ray (red) incident on the interface between two
dielectric media (dashed normal) at an angle 6, changes its direction of propagation
(green, 6,) according to Snell’s law until 6; equals the critical angle and 6, = 90°.
Increasing ¢, beyond this point leads to total internal reflection (blue).

N

the slab waveguide, the ray of light coupled into it propagates in the core due
to repeated TIR. The necessity to overcome the critical angle at the interfaces
translates to a maximum acceptance angle, the NA of the waveguide, at the
facet where light is to be coupled in.

Beyond the conditions imposed by the NA there are further limitations to the
way light may propagate within the waveguide. At this point the wavelike
nature of light has to be taken into consideration. Light is propagating as
a wave in the waveguide and a self-consistency condition is imposed [85].
Assuming a plane wave associated with the incident beam, propagating in the
waveguide by TIR, an angle ¢ = /2 — 6 with the x-direction is formed. This is
the intended direction of net propagation. At this point, propagation constants
along x and y can be defined

B = knj cos ¢ (2.18)
k = kny sin¢ (2.19)

with the wavenumber k = 27 /A and the considered vacuum wavelength A.
The wavefront of a plane wave is perpendicular to its direction of propagation.
An angle ¢ is sought after such that after two-times reflection of the beam,
once at each interface, its wavefront is consistent with the initial wave. Each
field distribution that satisfies this phase-matching condition is called a mode
of the waveguide [76]. It is only fulfilled at discrete angles ¢ and accordingly
for discrete propagation constants f and k. In addition, an effective index for
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each mode is defined as

Ne = T = ny cos ¢. (2.20)

So far, the phenomenon of guided wave optics has only been described in
terms of ray and wave optics. To fully understand the further discussion of
waveguides, the EM description of light has to be taken into account. There
light is described as an EM field that propagates through space with the electric
field E(r, t) and the magnetic field H(r, ¢), both functions of space r = (x, y, z)
and time t. More specifically, the described wave consists of oscillating electric
and magnetic fields at angular frequency w = ck

E(r) = E(y, z) expli(wt - fx)]
H(r) = H(y, 2) expli(et — fx)].
Maxwell’s equations govern the behaviour of the EM field. The dielectric

waveguide under consideration qualifies for a description using the following
equations

VXxH-= GE (2.21)
OH

VXE = _'UOE (2.22)

V-E=0 (2.23)

V-H=0, (2.24)

with the electric permittivity € = egn?, the vacuum permittivity €, and the
refractive index n of the medium, and the magnetic permeability in vacuum
Ho. For a plane wave propagating in x-direction in the slab waveguide it can
be shown that two modes exist [76]. For one mode, E, = E, = H, = 0, which
means that the electric field does not have a component along the direction
of propagation, but only transversal to it; the transverse electric (TE) mode.
In the second mode, H, = H, = E; = 0, the magnetic field does not have a
component along the direction of propagation and is therefore called transverse
magnetic (TM) mode. These results are based on the boundary condition at the
interface of two dielectrics, that the tangential components of the electric and
the magnetic field must be continuous [85]. Given that the modes are confined
in the core at —a < z < q (thickness of the core = 2a), and the the substrate
and the cladding are extending away from the core, the field distribution for
the TE-mode can be expressed as

Acos(ka — ¢p)exp(—o(z—a)) z>a
Ey = 4 Acos(kz — ¢) —a<z<a (2.25)
Acos(ka + ¢)exp(é(z+a)) z<-a
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Figure 2.6: The electric field (y-component) of the fundamental, first and second
order TE modes of a slab waveguide in blue, red and yellow respectively (see also
fig. 2.5). All guided modes show a portion of the field extending beyond the core.
This evanescent field (green) decays in an exponential fashion.

with the wavenumbers along the z-axis

K= an% p?
o = ﬁz — k2p2
£ = \p2 - ke

In fig. 2.6, the magnitude of E, for a symmetric (no = ny) slab waveguide for the
fundamental (TE,, blue), first order (TE,, red) and second order (TE,, yellow)
mode are illustrated qualitatively. Additionally, the exponentially decaying
evanescent field (green) in substrate and cladding are also represented. It can
be seen that the evanescent field is stronger for higher order modes as they
are less confined in the slab. The decay of the evanescent field is given by the
extinction coefficients ¢ and &. Similar results are obtained for the TM-modes
of the waveguide where H,, shows the oscillating behaviour along z in the core
and the exponential decay outside of it [76].

Solving for the effective index

The effective index n, can be calculated as described below [76]. By defining
the normalized frequency for an asymmetric (ng > ng) waveguide as

v= ka(n% —n?) (2.26)
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Figure 2.7: The schematic profile of a rib waveguide. Compared to the slab waveguide
the core is etched down by the rib height h, leaving a rib of width w. With such
a design the light is not only spatially confined in the z-direction, but also in the
y-direction.

and the normalized propagation constant

2 _ 2
n;—n
b= n; n; (2.27)
1~ s
as well as a measure of the asymmetry
2 _ 2
ni—n
y = n; ng’ (2.28)
1~ s
the following dispersion equation can be derived
20V1 — b =mx
1 [(n2\P [p ]
+ s arctan || — —
2 i ng 1-b ] (2'29)
1 » n? i Y —
+ - arctan || — —.
2 ng 1-b

Here m is determining the order of the mode (m = 0O for the fundamental mode)
and p selects between TE (p = 0) and TM (p = 1) modes. By numerically
finding the root of this function, the normalized propagation constant b can
be determined and thus also the effective index n. of the mode by using
eq. (2.27).

2.6.2 Two-dimensional confinement in the rib waveguide

The rib waveguide is a structure that does not only provide one-dimensional
confinement of light as in a slab but also in the y-direction. This is done by
limiting the width w of the core and etching a rib height h around it (see
fig. 2.7). When calculating the effective indices of comparable slab waveguides
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for the etched core height as well as for the untreated core height, a change
in the refractive index along the y direction appears. The higher refractive
index in the rib region promotes the confinement in the y-direction. Due to
the two-dimensional confinement, the guided modes are no pure TE- or TM-
modes. This means that the previously defined way of naming the TE-mode
(Ex = E; = Hy = 0) does not work anymore. Still, these modes will have
major and minor field components such that a mode with a major E, and a
minor H, component is called (quasi)-TE-mode and vice versa [106].

2.6.3 Finite element method in COMSOL Multiphysics

The behaviour of EM radiation is described using partial differential equations
(PDESs) as presented in eq. (2.21). It can be difficult, if possible at all, to find
analytical solutions for non-trivial geometries [76]. For a part of the presented
thesis FEM as implemented in COMSOL [22] is used to determine the EM field
distribution for different waveguide designs and the light propagation outside
of the waveguide. Since an analytical solution may be impossible to find, an
approximation is sought after. Historically the idea to approximate an unknown
function using a set of functions over subdomains is described by Courant [23].
The concept of the FEM is well documented in the literature [81] and here a
short description of the idea is given.

For the user in COMSOL the task is to first generate a model consisting of a
computer-aided design (CAD) geometry, the distribution of material properties,
the refractive index of the waveguide for instance and the correct (physical)
boundary conditions like a perfect electric/magnetic conductor or the perfectly
matched layer. In addition, on the input and possibly the output of a waveguide
model numeric ports are used in order to find the guided modes and propagate
them through the model.

The model domain is subdivided in small parts, hence finite element. These
elements are separated by nodes. In each of those elements the solution to
the concerned PDEs is approximated as a linear combination of basis functions
(polynomials for instance). To each node belongs a basis function that has
a limited support and the whole domain is covered by such basis functions.
The discretization and the basis functions can be selected depending on the
problem under consideration. This allows for an exact representation of the
geometry as well as the solution. A region in which the solutions variation is
expected to be larger may then be equipped with higher order approximation
functions to accommodate strong variation. The actual mesh is generated by
a function of the software although the user will select the form of the mesh
elements, for instance triangular in a two-dimensional model, tetrahedral in
a three-dimensional model, and parameters like the maximum element size
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and growth rate. At this point the problem can be formulated such that the
parameters of the approximation functions can be calculated considering the
physical boundary conditions. The solution is then the assembly of the solutions
found at each node.






Structured illumination
microscopy

The details of interference-based, linear two-dimensional SIM are discussed in
the first part of this chapter in order to provide the background for the work
included at the end. The chapter includes a contribution to the most relevant
parameter estimation in SIM in section 3.1.1 and simulations regarding two
novel implementations of the technique in sections 3.2.1 and 3.2.2. Historically
the foundation of SIM can be seen in the work by Lukosz [69, 70] in the
late 1960s. This is discussed in the reviews by Cremer and Masters [24], and
Heintzmann and Huser [47]. Special note should be given to the fact that
although providing an analysis of optical systems and resolution improvement
that can be related to today’s SIM, the cited work by Lukosz regards coherent
imaging conditions. SIM based on elastically scattered light of the sample
does not improve the resolution beyond the Abbe limit under oblique, planar
(as opposed to structured) illumination [102]. Here, SIM, implemented as a
technique to overcome the resolution limit in the object plane using a single lens
WEF setup, as by Heintzmann and Cremer [46], and Gustafsson [42] is discussed
in detail. This way earlier approaches aiming at a resolution improvement in
the axial direction such as standing-wave fluorescence microscopy (SWFM)
[67, 10] are disregarded.

The SIM technique regarded in detail in this thesis is what is called super-
resolution structured illumination microscopy (SR-SIM) for the purpose of

31
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Figure 3.1: The pirate sample (a) and its Fourier spectrum (b), and the Siemens star
sample (c) and its Fourier spectrum (d) for comparison. The Fourier spectrum of
the pirate sample is almost isotropic, whereas the Fourier spectrum of the Siemens
star is clearly not. The Siemens star is thus useful for the illustration of data
processing steps that involve a shift in the Fourier domain. Furthermore, since the
spokes of the Siemens star get closer towards its center, the resolution of the image
is directly indicated.

differentiation from other techniques using a somehow structured illumination,
as discussed in the review by Heintzmann and Huser [47]. It is described as a
technique using a sinusoidal interference pattern for illumination of the sample
in order to achieve lateral resolution improvement. In the following SR-SIM
will simply be referred to as SIM.

Throughout this chapter imaging is simulated using one of the samples as pre-
sented in fig. 3.1. The Fourier spectrum of the pirate sample is almost isotropic,
whereas the Fourier spectrum of the Siemens star is clearly not. The Siemens
star is thus useful for the illustration of data processing steps that involve a
shift of the data in the Fourier domain. The color map “Morgenstemning” [36]
will be used for better visual representation, when appropriate.

3.1 Image reconstruction in SIM
The theoretical background for SIM is introduced using the notation as given

by Wicker and co-workers [103, 104]. The image formation for WF microscopy
under planar illumination can be described as

D(r) = [S(0)I] ® h(x), (3.1)
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@) (b)

Figure 3.2: The WF imaging process under planar illumination (see eq. (3.1)) is
simulated as a convolution of the emission (a) with the PSF (b) (cropped repre-
sentation) resulting in the WF image (c). The same process is described in the
Fourier domain as multiplication of the sample’s Fourier spectrum (d) with the OTF
(e), resulting in the Fourier spectrum of the WF image (f). Note that the limited
support of the OTF cuts off high frequency components, limiting the resolution in
the image.

with the acquired image D, the fluorophore distribution S, the planar illumina-
tion intensity I, the PSF h and the spatial coordinate r. Note that h, introduced
as the amplitude impulse response in section 2.3.1 is now the PSF of the system.
Since the whole fluorescence imaging process can be described in terms of
intensity as it is an incoherent process, the amplitude transfer function is not
used. The whole change of notation is done to stay in accordance with the
litezrature. With respect to eq. (2.13) this means that I; = D, I; = [S X I], and
|h|= = h.

The process described by eq. (3.1) is illustrated in fig. 3.2. It is a convolution
of the emission (a) with the PSF (b) resulting in the WF image (c). The same
process is described in the Fourier domain as multiplication of the sample’s
Fourier spectrum (d) with the OTF (d), resulting in the Fourier spectrum of
the WF image (f). The fact that the finer details of the sample (pattern closer
to the center of the Siemens star) are not visible in the WF image (d) is due to
the limited resolution. The reason for that is the suppression of high frequency
components by the limited support of the OTF, clearly visible when comparing

(d) and ().

In SIM, the planar illumination [ is replaced by a sinusoidal illumination pattern
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1
I(r) = Z am explim(2zpr + ¢)], (3.2)
m=-1
with theAmodulaAtion depth a,,, its wave vector p = pxlex + pyley, with the unit
vectors ky and k;, and the phase ¢. The Fourier transform of this expression
yields
D(k) = [1(k) ® $(1)] A(k) (3.3)

where tilde (~) indicates the Fourier transform and k is the Fourier space
coordinate or spatial frequency. The term h is the OTF, written as H in
section 2.3.1. It has the property to limit the highest spatial frequency of the
sample represented in the image to a cutoff frequency ||k||2 < kmax and thus
the maximum resolution of the image.

The full expression of eq. (3.3) using eq. (3.2) yields

1
D) = ) exp(im) anS(k — mp)h(k). (3.4)

m=-1

Crn(k)

It can be seen that D(k) contains frequency components, or bands $,,(k) =
S(k — mp) that are shifted by mp (highlighted in eq. (3.5)) with respect to
their original position in frequency space prior to multiplication with the
OTF. This is illustrated in fig. 3.3. The sample is excited with a sinusoidal
illumination pattern (a) resulting in a raw data image (b). The three peaks of
the illumination pattern in the Fourier domain (schematically in (c)) generate
three copies of the original sample spectrum in the Fourier domain (d).

In this way, high spatial frequency components of the sample that are not
observable under planar illumination are transferred into the image, although
the bands are shifted and summed up. By taking N images of the sample with
different phases ¢, with n = 1,-- - , N, the resulting Fourier transforms of the
images D, (k) can be written as

D, exp(—im¢1) 1 exp(imé1)\ (a_1S(k + p)h(k)
L= : : : aNOSN(k)fl(lf) , (3.5)
Dy exp(—im¢yn) 1 exp(im¢n)/ \ a1S(k — p)h(k)
or
D(k) = MC(k), (3.6)

with the acquired images in the vector D = [Dy, - - - , Dy]T, the matrix Mp,,,, =
exp(im¢,) and a vector C(k) = [C_1, Co, C;+1]7. If the inverse of M (M™!) exists,
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Figure 3.3: Simulation of image acquisition using a sinusoidal illumination pattern
(a), as described in eq. (3.2). This results in a single raw data image (b). The mul-
tiplication of the illumination pattern with the fluorophore (sample) distribution
in real space results in a convolution of the Fourier transform of the illumination
pattern (c) with the sample’s Fourier spectrum (fig. 3.2(d)) prior to multiplication
with the OTF. The acquired data (d) contains shifted versions of the samples
Fourier spectrum. The wave vectors mp (see eq. (3.2)) are indicated.

the different components can be separated by

C(k) = M 1D(K). (3.7)
This is illustrated in fig. 3.4.
The final image is the inverse Fourier transform of §(k), the final estimate in

the Fourier domain. It is obtained by shifting each band to its original position
and recombining them using a generalized Wiener filter

Sm.d GmCrm,a(k + mpa)h*(k + mp,)

S ma [amh(k + mpg)|* + w

$(k) = A(K). (3.8)

The Wiener filter reduces the degrading influence of the OTF and weights the
bands in regions where they overlap according to their expected S/N. The
Wiener parameter w is determined empirically, A(k) is an apodization function
decreasing linearly from unity at the center to zero near the end of the extended
OTF support, shaping the overall spectrum in order to prevent ringing artifacts
in the final image, and the asterisk (*) indicates the complex conjugate. Since
the resolution improvement only takes place in the direction of p, the process
of image acquisition and band separation is repeated for different orientations
d to obtain isotropic resolution enhancement. The reconstruction for three
different, equally distributed pattern orientations d is shown in fig. 3.5 (¢) and
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Figure 3.4: Illustration of the separation of the different spectral components as
described in eq. (3.7). The vector containing the Fourier spectra of the raw data
images at different phase angles ¢, ¢, and ¢3 is multiplied by the inverse of M.
This results in the separated components C(k). Shifting C.; by Fp such that they
interlock correctly with Co will then extend the Fourier space in direction of p.
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Figure 3.5: Comparison of a WF, planar illumination image (a) and its Fourier spec-
trum (d) with a deconvolution result (b) and its Fourier spectrum (e), and the SIM
reconstruction (c) and its Fourier spectrum (f). The deconvolution of the WF image
improves the contrast, but the resolution is the same. In the SIM reconstruction
the resolution is actually improved. This is also visible in the extend of relevant
components in the Fourier spectrum.

compared to a WF image (a) and a deconvolution result (b). The deconvolution
is the WF image corrected for the OTF within its support. It can be implemented
using eq. (3.8) with m = 0 for instance.

As can be seen from egs. (3.7) and (3.8) the phases ¢, and the wave vectors
p need to be known in order to perform the reconstruction. The parameter
estimation is the most critical part in the image reconstruction of SIM. Depend-
ing on the implementation of the experimental setup, different approaches to
estimate the required parameters are described in the literature.

If an equidistant phase distribution of ¢,, can be assumed and p lies well within
the OTF, retrieval of p is straight forward [43, 74]. Then eq. (3.7) can be applied
by using these relative phases in M that differ from the true phases only by a
constant offset ¢». This also allows for the calculation of the factors a,,. If these
assumptions about the phase distribution can not be made, but p is known, the
phase of the illumination pattern can be determined based on the phase of the
peak at p in D,, [90, 89]. Alternatively the spectrum’s autocorrelation can be
evaluated at p and the phase can be determined as

¢n = arg (D, © Dy)(p)] . (3.9)

where D is filtered by the complex conjugated OTF yielding D/, = Dnh* in
order to reduce the influence of noise and asymmetries in the PSF [103]. Here
O represents the auto-correlation. Due to its non-iterative and flexible nature
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it is the method of choice for the work presented here. It is applied after p
is estimated as described in section 3.1.1. The mentioned methods above are
described in more detail in the attached paper in section 3.1.1. There also a
reference to an iterative phase determination [104] is given.

3.1.1 Subpixel peak detection - Paper 1

The contribution presented here is the determination of the unknown p from
the acquired raw data with subpixel precision and subsequent determination of
¢ using eq. (3.9). Although there is a variety of custom-build SIM setups, what
they have in common is the need for image reconstruction in which, in one
way or another, the parameters of the illumination patter need to be estimated.
An error in the estimation of those parameters will manifest itself as artifacts
in the reconstructed image, compromising the contrast and resolution. Thus
any contribution improving the parameter estimation will increase the benefit
of SIM.

The sinusoidal illumination pattern will appear as three distinct peaks in the
Fourier transform of the raw data. One peak in the center and each one peak at
+p. If p is not known, it can be estimated from the peak location. Since the raw
data is presented as a discretized image (pixels), also the Fourier transform
is performed as a discrete Fourier transform (DFT), implemented as the fast
Fourier transform (FFT).

A discretized image consists of Ny X N pixels (Ny,, being even integers)

with indices x = [1,--- ,Ny] andy = [1,---,Ny] and spatial coordinates
from (—N’;’y to N’zc’y - 1) px (pixels) in steps of 1 px in %- and ¢-direction.

The conventional FFT returns an array of the same size with indices u = x
and v = y which correspond to frequency coordinates from (—%) px~! to

1 1 -1 1 -1 r L _A; : I
(5 - Nx,y) px_ " in steps of (m) px ™" in the ky- and k-directions. Here k,

and k, are frequency domain analogues of X and 7. The localization precision
of a maximum in the FFT thus depends on the step size ﬁ This can be
improved by padding the image with zeros prior to the Fourier transformation.
Depending on the padding size this approach may become computationally

expensive.

The idea is to first localize the peaks in D(k) without any padding, giving
the indices (ug, vg) with a localization precision equal to the step size ﬁ in
the frequency domain. In the second step, the Fourier transform of the ihyput
image is calculated in a selected region in the frequency domain around the

position of the peak with a chosen oversampling [93, 91] using a twofold matrix
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multiplication
. —27i —2mi _,
D(4,7) = exp VTy | D(x,y) exp xTal, (3.10)
N, N,

where exp(Z) is the exponential of each element in array Z.

The indices in G and ¥ can now be chosen as fractional numbers around
u, and vg. An adequate choice is to select an upsampling factor a and

an area around the initial pixel location of 1.5 px in each direction such
Ao r_15 1.5 1 1.5 _ 2 1.5 _ 1
that 4,¢ = SRt i PR N E] + ug, vy represent sub-

pixel indices around the original position of the peak. The corresponding
frequency space coordinates range from —% + [ﬁy + (uo, vo — % - 1)]} to

S I 15 1y o 1 -1 ; 11
{ 2+[Nx,y (uo, vo + 5 )] aN., | PX ~ in steps of aN., PX . The

position of the maximum localization in D({i, ¥") will then be as precise as if it
had been localized in the FFT of the original image after increasing its size by a
factor of « in both directions using zero padding, but at a negligible computa-
tional cost. This is illustrated in fig. 3.6. A raw data image under stripe pattern
illumination (a) and its Fourier spectrum (b) (comparable to what is shown
in fig. 3.3 for the Siemens star) are show. Although the illumination pattern
is hardly visible in the image, the three distinct peaks in its Fourier spectrum
indicating the sinusoidal illumination pattern are clearly visible. Determining
p by localizing the peak (red cross) in the cropped region of the Fourier spec-
trum using the conventional FFT leads to a certain deviation from its actual
location (green cross) (c). Localizing the maximum in the same region using
the presented subpixel resolution improves the precision (d). The cropped
regions presented in (c) and (d) are the same. The peak localization is clearly
improved and yield a value for p that is closer to its actual value.

Simulations

Simulations are performed in order to test the subpixel precision estimation of
the illumination pattern. Raw data images for two different samples (Siemens
star and pirate, see fig. 3.1) are simulated, similar to what was done by Wicker
et al. [103, 104]. In the first step the samples (pixel size of 65 nm) are scaled
such that their brightest pixel would have a photon count of 5 x 10}, 5 x 102,
5x 10% and 5 x 10* (four data sets) and the darkest a photon count of zero,
in order to add noise of the Poisson distribution in the last step. No further
offset or noise is added. The illumination patterns are generated based on a

fringe spacing
Lo (o2 s 2 -1/2
- px + py s (3.11)
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Figure 3.6: A raw data image under stripe pattern illumination (a) and its Fourier
spectrum (b) (comparable to what is shown in fig. 3.3 for the Siemens star).
Determining p by localizing the peak (red cross) in the cropped region of the
Fourier spectrum using the conventional FFT leads to a certain deviation from its
actual location (green cross) (c). Localizing the maximum in the same region using
the presented subpixel resolution improves the precision (d). The cropped regions
presented in (c¢) and (d) are the same. [65]

set to 200 nm and 20 randomly distributed orientation angles

y = arctan (py /px) , (3.12)

see eq. (3.2). For each orientation a set of three phases is generated. The phases
are set to 0°, 120° and 240°, with a random variation of a Gaussian distribution
at a standard deviation of 10° for each phase step. In order to maintain
the maximum possible photon count in each raw data image, the sinusoidal
illumination patterns are scaled such that they only vary in a range from zero
to one. This way 60 raw data images are simulated per set. Each image is
convolved with a point spread function, simulated using a two-dimensional
distribution based on the Bessel function of first kind and first order [73],
given a numerical aperture of the imaging objective of NA = 1.4. The emission
wavelength was set to Ae;, = 515 nm. Finally noise is simulated based on the
Poisson distribution. For each raw data image the parameter estimation was
performed as described above for upsampling factors of @ = 1 to 10. First the
peaks in the Fourier domain that come from the sinusoidal illumination pattern
in real space were localized applying eq. (3.10). From those peak positions
the orientation and fringe period of the illumination pattern in each raw data
image are calculated using egs. (3.11) and (3.12).
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Figure 3.7: The pattern orientation and fringe spacing as calculated per egs. (3.11)
and (3.12) using the detected p, deviate from their actual values as presented in
(a) and (b) respectively. The deviations are calculated using the proposed method
at oversampling factors of 1 to 10. The calculations are performed for a maximum
expected photon count of 5 X 10! in the brightest pixel. The solid line represents
the mean deviation for all 60 samples and the shaded area shows the standard
deviation. This is done for two different samples (Siemens star (red) and Pirate
(blue)). [65]

Results

It is possible to improve SIM image reconstruction under the described condi-
tions using a subpixel peak detection in the Fourier spectrum of the raw data
images. First the improvement of the parameter estimation is demonstrated
and then the improvement in the actual reconstructed data.

The orientation y as calculated from the peak location in Fourier space deviates
from the actual orientation y by Ay = |y — y|. Only 20 different values for y
are used for the simulations, but for each individual raw data image (three
phases per angle) the deviation Ay is calculated since the pattern phase and
noise may change the result of the peak localization. Thus each raw data
image yields a value for y and Ay. In fig. 3.7 (a) the mean (solid line) and
standard deviation (shaded area) of the 60 values for Ay in a data set are
presented for parameter estimation based on peak localization at different
oversampling factors « and for the two different samples. Here only data
sets simulated with a maximum photon count of 50 are regarded since the
result does not show significant variations for the other selected photon counts.
The determination of the pattern orientation is significantly improved through
subpixel peak localization.

In a similar way, the fringe spacing L as calculated per eq. (3.11) has a deviation
from the initially set 200 nm. This deviation is calculated as AL = %
in order to free the measure from scaling. The evaluation in fig. 3.7 (b) shows

the mean (solid line) and standard deviation (shaded area) of the 60 values
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Figure 3.8: The relative error of the phase estimation depending on the oversampling
in the wave vector estimation for four different maximum photon counts of 5 x 10%,
5% 102,5 x 10% and 5 x 10*in (a), (b), (c), and (d) is shown. For both samples the
solid lines represent the mean value and the shaded areas the standard deviation
of the phase error. [65]

for AL in a data set. This evaluation is presented for parameter estimation
based on peak localization at different oversampling factors « and for two
different samples. The underlying data sets are simulated using a maximum
photon count of 50. As for the orientation deviation, this result is exemplary
for all selected photon counts. Since the determination of the pattern period
depends on the precision of the peak localization in a similar manner as the
determination of the pattern angle, it shows a related improvement behavior.

The pattern phase for each raw data image is calculated using eq. (3.9) and the
determined value for p. The goodness of the determined values for the phases
are evaluated following [103, 104]. For each orientation y, the deviation of
the three phases was calculated as ¢ = ¢ — g5 The relative error E}, for one
orientation is then calculated as the standard deviation of all three d¢, in a
subset. As described in [103, 104], this way a global phase offset is rejected.
The mean (solid line) and standard deviation (shaded area) of E; are shown
in fig. 3.8 as a function of . A different evaluation of the estimated phases
is shown in fig. 3.9. Instead of the relative error E;, the absolute error E; is
presented. It is calculated as the mean of the absolute values of all three 6¢,
in a subset. This way a global phase offset is not rejected in the evaluation.
The relative phase error does not significantly change when determining the
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Figure 3.9: The absolute error of the phase estimation depending on the oversampling
in the wave vector estimation for four different maximum photon counts of 5 x 10%,
5% 10%,5 x 10% and 5 x 10%in (a), (b), (c), and (d) is shown. For both samples the
solid lines represent the mean value and the shaded areas the standard deviation
of the phase error. [65]

pattern’s phase values using eq. (3.9) for high precision determination of p
as presented above. However the absolute phase error is reduced significantly
such that the determination of a global phase offset ¢ .

Finally fig. 3.10 shows the influence of the proposed parameter estimation at
subpixel precision. A raw data set is simulated as described above with three
pattern angles of 11°, 71° and 131° (similar to [90]) and three phases each at
a maximum photon count of 5 x 10*. The data sets used to generate actual
image reconstructions only contain nine raw images; three pattern orientations
with three phases each. Although the pattern angles are selected such that
an isotropic resolution improvement can be achieved, the selected phases are
still displaced from an equidistant distribution as described above. In addition
to the SIM raw data, a WF image under planar illumination is simulated and
the result of a Wiener deconvolution is shown in (a). The SIM reconstruction
based on the actual input parameters yields the optimal result in (b) with the
expected resolution enhancement compared to (a). Panels (c) and (d) show the
reconstruction results based on parameter estimation for oversampling factors
of 1 and 10. In the last row panels (e) and (f) show the deviations of the results
in (c¢) and (d) from (b) respectively. It is the absolute value of the difference
of the values in corresponding pixels and it can be seen, that a reconstruction
based on subpixel precision parameter estimation at an oversampling factor
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Figure 3.10: Simulated imaging of the pirate sample for a raw data set of nine images
(three orientations with three phases each). Panel (a) shows the result of a conven-
tional WF deconvolution under planar illumination. The SIM reconstruction with
known pattern parameters in (b) shows the expected resolution enhancement. In
(c) and (d) the image reconstruction based on the proposed parameter estimation
for oversampling of 1 and 10 respectively are show. In (e) and (f) the absolute
deviation of the reconstruction as shown in (¢) and (d) from the reconstruction
with know pattern parameters are presented. [65]
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Figure 3.11: Similar to fig. 3.10 (e) and (f), the absolute deviation of the reconstruc-
tion from the reconstruction with know pattern parameters are presented for
oversampling factors of one and ten in (a) and (b) respectively. [65]
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of 10 yields a result whose deviation from the optimal reconstruction can be
reduced by almost one order of magnitude around sharp edges in the image. For
the presented data an oversampling larger than 10 does not improve the result
of the reconstruction in terms of the shown deviation. The same evaluation
has been done for the Siemens star as presented in fig. 3.11. Here the absolute
deviations of the reconstructions for one- and ten-fold oversampling are shown
in (a) and (b) similar to fig. 3.10 (e) and (f).

Conclusion

Peak localization in the Fourier spectrum of SIM raw data, in order to deter-
mine the wave vector of the imposed sinusoidal illumination pattern in real
space does improve with subpixel peak localization. Fourier space based deter-
mination of the orientation and fringe spacing of sinusoidal patterns in real
space is presented and its feasibility demonstrated on simulated data. The sub-
sequent improvement of the autocorrelation based pattern phase estimation
does show an improvement for the absolute phase value. This way the precise
parameter estimation without prior knowledge on the illumination pattern
that is necessary for a successful reconstruction of the data is possible. Further-
more, no iterative process is needed and the computational cost are marginal.
Simulation results show, that the presented method can reduce the deviation
from an optimal reconstruction by one order of magnitude as compared to a
conventional parameter estimation.
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Structured illumination microscopy is able to improve the spatial resolution of wide-field fluorescence imaging by
applying sinusoidal stripe pattern illumination to the sample. The corresponding computational image
reconstruction requires precise knowledge of the pattern’s parameters, which are its phase (¢) and wave vector
(p). Here, a computationally inexpensive method for estimation of p from the raw data is proposed and illustrated
with simulations. The method estimates p through a selective discrete Fourier transform at tunable subpixel
precision. This results in an accurate p estimation for all the illumination patterns and subsequently improves
the superresolution image recovery by a factor of 10 around sharp edges as compared to an integer pixel approach.
The technique as presented here is of major interest to the large variety of custom-build systems that are used. The
feasibility of the presented method is proven in comparison with published data. ~ ©2018 Optical Society of America
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1. INTRODUCTION

Wide-field fluorescence microscopy is limited in its maximum
spatial resolution to what is commonly known as the Abbe
diffraction limit [1]. The diffraction limit is a result of the finite
range of spatial frequencies that a microscope’s objective can
capture depending on its aperture. The 2D image formation
under plain illumination can be formulated as a convolution
(®), giving D(r) = [S(r)!] ® A(r), with the acquired image
D, the sample S, the plain illumination intensity 7, the point
spread function (PSF) 4 and the spatial coordinate r. In the
Fourier transform of this expression, the convolution is
replaced by a multiplication and vice versa D(k) = [I(k) ®
g(k)]/;(k), where tilde (~) indicates the Fourier transform,
k is the Fourier space coordinate or spatial frequency, and 4
is called the optical transfer function (OTF), which has the
property of limiting the highest spatial frequency of the sample
represented in the image to a cutoff frequency ||k||, < 4, and
thus the maximum resolution of the image. Introducing non-
uniform illumination of the sample will mix high spatial fre-
quency information lying beyond the OTF’s support into its
passband [2]. In structured illumination microscopy (SIM),
this idea can be used by implementing a sinusoidal stripe
pattern illuminatdion. It is described by a wave vector

1559-128X/18/051019-07 Journal © 2018 Optical Society of America

=p k. +pk, with the unit vectors £, and £k, that
XX y Y X )y
determines a pattern angle

y = arctan(py/px), (1)
a fringe spacing of
L=t @

and a phase ¢ yielding the pattern’s shift along the wave vector.
Computational image reconstruction upon raw data acquisition
may now separate spatial frequency components shifted from
their original position into the passband and those naturally
lying within the passband [3]. Relocating shifted components
to their original position eventually results in a larger informa-
tion content in the Fourier domain and equivalently in a higher
resolution of the reconstructed image. For a single SIM
reconstruction, multiple raw images of the sample with differ-
ent illumination patterns are needed. In the 2D case, a typical
configuration of three different illumination wave vectors p
(with constant fringe period and three different orientations)
and three different phases ¢ each yielding a total of nine images
can be used to reconstruct one image. Image reconstruction in
SIM for the described stripe pattern illumination is well known
and can be derived from the more general 3D case [4]. Software
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implementations for SIM reconstruction are readily available
[5,6]. Given a sinusoidal illumination pattern in the object
plane, its wave vector p and phase ¢ need to be known for each
of the raw data images to perform the well-established direct
reconstruction. Estimation of p and ¢ is a critical task in
SIM and is addressed here because a wrong parameter estima-
tion for one of the nine raw data images is sufficient to corrupt
the overall reconstruction. Common methods used to estimate
the phase rely on precise knowledge of the wave vector [7—10]
or require the pattern phases to be equally distributed [4,6].
This means that an incorrect estimation of p will inevitably lead
to a wrong value for ¢ if no further assumptions on the phase
distribution can be made and thus prevent correct image
reconstruction. Furthermore, some of the methods for param-
eter estimation involve iterative steps that come with an in-
creased computational cost [6,7]. This problem is usually
addressed by gaining experimental control over the illumina-
tion pattern, using expensive hardware like spatial light mod-
ulators, vibration-free suspension systems, and piezo actuators
to introduce predefined phase shifts. The idea of the proposed
method is to determine the wave vector p, based on the raw
data images in a noniterative way at a precision that is sufficient
to apply a direct solution for the phase estimation as presented
by Wicker [8].

As can be seen in Fig. 1, the sinusoidal illumination pattern
results in three peaks in the Fourier spectrum of each input
image, and p is estimated by localizing these peaks. Because
the input images are real valued, one peak will be located at
the center (zero frequency), and the other two peaks will be
distributed symmetrically around the center along the vector
p in the Fourier space. In essence, the algorithm presented here
localizes one of the outer peaks with subpixel precision in the
absolute value map of the Fourier transform. First a conven-
tional Fourier transform as given by the fast Fourier transform
(FFT) is applied on the raw image. To rule out contributions of
the low frequencies, a mask is applied. Frequencies smaller than
95% of the actual pattern frequency are masked. This corre-
sponds to a rough estimate in an actual secup. The maximum
in the masked FFT image is identified with integer pixel
precision offered by the FFT routine. Then the Fourier trans-
form in a small region around the peak position with a higher
sampling is calculated, where the peak can be localized with
improved precision. As opposed to padding the raw image with
zeros prior to applying the FFT, which increases the precision
of the peak localization in the same way albeit at a high com-
putational cost, the proposed method calculates the Fourier
transform in a significantly smaller area at a specific sampling
rate around the pre-estimated peak location. This reduces the
computational cost to a fraction of an approach based on zero
padding [11,12].

In Section 2, the theoretical background for sinusoidal SIM,
including current methods of parameter estimation and the
proposed subpixel peak detection for SIM, is described. In
Section 3, the presented method is applied to simulated data,
and the results are compared to published data. Finally,
Section 4 provides concluding remarks on where the presented
method integrates within published methods for parameter
estimation.

Fig. 1. Illustration of the subpixel peak localization in Fourier space.
Panel (a) shows a raw data image of the sample pirate under stripe
pattern illumination as described in the text. The edges of the image
have been dampened to avoid discontinuities. In (b), the Fourier spec-
trum of (a) calculated by the FFT routine is shown. The pattern wave
vector p is indicated in green. Estimating p based on the integer pixel
location of the maximum in the Fourier spectrum will lead to a peak
location mismatch as shown in the cropped Fourier spectrum (c). The
red cross is the location of the maximum, the green cross the actual
peak location based on the numerical value of the fringe period and
orientation used. Panel (d) shows the result of the proposed selective
Fourier transform of (a). The center has been selected to be the
location of the maximum found in (c). The upsampling factor is
a = 10, and the size of the area is the same as in (c). Now the
maximum (red) is much closer to the actual peak position (green).

2. THEORY

The theoretical background is described widely using the
notation of Wicker ez al. [7,8]. First, the general framework
for SIM using a sinusoidal illumination pattern is presented.
Then an overview of current parameter estimation methods
is outlined, and the proposed approach for computationally in-
expensive peak localization at subpixel precision is presented.

A. Sinusoidal SIM
Given a sinusoidal illumination pattern, the image formation
can be described as

D(r) = [S(0){(r)] ® h(x), (3)
where
1
I(r) = Z a,, explim(2zpr + )] (4)

denotes the illumination pattern with the modulation depth
a,,. The Fourier transform of D(r) can be written as
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D(k) =Y exp(imep)a,,S(k - mp)h(k). (5)
m=-1 e
C(k)

It can be seen that D(k) contains frequency components or
bands S,,(k) = S(k - mp) that are shifted by mp with respect
to their original position in frequency space prior to multipli-
cation with the OTF. In this way, high spatial frequency
components of the sample that are not observable under plain
illumination are transferred into the image, although the bands
are shifted and summed up. By taking NV images of the sample
with different phases ¢, with » =1,.., N, the resulting
Fourier transforms of the images D, (k) can be written as

D(k) = MC(k), 6)

with the acquired images in the vector D = [Dy, ..., Dy,
the matrix M,,,, = exp(im¢,), and a vector Ck) =[C 4, Cy,
C_1]1. If the inverse of M (M) exists, the different compo-
nents can be separated by

C(k) = M'D(k). @

The final image is the inverse Fourier transform of S(k), the
final estimate in the Fourier domain. It is obtained by shifting
each band to its original position and recombining them using a
generalized Wiener filter:

S it Coma (& + mp ) (k + mp,) 4

Sa, bk + mpy)|* + w
myd

S(k) = k). (8)

The Wiener filter reduces the degrading influence of the
OTF and weights the bands in regions where they overlap
according to their expected SNR. The Wiener parameter w
is determined empirically, A(k) is an apodization function
decreasing linearly from unity at the center to zero near the
end of the extended OTF support, shaping the overall spectrum
to prevent ringing artifacts in the final image, and the asterisk
(%) indicates the complex conjugate. Because the resolution im-
provement only takes place in the direction of p, the process of
image acquisition and band separation is repeated for different
orientations 4 to obtain isotropic resolution enhancement. As
can be seen from Egs. (7) and (8), the phases ¢, and the wave
vectors p need to be known to perform the reconstruction.

B. Conventional Parameter Estimation Techniques

Following Gustafsson ez al. [4] and Miiller ez al. [6], if an equi-
distant phase distribution of ¢, can be assumed, retrieval of p is
straightforward. Then Eq. (7) can be applied by using these
relative phases in M that differ from the true phases only by
a constant offset ¢p5. Given a large enough OTF support with
respect to p, and the OTF corrected components C, = C‘lez*,
C’., will have an overlapping region k' with C{, where they
will be different by a complex factor «,, only for the correct p
(see Fig. 2). Thus, by maximizing the cross correlation (x) for

m#£ 0,

[CoxCol(p) =Y Cir (kN C, (K +mp),  (9)
-

the vector p can be determined, and the complex factor 4;, is
calculated as

Ky

Fig. 2. Spectral overlap. The separated components Cpand C} in
Fourier space (k,, k). If C 1 is shifted by p (red arrow) to its correct
position in Fourier space, both bands will have a region of overlap k' in

which they differ only by a complex factor [see Eq. (10)].

TG C (K + mp)
" ICo ()P

K

(10)

Furthermore, ¢pp = arg(a,,), with arg(-) giving the angle of
a complex number, and a,, = |a,,| for @y = 1. The workflow
described so far is applied when equidistant phase steps within
one pattern orientation are provided in the experimental setup.

However, if the assumptions about the phase distribution
cannot be made but p is known, the phase of the illumination
pattern can be determined based on the phase of the peak at p
in Dn as

¢, = arg[D,(p)} (11)

as described by Shroff ez al. [9,10]. Alternatively the spectrum’s
autocorrelation can be evaluated at p, and the phase can be
determined as

¢, = agl(D,0D;)(p)), (12)

as described by Wicker, where D is filtered by the complex
conjugated OTF yielding D!, = D,/ to reduce the influence
of noise and asymmetries in the PSF [8]. Here O represents the
autocorrelation. Due to its noniterative and flexible nature, it is
the method of choice for the work presented here. It is applied
after p is estimated as described in Section 2.C.

A related method is mentioned for the sake of completeness.
It determines the phase values by an iterative optimization. The
idea is that two separated bands C;(k) and C (k- /p) (/ being
an integer) should not have common information in the region
where they overlap for 7 # j + / if they are separated correctly.
They have similar components, if M in Eq. (7) contains the
wrong phase values. The phases in the separation matrix M
are then found by minimizing a cost function that evaluates
the cross correlation in the overlapping regions [7].

C. Subpixel Peak Detection

Because it may not be possible to do a parameter estimation
based on a given prior knowledge like the phase distribution
or the pattern wave vector, these parameters need to be
extracted from the acquired raw data [13]. We address the
situation where no assumption can be made about phase
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distribution, and the values of p are unknown to begin with.
We propose to reconstruct p using the approach we describe as
follows and then use the reconstructed value of p with Eq. (12)
for reconstructing the phase value ¢. This way the precision of
the peak localization does not only govern the accuracy for the
determined value of p but also the fidelity of the estimated ¢.
One approach is to localize the peaks in D(k) that come from
the sinusoidal illumination pattern. For a discretized image
consisting of N, x N, pixels (V,,, being even integers) with
indicesx = [1,..., NV, Jandy = [1, ..., IV,] and spatial coordi-

nates from (- %) to (Nz“ - 1) px in steps of 1 px in £ and j

direction, the conventional FFT returns an array of the same

size with indices u = x and v =y, which correspond to fre-

quency coordinates from (-3)px! to (- 5-)px! in steps
xy

of (-)px! in the lgx and /%, directions, /;X and /;y being fre-
)

quency domain analogs of £ and j. The localization precision of

a maximum in the FFT thus depends on the step size N# This
o

can be improved by padding the image with zeros prior to the
Fourier transform. Depending on the padding size, this
approach may become computationally expensive.

Our approach to this problem is to first localize the peaks in
D(k) without any padding, giving the indices (1, v,) with a
localization precision equal to the step size - in the frequency
domain. In the second step, the Fourier transform of the input
image is calculated in a selected region in the frequency domain
around the position of the peak with a chosen oversampling
[11,12] using a twofold matrix multiplication:

3 Dmi 27
D(8,¥) = exp (T’” \?Ty> D(x,y) exp < N’” xTﬁ)) (13)
y X

where exp(Z) is the exponential of each element in array Z.
The indices in 6 and v can now be chosen as fractional numbers
around #, and ). An adequate choice is to select an
upsampling factor a and an area around the initial pixel loca-
tion of 1.5 px in each direction such that 4,V =
[—%, - % + é, o 12—5 - %, 12—5 - ﬂ + uy, vy represent subpixel
indices around the original position of the peak. The corre-
sponding frequency space coordinates range from {-3 + [N%W .

(00 0 =53 = DI} 10 {1+ [+ (g, 20 +153- D]~ dpxin

steps of ——px"". The position of the maximum localization in
)

D(d, ¥) will then be as precise as if it had been localized in the
FFT of the original image after increasing its size by a factor
of @ in both directions using zero padding at a negligible
computational cost. Performing the peak localization for a
set of nine raw input images, for a fivefold oversampling the
computation times are 0.03 s and 0.43 s and for a tenfold
oversampling 0.04 s and 1.80 s for the subpixel approach
and the zero padding approach, respectively, on an Intel
Core i7 at 2.10 GHz, using MATLAB. With respect to
the computational complexity for a raw SIM image of dimen-
sion M x M, a fivefold zero padded FFT in both row and
column directions will have a computational complexity of
O(25M? log(25M?)), whereas the proposed method has
complexity of O(5M?). For a tenfold oversampling, these
numbers are O(100M? log(100M?)) versus O(10M?). The

Research Article

timing numbers provided can be seen in this context. When
the oversampling factor is much smaller than A/, as in this case,
this is significant computational gain for achieving the same
level of accuracy.

3. SIMULATIONS

To test the subpixel precision estimation of the illumination
pattern, raw data images for two different samples (Siemens star
and pirate; see Fig. 3) have been simulated, similar to what was
done by Wicker et al. [7,8]. In the first step, the samples (pixel
size of 65 nm) have been scaled such that their brightest pixel
would have a photon count of 5 x 101, 5 x 102, 5 x 103, and
5 x 10% (four data sets), and the darkest photon count of zero,
to add noise of the Poisson distribution in the last step. No
further offset or noise was added. The illumination patterns
of 200 nm fringe spacing are generated based on 20 randomly
distributed orientation angles y. For each orientation, a set of
three phases (0°, 120°, and 240°, with a random variation of a
Gaussian distribution at a standard deviation of 10° for each
phase step) is generated. To maintain the maximum possible
photon count in each raw data image, the sinusoidal illumina-
tion patterns are scaled such that they only vary in a range from
zero to one. This way 60 raw data images are simulated per set.
Each image is convolved with a point spread function, simu-
lated using a 2D distribution based on the Bessel function of
first kind and first order [14], given a numerical aperture of the
imaging objective of NA = 1.4. The emission wavelength was
set to Aey, = 515 nm. Finally, noise is simulated based on the
Poisson distribution. For each raw data image, the parameter
estimation was performed as described previously for upsam-
pling factors of @ = 1-10. First the peaks in the Fourier do-
main that come from the sinusoidal illumination pattern in real
space were localized applying Eq. (13). From those peak
positions, the orientation and fringe period of the illumination
pattern in each raw data image are calculated using Egs. (1)
and (2).

The orientation y as calculated from the peak location in
Fourier space deviates from the actual orientation 7 by
Ay = |7 - y]. Although only 20 different values for y were used
for the simulations, for each individual raw data image, the
deviation Ay was calculated because the pattern phase and
noise may change the result of the peak localization. Thus, each
raw data image yields a value for y and Ay. In Fig. 4(a), the

Fig. 3. Samples (a) pirate and (b) Siemens star as they have been
used in the simulations. They are represented in a size of

256 x 256 px.
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Fig. 4. (a) Deviation of the pattern orientation and (b) fringe spac-
ing calculated from the detected peak position from the actual value for
oversampling factors of 1-10. The calculations are performed for a
maximum expected photon count of 5 x 10! in the brightest pixel.
The solid line represents the mean deviation for all 60 samples,
and the shaded area shows the standard deviation. This is done for
two different samples [Siemens star (red) and pirate (blue)].

mean (solid line) and standard deviation (shaded area) of the 60
values for Ay in a data set are presented for parameter estima-
tion based on peak localization at different oversampling factors
a and for the two different samples, for data sets simulated with
a maximum photon count of 50. This result does not show
significant variations for the other selected photon counts
and is thus exemplary.

Similar to the orientation, the fringe spacing L as calculated
per Eq. (2) has a deviation from the initially set 200 nm. This
deviation is calculated as AL = % to free the measure
from scaling. The evaluation in Fig. 4(b) shows the mean (solid
line) and standard deviation (shaded area) of the 60 values for
AL in a data set. This evaluation is presented for parameter
estimation based on peak localization at different oversampling
factors a and for two different samples. The underlying data
sets are simulated using a maximum photon count of 50. As
for the orientation deviation, this result is exemplary for all se-
lected photon counts. The pattern phase for each raw data im-
age is calculated with Eq. (12) and the determined value for p.
The values for the phases are evaluated following [7,8]. For
each orientation y, the deviation of the three phases was calcu-
lated as 5¢p = ¢ — ¢p. The relative error £ ; for one orientation is
then calculated as the standard deviation of all three 5¢b, in a
subset. As described in Refs. [7,8], this way a global phase offset
is rejected. The mean (solid line) and standard deviation
(shaded area) of £} are shown in Fig. 5 as a function of a.

A second evaluation of the estimated phases is shown in
Fig. 6. Instead of the relative error £}, the absolute error £
is presented. It is calculated as the mean of the absolute values
of all three 5¢b, in a subset. This way a global phase offset is not
rejected in the evaluation.

Finally, Fig. 7 shows the influence of the proposed param-
eter estimation at subpixel precision. A raw data set was
simulated as described earlier with three pattern angles of
11°,71°, and 131° (similar to Shroff ez 4/ [9]) and three phases
each at a maximum photon count of 5 x 10%. The data sets
used to generate actual image reconstructions only contain nine
raw images. Although the pattern angles are selected such that
an isotropic resolution improvement can be achieved, the se-
lected phases are still displaced from an equidistant distribution
as described previously. In addition to the SIM raw data, a
wide-field image under plain illumination was simulated,
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Fig. 5. Relative phase error at oversampling of 1-10 for four differ-
ent photon levels (a) 5 x 10, (b) 5 x 102, (c) 5 x 10%, and (d) 5 x 104,
and two different samples [Siemens star (red) and pirate (blue)]. The
solid lines represent the mean value and the shaded areas the standard
deviation of the phase error.
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Fig. 6. Absolute phase error at oversampling of 1-10 for four differ-
ent photon levels (a) 5 x 10, (b) 5 x 102, (c) 5 x 103, and (d) 5 x 104,
and two different samples [Siemens star (red) and pirate (blue)]. The
solid lines represent the mean value and the shaded areas the standard
deviation of the phase error.

and the result of a Wiener deconvolution is shown in
Fig. 7(a). The SIM reconstruction based on the actual input
parameters yields the optimal result in Fig. 7(b) with the ex-
pected resolution enhancement compared to Fig. 7(a).
Figures 7(c) and 7(d) show the reconstruction results based
on parameter estimation for oversampling factors of 1 and
10. Figures 7(e) and 7(f) show the deviations of the results
in Figs. 7(c) and 7(d) from Fig. 7(b), respectively. It is the ab-
solute value of the difference of the values in corresponding
pixels, and it can be seen that a reconstruction based on sub-
pixel precision parameter estimation at an oversampling factor
of 10 yields a result whose deviation from the optimal
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Fig. 7. Reconstruction of simulated SIM data. For a raw data set of
nine images (three orientations with three phases each), parameter es-
timation and reconstruction were performed for oversampling factors
of 1 and 10. Panel (a) shows the result of a conventional wide-field
deconvolution under plain illumination. The SIM reconstruction with
known pattern parameters in (b) shows the expected resolution en-
hancement. In (c) and (d), the image reconstruction based on the pro-
posed parameter estimation for oversampling of 1 and 10, respectively,
is shown. In (e) and (f), the absolute deviation of the reconstruction as
shown in (c) and (d) from the reconstruction with known pattern
parameters is presented.

reconstruction can be reduced by almost 1 order of magnitude
around sharp edges in the image. For the presented data, an
oversampling larger than 10 does not improve the result of
the reconstruction in terms of the shown deviation. The same
evaluation has been done for the Siemens star as presented in
Fig. 8. Here the absolute deviations of the reconstructions for
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2e+06 S
2e+05
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Fig. 8. Similar to Figs. 7(e) and 7(f), the absolute deviation of the
reconstruction from the reconstruction with known pattern parame-
ters is presented for oversampling factors of (a) 1 and (b) 10.

one- and tenfold oversampling are shown in Figs. 8(a) and 8(b)

similar to Figs. 7(e) and 7(f).

4. RESULTS AND DISCUSSION

It can be shown that the proposed subpixel precision localiza-
tion of a maximum in the Fourier domain is suitable to deter-
mine the wave vector of a sinusoidal pattern imposed on a
structure in real space (Fig. 4). This method achieves an im-
provement in precision as a method based on zero padding
would do, although at a fraction of the computational cost
(time and memory), especially at increased oversampling fac-
tors. The benefit of this approach can be directly shown when
doing phase estimation on 2D SIM data using Eq. (12).

In the introduction of the noniterative phase estimation [8],
its feasibility was demonstrated in comparison with an iterative
approach [7] that would determine the relative phases in a data
set, and a reference to [2] and [15] is given for the estimation of
the global phase offset to get the absolute phases. Figure 5
shows that the quality of the phase estimation does not change
significantly by increasing the precision of the wave vector es-
timation in the tested range, and the results, at least for the
pirate sample, correspond well to published results in Figs. 2(a)
and 2(b) of Ref. [8] for the single-step approach at maximum
expected number of photons of 5 x 10!, 5 x 10, 5 x 10%, and
5 x 104, Disregarding a global phase offset, localizing the pat-
tern wave vector to conventional pixel precision is sufficient, as
the error drops below 1° for realistic SNRs.

However, the absolute phase error as shown in Fig. 6 sug-
gests that if Eq. (12) is to be applied for phase estimation, the
presented method is of major importance. The high-precision
calculation of the wave vector based on subpixel peak localiza-
tion enables the phase estimation without an additional step to
find a global phase offset. A difference in the behavior of both
samples is visible. The Siemens star sample enables good phase
detection even at lower oversampling. Phase estimation, except
for the lowest simulated SNR, performs well. The more gen-
eralized sample pirate shows significant improvement with an
increased oversampling.

Applying subpixel precision peak localization in the Fourier
domain to determine the orientation and fringe spacing of
sinusoidal patterns in real space is presented and its feasibility
demonstrated on simulated data. Especially the application of
the results in an established method for phase estimation
shows that this is a way for parameter estimation in sinusoidal
structured  illumination microscopy for comparably fine
(i.e., 200 nm) illumination patterns.

The benefits are twofold because the whole work flow of
determining the necessary parameters in SIM reconstruction
does not require prior knowledge of the phase distribution
or the pattern wave vector, nor does it depend on iterative proc-
esses. Furthermore, it was demonstrated that the deviation
from the optimal reconstruction can be reduced by about 1
order of magnitude, thus producing a more accurate result us-
ing the subpixel peak detection method. In addition, the sav-
ings in computational time for SIM reconstruction provided by
the proposed subpixel method will be beneficial for real-time
reconstruction of the SIM images if the pattern parameters
need to be estimated prior to reconstruction.
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3.2 Large field of view structured illumination
microscopy

In the previous section the pattern parameter estimation for SIM using pattern
frequencies that lie within the support of the imaging objective’s OTF was
discussed. This means, that the FoV for high resolution imaging (high NA
of the objective) is limited by the small FoV of that objective lens. In this
section two approaches to increase the FoV in SIM over what is conventionally
achieved are investigated. These techniques are tSIM (paper 2 [60], attached
in section 3.2.1) and c¢SIM (paper 3 [52], attached in section 3.2.2). The idea is
that the epifluorescence approach in most SIM implementations uses the same
objective lens for illumination pattern generation as for imaging. As can be seen
from eq. (3.5), the addition of high frequency components in the Fourier space
and thus the resolution improvement, beyond the classical resolution limit, is
limited by the maximum size of p, the illumination pattern frequency. Here the
classical resolution limit refers to the resolution obtained in WF fluorescence
imaging under planar illumination, the Rayleigh criterion for instance. In SIM
implementations using an epifluorescence microscope, excitation of the sample
and image acquisition are done with the same objective lens. The resolution
of the illumination pattern is limited by the imaging objective in a similar way,
the resolution of a raw data image is limited. Since NA and FoV of an objective
lens are inversely proportional, imaging with an epifluorescence SIM setup will
always involve a trade-off between resolution and FoV. This can be expressed
in the SBP [37] oV

P=——.

(0.58)?

with § as the system’s resolution, and the factor 0.5 stemming from the Nyquist-
Shannon sampling theorem. It expresses the information content in the re-
constructed image, the optimal number of pixels. Since the FoV of an imaging
objective lens is inversely proportional to the NA, and the resolution is propor-
tional to the NA, a high NA objective will allow for a high resolution over a
smaller FoV and vice versa, such that the SBP does not change significantly. It
is the SBP that ultimately defines the throughput of an imaging system and is
thus the interesting figure of merit for application in biomedical fields.

(3.13)

The generation of sinusoidal illumination patterns is achieved by interfering
two coherent beams. Although a microscope objective is able to perform that
task, this can also be done by much simpler means. Two examples are the
techniques tSIM and ¢SIM. In tSIM a set of mirrors is used to bring the coherent
beams to interference in the sample plane. The idea is to increase the SBP by
increasing the FoV as compared to a conventional SIM implementation. This
means to keep the high frequency pattern generation, but using a low NA
imaging objective with a large FoV. In cSIM two coherent waveguide modes
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Figure 3.12: Similar to the presentation in fig. 3.3 (c) the pattern frequency and OTF
support (red circle) are indicated for a single lens epifluorescence setup in (a). If
the illumination pattern generation is decoupled from the imaging objective lens,
the corresponding peaks in the Fourier domain might theoretically lie outside the
support of the OTF as indicated in (b). The illumination pattern would not directly
be indicated in the raw data anymore.

are brought to interference and the sinusoidal intensity distribution in the
evanescent field on top of the waveguide is used for sample excitation. Here
the increase in SBP is mainly based on the reduction in §, improving the
pattern resolution, but using a higher NA objective, as compared to tSIM. In
both approaches the image acquisition is done using a standard fluorescence
microscope. This way the illumination pattern is generated independently
form the imaging objective lens and the frequency shift p depends on the
mirror configuration and waveguide design respectively. Both techniques are
described in this chapter with main focus on simulation results.

It is important to notice, that the presented work on subpixel peak localization
may not directly apply in the reconstruction of tSIM, and cSIM data. Associated
with a pattern generation decoupled from the imaging objective lens is the
generation of pattern frequencies that possibly lie outside the support of the OTF
as presented in fig. 3.12. In (a) the wave vector of the sinusoidal illumination
pattern lies well within the support of the OTF and may thus be detected using
the subpixel peak localization. The pattern frequency in (b) may be so high
that the associated peaks in the Fourier domain lie outside the OTF support
and are not transmitted at all. Thus subpixel peak localization in order to
determine the pattern wave vector can not be used. A conclusion regarding
the work on tSIM and cSIM is given on page 129.

3.2.1 Transillumination SIM - Paper 2
If the pattern in SIM is generated using an objective lens, the pattern resolution

and frequency are limited by the lens’ NA as described by the Abbe resolution
limit due to its coherent nature. As discussed in section 2.1 the considered
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image acquisition can actually not be described using the Abbe limit since it
is an incoherent process. However, it is common in the literature to do so in
order to provide general understanding of SIM and it yields reasonable results
when its limited validity is kept in mind. If the resolution in WF fluorescence
imaging is thus described by the Abbe limit as well, the achievable resolution
for standard epifluorescence SIM using the same imaging objective for pattern
generation as for image acquisition is

A
4ANA
This is half the resolution (“twice as good”) as the limit described for planar
illumination in eq. (2.4), due to the frequency shift. The use of the Abbe limit
here does not indicate that the fluorescence imaging process is a coherent

process. This is important since SIM under coherent imaging conditions does
not improve the image resolution beyond the classical Abbe limit [102].

dsim = (3.14)

In tSIM the pattern generation is not limited by the imaging objective since
mirrors are used to interfere coherent beams in the object plane. With respect
to the pattern generation these mirrors act like higher NA objective lenses.
The mirrors in the proposed setup generate sinusoidal illumination patterns by
interfering two beams in the sample plane. The angle of this interference can
be associated to a NA of that particular mirror set. If the objective lens was used
to generate the interference pattern, the pattern frequency would be limited
by the objective’s NA. For an illustrative purpose, three mirror sets, named
NA,, NA,, and NA, are used that provide interference patterns equivalent to
patterns that are generated, using an objective lens with (1) the given NA,
(2) twice the given NA, and (3) three times the given NA of the actual imaging
objective lens. A typical objective lens with a 10X (low) magnification and a
NA=0.25 has FoV with a diameter of 2.2 mm.

For comparison, if the NAs of the mirror setup are equivalent to one, two, and
three times the NA of the imaging objective lens (NA,, NA,, NA,), the achievable
SBP of conventional WF imaging, using planar illumination, conventional SIM
imaging and tSIM imaging are achieved as described in table 3.1. It is an
approximation, assuming that the excitation and emission wavelength are the
same (A) and that the Fourier space is filled sufficiently, using multiple patter
orientations and intermediate pattern frequencies (NA; and NA,).

In paper 2, the illumination pattern generation is done using a set of mirrors
as shown in fig. 3.13. In order to generate sinusoidal stripe patterns for SIM
without using an objective lens, a laser beam is expanded, filtered through
a diaphragm and used to illuminate a grating on a SLM (fig. 3.13(a)). This
way the beam is split into diffraction orders, of which the +1% orders are
brought to interference in the sample plane through a mirror set, the o™ order
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Table 3.1: Comparing resolution and SBP of different imaging conditions. Since the
imaging objective is the same in all cases, the use of a low NA objective, and mirror
based pattern generation in tSIM, the SBP can be improved by a factor of 4 as
compared to conventional epifluorescence SIM. Here only the highest possible
pattern frequencies are considered, such that the pattern resolution for tSIM is
based on the mirror set providing the largest interference angle (NA3).

to microscope

@) e A (b)
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Figure 3.13: The experimental setup for tSIM. (a) In order to generate sinusoidal
stripe patterns for SIM without using an objective lens, a laser beam is expanded,
filtered through a diaphragm and used to illuminate a grating on a spatial light
modulator (SLM). This way the beam is split into diffraction orders, of which the
+1° orders are brought to interference in the sample plane through a mirror set,
the o™ order is blocked. (b) A mirror mount with different sets of mirrors allows
for different pattern orientations in the sample plane. The pattern period depends
on the mirror angles. [60]
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Figure 3.14: Given an imaging objective with NA = 0.25 the OTF support is limited to

% = 0.517! (red circle). For illumination patterns generated by interfering the
excitation light under different angles 6, equivalent NAs of NA, (blue cross), NA,
(green cross), NA; (magenta cross) are generated, giving additional information
at higher frequencies in the Fourier space in the form of the shifted copies of the
conventional OTF (circles of respective color). Although a positive and negative
term are always created, here only the information gain in one direction, along the

positive y-axis, is shown. [60]

is blocked. A mirror mount (fig. 3.13(b)) with different sets of mirrors allows
for different pattern orientations in the sample plane. The selected mirror
angle a determines the interference angle 6 and hence the patter period («,
and 0 indicated in (a)). Since each pattern generated with given mirror angles
can be thought of as a pattern generated by an objective lens with a certain
NA, mirror settings are described by equivalent NAs. By rotating the grating
structure on the SLM, the pattern orientation (set of two mirrors) is selected.
Shifting the grating on the SLM (along the grating wave vector) will introduce
a phase shift to the illumination pattern.

The filling of the Fourier space is illustrated in figs. 3.14 and 3.15 using inter-
ference angles and corresponding equivalent NAs as shown in table 3.2. In
fig. 3.14 the maximum extend in the Fourier domain accessible is illustrated
assuming a low NA imaging objective with NA=o0.25 and mirror angles such
that interference patterns equivalent to those generated by an objective lens
of up to NA;=0.81 are generated. This way the maximum pattern resolution

. _ A . . . A _ A .
is 5%&; = T3+ Given an unaided WF resolution of 3z = 5, a resolution
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Figure 3.15: In order to fill the Fourier space gapless and isotropically, not only the
frequency shifts have to be varied, but the process has also to be repeated for
different orientations (d,, d,, and d;). The pattern frequencies and shifted OTFs
are depicted as in fig. 3.14. [60]

Table 3.2: Interference angle 6 for the pattern generation corresponds to an equivalent
NA of an objective lens.
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of (122 + %)_1 = 74- can be achieved. Compared to the conventional SIM
resolution of ﬁ (eq. (3.14)), the resolution can be improved by a factor of

2.21 over the FoV of the low NA imaging objective lens. In order to achieve the
described resolution improvement isotropically, different pattern orientations
as presented in fig. 3.15 are used to fill the Fourier space. This corresponds to an
almost fivefold (4.88-fold to be precise) improvement of the SBP as compared
to conventional SIM.

Simulations

In order to demonstrate the quality of the reconstructed images, simulations
are shown using a variety of NAs (of the mirrors) and pattern wave vectors p.
The results are presented in figures 6 through ¢ in paper 2. In figure 6 of
paper 2 a WF deconvolution result under planar illumination is presented for
reference, to compare with the tSIM simulation results. In figure 7 of paper 2 a
simulation is done based on raw data using only three pattern orientations as
in conventional SIM, but doing so for all the three possible interference angles
(table 3.2). As a result the resolution is improved along specific directions
in which the Fourier space is filled. This lead to details in the sample being
resolved depending on their orientation.

In figure 8 of paper 2, the result, when only acquiring raw data images using NA,,
NA,, and NA, and NA, mirror sets, but with six orientations each is simulated.
The Fourier space is filled isotropically, but only for certain frequency ranges. In
the reconstruction this is reflected as structures of intermediate size that are not
resolved. At first glance it could be concluded that this tSIM implementation
provides a unique way to point out structures of a specific size in a sample. This
only happens in a sample like the presented Siemens star where the spatial
frequencies are spatially separated.

Finally, if six orientations per interference angle are used, the Fourier space
can be filled isotropically and gapless. This is shown in figure 9 in paper 2. In
that case only using NA, would require 18 images, using NA, and NA, would
require 36 images, and using NA,, NA,, and NA, would require 54 raw data
images. For NA; and NA, this does obviously lead to large overlaps in the
Fourier space and a reduced number of pattern orientations would be sufficient.
However, this would require intermediate pattern orientations on the mirror
mount, specifically adapted to the portion of the Fourier space that is to be
filled. Exploiting redundant information in SIM has been shown to further
reduce the number of required raw data images [28, 95]. This way the image
acquisition is speed up which also reduced photo damage of the sample.
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Large FoV pattern generation

Preliminary results of the proposed setup as presented in fig. 3.13 are shown in
figures 3, 4, and 5 of paper 2. The mirror setup is used to project stripe patterns
on a layer of photo resist that is developed and characterized in a SEM. It
is demonstrated, that the illumination patterns may be generated using the
different mirror sets over an area of 16 mm?. This is more than sufficient for
the mentioned 10X objective lens. The structures are shown to be stable with
good phase control needed for optimal raw data acquisition.
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Paper 2: Improving the space-bandwidth product of structured
illumination microscopy using a transillumination configuration
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Abstract: Applying structured instead of plane illumination in widefield optical fluorescence
microscopy can improve the spatial resolution beyond what is known as the Abbe limit. In general
it is not only the resolution of an imaging system that is of interest but also its field of view (FOV).
These two parameters are expressed in the space-bandwidth product (SBP). Here we introduce a
modified structured illumination microscopy (SIM) approach that offers a larger SBP than any
other available implementation. This is achieved through a transillumination geometry instead of
the typical epifluorescent configuration. Compared to conventional SIM, the illumination path
is decoupled from the objective lens by using a multi-mirror setup to generate the sinusoidal
interference pattern for structured illumination in transmission mode. The spatial frequency
of the illumination pattern can be controlled by changing the angle of the mirrors, achieving
comparably fine patterns over a large FOV. In this work simulation results demonstrate the
potential resolution improvement to be expected by the suggested implementation. Preliminary
experimental results demonstrate phase-shifting ability and the stability of fringe frequencies
over a large FOV of (~ 16 mm?) at different numerical apertures, fulfilling the prerequisites for
SIM acquisition.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

In general the resolution of a light microscope is limited due to the wave-like nature of light and
the objective’s finite aperture. This is commonly known as the Abbe resolution limit and lies
around half of the wavelength of the collected light [1,2]. Different fluorescence techniques
have been implemented to overcome the resolution limit [3—-6] and they provide what is called
super-resolution microscopy or nanoscopy. Structured illumination microscopy (SIM) [5,7, 8]
is one among those super-resolution methods, typically providing around two-fold resolution
improvement to the classical limit in the widefield linear optical regime. Instead of uniform
illumination as in a conventional microscope, a sinusoidal light pattern is used to illuminate
the fluorescently labeled object. The acquired image then consists of a superposition of the
illumination pattern and the sample structure, containing previously unobservable information
through frequency mixing in the form of Moiré structures. Expressed in the Fourier domain it
means that high-frequency sample information that lies outside the support region of the systems’s
optical transfer function (OTF) is shifted into that region by structured illumination [9]. It is
this down conversion of frequency components and computational unmixing and relocation of
shifted components that can be used to reconstruct the image with improved resolution. Various
realizations as laterally modulated excitation microscopy (LMEM) by Heintzmann et al. [7] or
SIM by Gustafsson et al. [5] have been reported. Frohn et al. proposed harmonic excitation light
microscopy (HELM) [8], a transillumination type implementation where the illumination pattern



is generated using prisms (glass blocks) on the backside of the sample. Plasmonic structured
illumination microscopy (PSIM) was introduced by Wei et al. [10] where surface plasmons are
utilized to generate structured excitation of fluorescent beads.

A typical epifluorescent implementation of SIM, using a single objective lens for sample
illumination and imaging acting in the linear optical range has a maximum achievable resolution
that is limited to approximately half the conventional resolution limit. Since the objective lens
does not only limit the image resolution but also the resolution of the illumination pattern on
the sample, the achievable image resolution lies around ¢ = ﬁ, where A is the wavelength
of the collected light and NA is the numerical aperture of the objective lens. As conventional
SIM may not be able to resolve features with a size smaller than the described resolution, the
nonlinear response of fluorescent molecules to excitation at high power can be used to introduce
higher harmonics in the illumination pattern and thus increase the achievable resolution [11-13].
However, photodamage introduced by the high excitation power to the biological structure as
well as photobleaching of the fluorescent dyes may prohibit the application of this technique.
In addition to the enhancement of the optical resolution, the SIM technique also benefits from
an excellent optical sectioning property [14-16]. Optical sectioning removes out of focus
blur light, enhancing the contrast and thus image quality. Already only this effect, without
resolution enhancement, has been demonstrated as interesting for large specimens such as tissue
samples [17,18].

The motivation of this work is to propose a new method that is capable of acquiring images
at higher resolution over large areas (cm?-scale). A low magnification objective lens, such as
10X/0.45 NA as used in [18], is desirable to use for imaging large areas at high-speed. However,
low magnification/NA objective lenses reduce the achievable optical resolution of SIM. One way
to avoid this limitation is to decouple the illumination light path from the imaging objective lens.
The transmission geometry is the suitable method to do so. Frohn et al. [8] used a prism for
illumination at a similar setup and a transmission-based large FOV implementation has been
recently demonstrated for periodic samples [19], but a sample independent pattern generation
with comparably high spatial frequencies over a large FOV was not investigated yet.

Here we propose transillumination SIM to decouple the illumination from imaging path. A
multi-mirror setup [20] generates illumination patterns with higher spatial frequencies than can
be achieved using a low magnification/NA imaging objective lens. While a low magnification/NA
objective lens enables imaging a large FOV, an independent multi-mirror mount enables to push
the resolution limit beyond what is supported by the NA of the objective. The multi-mirror
mount is placed beneath the sample stage such that two plane waves interfere at the sample
plane generating closely spaced interference fringes. It is demonstrated that the proposed setup
generates high-visibility and stable interference pattern over very large areas (cm”-scale). The
proposed transillumination SIM setup is also shown to be capable of generating illumination
patterns with different fringe periods (different spatial frequency) and thus supporting isotropic
resolution enhancement by filling the Fourier space. Furthermore the capability to introduce well
defined phase steps is demonstrated.

2. Transillumination SIM using mirrors

In order to decouple the illumination from the imaging objective and to improve the resolution of
conventional SIM we have developed a new transillumination type configuration. Here a set of
mirrors [20] is used to generate a sinusoidal interference pattern for SIM imaging.

By making use of a multi-mirror mount to direct a pair of coherent beams to interfere in the
sample plane, the spatial frequency of the interference pattern will depend on the reflecting
angle of the mirrors @. The half-angle of interference 8 can be expressed as the illumination’s
numerical aperture (NA), where a larger interference angle realizes a higher NA and thus a
higher pattern frequency. Especially numerical apertures larger than the NA of the objective lens



are of interest as they provide a resolution improvement. Similar to Fourier ptychography [21],
the Fourier space can be filled piece-wise by using different pattern orientations and different
interference angles mimicking different NAs. Since the illumination pattern does not depend on
the imaging objective’s NA anymore, a low NA objective with a large FOV can be used.

The basic concept of high-frequency information collection over a large FOV through a low
NA objective using SIM is described in Fig. 1. As depicted in Fig. 1(a), given an imaging
objective with NA = 0.25 and an excitation and emission wavelength of A (dex = Aem), the OTF
support is limited to % = 0.5 17! (red circle). For illumination patterns generated by interfering
the excitation light under an angle of 6 = 23°,36°, and 54°, mimicking NAs of 0.39, 0.59 and
0.81, which again correspond to pattern frequencies of f = 0.7847!,1.18 17!, and 1.62 17!,
all respectively indicated by NA; (blue), NA, (green), NA3 (magenta) are generated. Images
acquired using the mentioned illumination patterns contain additional information at higher
frequencies in the Fourier space in form of the shifted copies of the conventional OTF. Here only
the information gain in one direction, along the y-axis and only the positive direction is shown.
In Fig. 1(b) the acquisition of additional spectral components along three different directions
dy, dy, and d3 is illustrated. These orientations are distributed in even 60° steps with an offset
to present a more realistic case. The dash-dotted, the dashed and the dotted circles indicate
the pattern frequencies of NA |, NA,, and NAj respectively, colors as in Fig. 1(a). For each of
the represented pattern orientations one set of spectral components acquired using one pattern
frequency is illustrated. To fill the Fourier space isotropically, the imaging acquisition is repeated
for all three pattern spacings at up to six orientations. The increase in the number of necessary
images is thus the cost for the advantages of this approach.

2.1. Space-bandwidth product of transmission SIM

The space bandwidth product (SBP) is a measure to characterize an imaging system, providing
the total number of significant samples in the image (pixels) required to represent an image from
that system [22]. It can be defined as

FOV

[ 1
(0.56)* )

with ¢ as the system’s resolution, and the factor 0.5 stemming from the Nyquist-Shannon sampling
theorem. For a conventional widefield epifluorescent system, the maximum achievable resolution
is
A

- 2NAT @
SIM achieves a resolution improvement corresponding to a shift of the OTF in the frequency
space as illustrated in Fig. 1. In conventional SIM, where this shift is limited by the resolution
of the generated illumination pattern, and the NA is the same for illumination and collection,
theoretically the resolution d¢onvsv is half of dy¢. Considering a constant FOV in the imaging
process and the fact that SBP o« 1/62 this yields

6wf

SBPconysiv = 4 X SBPy. 3)

The spatial frequency of an illumination pattern generated by a conventional imaging objective
lens is limited by the objective’s NA. For imaging a large FOV it is desirable to use a low
magnification and low NA objective lens, e.g., 10x 0.25 NA, rather than using high-magnification
and high NA, e.g., 60-100X 1.4 NA. In the proposed transmission setup as outlined later in
Section 3.2, we have experimentally obtained illumination fringes with an effective N.A. of 0.8
over centimetre scale. Thus, when comparing this with an imaging objective lens of 10X 0.25
N.A. the proposed set-up allows generation of an illumination pattern with spatial frequencies 3
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Fig. 1: Illustration of the collection of high frequency information through a low NA objective
in transillumination SIM. (a) Given an imaging objective with NA = 0.25 the OTF support is
limited to ZNTA = 0.5 17! (red). For illumination patterns generated by interfering the excitation
light under different angles, NA; (blue), NA, (green), NA3 (magenta) are generated, giving
additional information at higher frequencies in the Fourier space in the form of the shifted copies
of the conventional OTF. Whereas a positive and negative term are always created, here only
the information gain in one direction, along the positive y-axis, is shown. (b) In order to fill the

Fourier space gapless and isotropically, not only the frequency shifts have to be varied, but the
process has also to be repeated for different orientations (d;, dy, and d3).

times higher than this imaging objective lens (10X,0.25 N.A.) In such a case, the shift of the
OTF and thus the reach towards higher spatial frequencies will be three times as large as well.
The final support in the Fourier domain is given by how far the OTF is shifted and its size. Thus
shifting the OTF e.g. three times in one direction by its radius (size) will reach to four times its
original extent (once for each shift plus once for its size). For this example, the SBP yields:

SBPistv = 4 X SBPconyvstv = 16 X SBPys. “4)
Thus the SBP can be increased to 4 times as compared to a conventional SIM approach if
the generated illumination pattern corresponds to three times the NA of the imaging objective.
This is 16 times the SBP of conventional wide-field imaging. Both the resolution (§) and the
SBP of the proposed transmission SIM are functions of the imaging objective lens” NA and
the highest interference angle (equivalent to the highest NA of the illumination side) formed
at the sample stage. Thus, for a given experimental setup, i.e. fixed A and imaging objective

lens, the proposed transmission SIM approach supports scalable resolution and SBP simply by

altering the interference angles of the multi-mirror setup. However, when it comes to amount of

information required to fill the space in the Fourier domain, the larger the shift in the OTF the

more orientations will be necessary, as indicated in Fig. 1. The increase in SBP or resolution can

thus be seen as a trade-off with the additional number of necessary images.
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Fig. 2: Tllustration of transmission type SIM setup. (a) First, the laser beam is expanded using
a telescope. Subsequently, a diaphragm is used to select an approximately flat beam profile
for a homogeneous intensity over the large illumination area. The light is then directed onto a
spatial light modulator (SLM). A grating profile on the SLM is used to split the illumination
into different diffraction orders. The two first diffraction orders are guided to the mirror mount
while the central beam is blocked. The mirrors on the mount lead the pair of beams to interfere
in the sample plane. Different mirror angles a provide interfering beams at angles 6, mimicking
different numerical apertures (NA|, NA,, and NA3), and generating interference patterns with
varied frequencies. The objective captures the fluorescent response to image the sample in the
microscope. (b) Design of a mirror mount. Different mirrors around the mount provide the
rotated orientation patterns necessary for SIM.

3. Experimental Methods and Results

In this section we expose the experimental results that endorse our transmission-based SIM
approach. In the first two sections we demonstrate the capability of the mirror mounts to generate
uniform high frequency illumination patterns over a large FOV. In the third part we show the
controlled shifting of phase necessary for the SIM method.

3.1. Experimental setup

A schematic of the proposed experimental setup is presented in Fig. 2. It consists of a diode-
pumped solid-state laser source (BlueMode, TOPTICA photonics, Germany) emitting at a
vacuum wavelength of 405 nm. The spatially filtered/cleaned beam is collimated and widened
using a telescope. A region with an approximately flat beam profile is selected with a diaphragm
and subsequently projected onto a reflective phase only spatial light modulator (Holoeye LETO).
The light is divided into the 0" and two 1% diffraction orders by a grating pattern displayed on the
spatial light modulator (SLM). Figure 2(a) displays how the 0™ order beam is blocked, while the
two 1% order beams are reflected at the mirror mounts crossing at the sample plane. By rotating
the pattern on the SLM, each pair of opposing mirrors can generate a sinusoidal illumination
pattern according to their orientation. The period of the interference pattern T depends on the
wavelength and angle of mirror pair analogue to the resolution: 7 = ﬁ, with 6 = 90 — . By
changing the angle of mirrors @ the period can be manipulated. Here three angles of interference
corresponding to three different numerical apertures (NA, NA,, and NA3) are proposed and



studied. Further, by introducing a phase shift to the pattern on the SLM the sinusoidal interference
pattern obtains a phase shift (lateral shift) as well. This way the illumination pattern’s orientation,
periodicity, and phase are controlled.

3.2. Patterns in photoresist

To study the illumination pattern achieved with the presented system, interference patterns are
generated and recorded photolithographically so that they can be characterized in a scanning
electron microscope (SEM). A glass substrate is spin-coated with a layer of about 1 um photoresist
(AZ 1505, Microchemicals) and placed at the sample plane, where the interference pattern
generated by the mirror mount is inscribed. The diameter where the interference fringes are
formed and thus ultimately the FOV of this approach can be increased by adjusting the beam
diameter. Three different mirror angles, 23°, 36° and 54°, corresponding to NA;=0.39, NA,=0.59,
NA3=0.8, respectively, are utilised for different samples. By rotating the beam, three pattern
orientations are also inscribed at different photoresist samples. After laser exposure, the pattern
is developed and analyzed under a scanning electron microscope (SEM). The diameter of over
4 mm where the sinusoidal pattern was generated is seen in Fig. 3(a). Fig. 3(b)-(d) displays
zoomed in sections from the upper left corner, the central region and the lower right corner
of Fig. 3(a) respectively, suggesting a homogeneous pattern. The Fourier spectrum of SEM
images as in Fig. 3(b)-(d) is utilized to determine the pattern period. In Fig. 4(a), the exemplary
Fourier spectrum of such a SEM image is shown. The delta peaks closest to the DC peak in the
center stem from the sinusoidal pattern, with their distance to the DC peak indicating the grating
period. This analysis rendered values of 510, 330 and 250 nm for NA| to NAj3, respectively.
Fig. 4(b) depicts the results for different NAs and orientations at different regions of the samples.
The results show homogeneity of the pattern with minor variations which may be attributed to
the photoresist coating. These variations are likely the cause for the higher order peaks seen
at Fig. 4(a). Despite providing a limited comparison with no quantitative information to the
visibility of fluorescent fringes, since the exposure time in the photolithographic application is
fairly large compared to fluorescence imaging (several seconds vs. 10-100s of milliseconds), the
sharpness of the patterns in the photoresist suggests a high temporal sensitivity of the fringes
. Further, the sinusoidal pattern is demonstrated without paying attention to polarization. For
optimization of the modulation depth, the polarization of a beam could be controlled by, e.g.,
a waveplate and a Pockels cell [23]. An alternative would be to provide elliptical polarization,
which would ensure 50% modulation depth [24].

3.3. Phase shift

Phase shifting of the structured illumination is necessary for the targeted SIM implementation,
in order to gather complete information of the sample area. The ability to maintain a stable
phase is demonstrated by the fact that the pattern can actually be recorded in photoresist. Since
repeated imaging using a shifted pattern is required, the control over the phase shift using the
SLM is characterized. For this purpose an interference pattern is generated a low NA and directly
projected on a CMOS camera. By introducing phase shift on the SLM, an equivalent phase shift
of the pattern on the camera is achieved as presented in Fig. 5. In the plot of Fig. 5, four phase
steps and the intensity profiles are shown, demonstrating the capability of phase control over the
extent of the modulation frequency.

4. Simulating the imaging performance

In this section the imaging performance of a SIM setup of the proposed type is assessed by
reconstructing simulated raw data. First, the theoretical background of SIM as it is used in the
presented work is explained. In the second part, the expected results of SIM using different
parameters are shown.



Fig. 3: SEM images of photoresist patterned with the transmission type setup. (a) Low
magnification image shows exposed area of over 4 mm, with (b)-(d) being higher magnified
regions approximately indicated in (a). The images suggest a homogeneous structured pattern
over the exposed region.

4.1. Theoretical formulation of the imaging process

Following the notation of Wicker et al. [25,26], the image formation in two-dimensional widefield
fluorescence microscopy using a sinusoidal illumination pattern can be formulated as

D(r) = [S()I(r)] & h(r). ®)

The acquired image D is the dye distribution of the fluorescence labeled sample S multiplied
with the illumination intensity / and convolved (®) with the microscopes point spread function
or PSF (h); r refers to the spatial coordinate. In Fourier space this expression becomes

D(k) = [I(k) ® S(k)] (k). (6)

Tilde (~) indicates the Fourier transform, and k is the Fourier space coordinate or spatial frequency.
The extend of the optical transfer function (OTF) £ is limited to a cutoff frequency ||k|j» < kmax.
This is a basic property of the imaging objective and results in a limited resolution in the image.
If the fluorescence in the sample is excited using a sinusoidal illumination pattern
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Fig. 4: SEM images of photoresist samples taken at different regions with different NAs and
orientations are used to determine pattern uniformity through Fourier analysis. (a) Fourier
transform of examplifying SEM image as in Fig. 3 (b)-(d). The peaks closest to the DC
component are localized and the frequency is determined. (b) shows these results demonstrating
the uniformity of the pattern period. Variations may be attributed to photoresist and not
illumination-related effects.
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Fig. 5: Demonstration of phase control at the transmission setup. A-D: Low NA interference
directly projected onto a camera and shifted in /4 phase steps introduced by the SLM. The plot
displays line profiles of these images.



with a modulation depth a,,, a wave vector p and a phase ¢, the Fourier transform of an acquired
image can be written as

1

D(k) = Z exp(ime) amS(k — mp)h(k) . 8)
— —_—
1 C~§771(]()

The Fourier transforms of the acquired images D(k) contain bands S,,,(k) = S(k — mp) that are
shifted by mp with respect to their original position in Fourier space before they are multiplied
with the OTF. This way frequency components of the sample that actually lie outside the OTF
support are now transmitted into image space. Taking N images of the sample with different

phases ¢, withn = 1,-- -, N, the resulting Fourier transforms of the images D,,(k) can be written
as

D(k) = MC(k), ©)
with the acquired images in the vector D =[D,,---,Dy]7, the matrix M,,,,, = exp(im¢,) and a

vector C(k) = [C_1, Co, C,1]7. If the inverse of M (M™!) exists, the different components can be
separated by ~
C(k) = M 'D(k). (10

The final image is the inverse Fourier transform of S(k), the final estimate in the Fourier domain.
It is obtained by shifting each band to its original position and recombining them using a
generalized Wiener filter

Zmd amém,d(k + mpd)fz*(k + mpy)

Yo |amh(k + mpa)|” +w

S(k) = AK). (11)

The Wiener filter reduces the degrading influence of the OTF and weights the bands in regions
where they overlap according to their expected SNR. The Wiener parameter w is determined
empirically, A(K) is an apodization function decreasing linearly from unity at the center to zero
near the end of the extended OTF support, shaping the overall spectrum in order to prevent
ringing artifacts in the final image, and the asterisk (x) indicates the complex conjugate. Since the
resolution improvement only takes place in the direction of p, the process of image acquisition and
band separation is repeated for different orientations d to obtain isotropic resolution enhancement.

4.2. Simulations

For the presented simulations, an imaging objective with a numerical aperture of NA = 0.25
is assumed. The excitation and emission wavelength is set to be equal 4 = 10 px in the sample
space. In Fig. 6 (a), the sample (Siemens star) for the simulations is introduced. Fig. 6 (b)
shows a simulation of the widefield deconvolution and Fig. 6 (c) shows the corresponding Fourier
spectrum. The simulated result for plain illumination is generated in the same way as results for
structured illumination, just with an interference angle of 0° generating plane illumination. For
the simulation of the raw data for SIM, three interference angles of 23°, 36° and 54° (referred
to as NA|, NA,, and NAj3) for the generation of the illumination pattern can be used. These
interference angles determine the fringe spacing of the sinusoidal illumination pattern. For the
orientations, three or six evenly distributed angles with a random overall offset are used. For each
direction, a set of three evenly distributed phases, also with a random overall offset, is generated.
The raw data images are then simulated according to Eqgs. (5) and (7) using a modulation depth of
ay, = 1. The PSF is simulated using a 2D distribution based on the Bessel function of first kind
and first order [27]. The reconstruction results as presented in Figs. 7 to 9 show the resolution
improvement that is to be expected in comparison to Fig. 6.



Fig. 6: The Siemens star sample (a) of size 256 x 256 px. In (b) the widefield image as obtained
with an NA = 0.25 objective at a wavelength of 1 = 10 px, after deconvolution is simulated.
In panel (c) the Fourier spectrum of (b) is shown. For best possible contrast the color map
“Morgenstemning” [28] is used to represent the intensity here and in the following.

Different NAs and orientations for the illumination pattern result in different pattern frequencies
and wave vectors p in the description above. Since the data is acquired consecutively, the different
frequency components can be separated one at a time and joined as described in Eq. (11) with
additional terms d in the sum. In order to generate raw data for the reconstructions in Fig. 8
(a), (b) simulated data only based on NA; is used. In Fig. 8 (c¢), (d) only NA3 and in Fig. 8
(e), (f) only NA, and NAj are used. This leaves a gap between the low and the high frequency
components. This gap results in artifacts in the reconstruction and is clearly visible in the figure.
Furthermore, Fig. 7 shows the reconstructions using only three pattern orientations instead of
six in order to create the raw data. This leads to an anisotropic filling of the Fourier space of
the reconstruction. Fig. 9 shows the expected reconstruction results using only NA; (Fig. 9 (a),
(b)), NA| and NA; (Fig. 9 (c), (d)) and finally NA|, NA,, and NAj3 (Fig. 9 (e), (f)). The Fourier
space of the images is expanded successively and the resolution improves accordingly. There are
no gaps in the Fourier space, neither is the Fourier space filled anisotropically.
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Fig. 7: If the Fourier space is filled successively but only three pattern orientations are used, the
Fourier space is not filled isotropically anymore. In (a) and the corresponding Fourier spectrum
(d) the reconstruction is done with simulated data using illumination patterns generated with
NA|. This way three pattern orientations with three phase steps each equals nine raw data images
are required. In (b) and (e) the raw data set is simulated with NA; and NA,. An additional set of
nine raw data images, eighteen in total, are required. In (c¢) and (f) all three suggested NAs NA,
& NA;, & NAj are used. A third set of raw data images, in total twenty-seven images are needed.
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Fig. 8: This figure illustrates what happens if the Fourier space is not filled successively. Panels
(a) and (d) show the image reconstruction based on raw data simulated with patterns of NA,
only. Since images of six pattern orientations with each three phase steps are required, a total of
eighteen raw data images is required for the proposed reconstruction. In panels (b) and (e) the
raw data is simulated using NA3 only, requiring eighteen raw data images as well. Panels (¢) and
(f) show a reconstruction based on raw data using NA; and NA3. This way twice as many raw
data images (thirty-six) are needed.
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Fig. 9: Simulated SIM reconstruction using six orientations. In (a) and the corresponding Fourier
spectrum (d) the reconstruction is done with simulated data using illumination patterns generated
with NA;. This way six orientations times three phase shift equals 18 images are needed. In (b)
and (e) the raw data set is simulated with NA; and NA,. An additional set of eighteen images,
thirty-six images in total, is needed. In (c) and (f) all three suggested NAs NA| & NA; & NA;j
are used. Here three sets of eighteen images, fifty-four raw data images are used.



5. Conclusion and Summary

A mirror based transillumination SIM setup is proposed that increases the SBP by maintaining a
large FOV while illuminating the sample with a sinusoidal illumination with comparably high
spatial frequency. The generation of stable fringe illumination over a large FOV is experimentally
demonstrated and the ability for precise phase shifts is shown. The unique characteristic of the
presented implementation is not only to decouple the pattern generation from the imaging path,
but also the exploitation of the ability to generate uniform interference patterns over a centimeter
sized FOV. Simulation work shows the possible resolution enhancement in SIM imaging of
fluorescent labeled samples using three different illumination NAs. The approach is flexible
towards larger or smaller differences between illumination angles. Larger illumination NAs
could be used towards higher resolution or SBP, coming however at the cost of more images
and possibly less optical sectioning. This is not a constraint when the sample is thin, e.g.,
pathologically relevant cryo-tissue sections which are usually few hundred nanometers thick.
This technique is expected to be useful for applications in biomedical fields such as pathology,
hematology, immunohistochemistry and neuroanatomy, where it is strongly necessary to image
large numbers of histology slides for analysis.

The illumination path of the transillumination setup is similar to conventional SIM, but
the collection light path is different. Here, the flurorescence light is collected by an upright
microscope, which could be adversely affected by the aberration from the mounting media and
especially for thick samples. This would be a lesser problem for thin samples, e.g cryo-tissue
sections as outlined above. Finally, if the illumination of a fluorescent sample still turns out to be
more challenging to control or estimate, SIM reconstruction algorithms such as Blind-SIM are
able to perform without ideal and pre-determined fringe patterns [27,29].

In future work, the proposed mirror based transillumination SIM setup will be employed for
high-resolution imaging of pathological tissue samples [30]. 3D SIM can also be pursued by
making use of the Oth order diffracted beam [31].
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3.2.2 Chip SIM - Paper 3

If a high NA objective is used in a single lens SIM setup, it is possible to
generate two beams at an angle (with the cover slip) large enough such that
they undergo TIR in the cover slip and interfere counter-propagating. This
way the highest possible pattern frequency in the evanescent field is achieved.
Whether or not the critical angle for TIR is reached, depends on the NA of the
objective lens and where the beams enter the lens, as well as the refractive
index contrast between cover slip and sample. Since a high refractive index
difference is usually unwanted in general to minimize aberrations, TIRF SIM
relies on high NA objectives, which reduces the FoV, as discussed above. This
way the major advantage of TIRF SIM is the reduced imaging depth associated
with the low sample penetration depth given by the evanescent field.

In cSIM the illumination pattern is generated in a transparent waveguide chip,
where the geometry of waveguides determines the interference angle. The
labeled sample is mounted on top of the waveguide such that the excitation
is limited to the evanescent field as in conventional TIRF SIM. The benefit of
this method is that it does not require a high NA objective lens in order to
obtain a high frequency illumination pattern limited to an evanescent field.
Additionally, the pattern frequency can be manipulated by the effective index
negr achieved in the waveguide as it directly relates the speed of light in the
medium v to the speed of light in vacuum ¢ (negv = ¢), such that the pattern
spacing is given by
Avac

0 1
2Refr Sin 0 (3-15)

5Pattern =

with a vacuum wavelength of A,,. and half the angle between the waveguide
arms of . Materials with a high refractive index like silicon nitride (Si;N,)
(n = 2.04 @ 660 nm), tantalum pentoxide (Ta,0s) (n = 2.12 @ 660 nm), and
titanium dioxide (TiO,) (n = 2.57 @ 660nm) can be used to achieve high
effective mode indices in the waveguide. The resolution limit is then given by

_ A’VBC

~ 2(NA + negsin6)’
with the NA of the imaging objecctive lens, similar to the calculations shown
in table 3.1 for the tSIM approach. The difference is that in cSIM the SBP is
increased by improving the pattern resolution due to the high values achieved
11 Neff.

(3.16)

Basic concept

The concept and different implementations of cSIM are described in figures 1
and 2 in the attached paper 3 at the end of this section. Figure 1 a) in paper 3
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shows the general concept of TIRF SIM, using a high NA objective to bring
two coherent beams to interference in the cover slip. In b), the the proposed
waveguide based configuration is depicted. A standing wave is generated in
the waveguide using two counter-propagating modes. This way the evanescent
field shows a sinusoidal modulation. A standard imaging objective is used to
capture the raw data images. Depending on the angle between the waveguides
(d)), the pattern frequency changes. In f) the shift of the OTF depending on
the interference angle is depicted schematically for a given high NA objective
and waveguide material, similar to what is done for tSIM in fig. 3.14. Using a
low NA objective, a shift of the OTF well beyond the original support can be
achieved, as illustrated in i). In order to fill the frequency space, intermediate
interference angles are used to obtain smaller shift vectors (j)), similar to what
is presented in fig. 3.15 for tSIM.

In figure 2 a) of paper 3, a waveguide design with two inputs is presented. The
excitation light has to be split prior to coupling into the waveguide. Furthermore
the phase control has to happen before the light is coupled into the chip. Since
this configuration only allows for an illumination pattern along one direction,
three of these configurations rotated by 60° at the imaging area are merged
into one as depicted in d). Although such an off-chip configuration does not
show the pattern phase to be as stable as the on-chip solution discussed
further down, the multi-angle configuration does automatically provide access
to intermediate interference angles as depicted in d). In b) the on-chip solution
is presented. By splitting the guided mode using a Y-junction, the pattern phase
is determined by the length difference in the two pathways. This allows for a
far more stable pattern phase but needs a separate waveguide for each phase
step. In e) the suitable design, providing three pattern angles is presented. As
for the off-chip solution, it contains three copies rotated by 60°.

In order to provide interference angles smaller than 180°, a structure as pre-
sented in figure 2 g) is used. If the light was just coupled into suiting waveg-
uide arms as in d), the stability of the on-chip phase control would be lost.
Finally, in ¢) another on-chip implementation is presented. Instead of provid-
ing three pathways per pattern orientation in order to achieve phase shifting,
thermo-optic phase shifters are employed [44]. The thermo-optic coefficient
of a material determines the change of its refractive index with the change in
temperature g—;. An electric conductor on the waveguide may then be used to
change its optical path length by Joule heating; the thermo-optic phase shifter.
This way the the phase of the illumination pattern depends on the voltage
applied to the thermo-optic phase shifter, which enables stable on-chip phase
control at a reduced number of waveguide paths. In f), and h) the options
providing three pattern orientations at interference angles of 180° and 50° are
shown.
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Figure 3.16: A two-dimensional model for the simulation of two 50 pm rib waveguides
crossing at an angle of 50°. The highlighted blue regions have a slightly lower
refractive index than the gray region. The waveguide is excited at the lower end
and the perfect electric conductor exploits the mirror symmetry of the whole
proposed configuration.

Waveguide simulations in COMSOL

Considering a rib waveguide (fig. 2.7), the effective refractive indices for two
regions, the rib and the slab, are calculated. Here the waveguide is modeled
using a substrate of silicon dioxide (SiO,), a core of Si;N, and a cladding
of H,O, resembling the aqueous sample space. Using eq. (2.29) the effective
refractive index for the slab region with a thickness of 145nm and the rib
region of 150 nm (width of 50 ym) are calculated and used in the model in
fig. 3.16. The slab region is highlighted in blue, the rib is the whole gray region.
Due to mirror symmetry only the left-hand half of the model is simulated using
a perfect electric conductor to exploit the symmetry. Light is coupled into the
waveguide from the lower end thus simulating two waveguides crossing at an
angle of 50°.

Simulation results for the full waveguide are presented in the supplementary
information of paper 3. In figure 1, interference patterns for a wavelength of
660 nm and interference angles of 50° and 180° are shown. The refractive index
for the fundamental TE mode is found to be n = 1.7552. The interference pat-
terns are fitted as described in supplementary note 1, yielding pattern spacings
of 445 nm and 188 nm for interference angles of 50° and 180° respectively. The
simulation shows, that the crossing waveguides provide illumination pattern
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frequencies suited for cSIM. However, due to the drop in modulation depth
towards the waveguide edges, an imaging area smaller than what is covered
by the waveguide is to be expected.

Imaging simulations

The expected quality of the reconstructed images using cSIM is illustrated in
figures 3 and 4, and supplementary note 3, in the supplementary information
of the attached paper 3. Using an objective lens with NA = 1.2, the WF
image and frequency spectrum are shown in (a) and (b). Since these are
simulations for which the regarded wavelength may be chosen depending on
the application, the scale bar is set to indicate the regarded wavelength. In (c)
and (d) a SIM result using the conventional epifluorescence setup is shown.
Using a waveguide with an effective refractive index of 1.7 and an interference
angle of 60°, as would be possible using the off-chip design, the reconstruction
results for known patterns are shown in (e) and (f). The same is done for
180° interference angles in (g) and (h). Compared to conventional SIM, cSIM
does show a resolution improvement due to the high refractive index of the
waveguide.

Since ¢SIM, like tSIM allows for illumination pattern generation independent of
the objective lens, the imaging process is simulated for an NA = 0.6 objective
lens in figure 4. A WF/deconvolution image is shown in (a) and (b) for
comparison. Using 60° interference angles for three pattern orientations results
in resolution enhancement as shown in (c) and (d). Having in mind that TIRF
SIM requires high NA objective lenses in order to provide evanescent field
excitation, this is a low NA TIRF SIM solution, in which the resolution is not
primarily limited by the imaging objective’s NA. Interference angles of 120° and
180° produce results as presented in (e) and (f), and (g) and (h). Similar to
the result presented for tSIM, the Fourier space is filled incompletely. This has
to do with to few pattern orientations as well as lacking intermediate pattern
frequencies (interference angles). Filling the Fourier space using all suggested
interference angles (60°, 120° and 180°), the Fourier space can be filled further
with the result as presented in (i) and (j). An important assumption in this
result is that the orientation of the 120° interference pattern is rotated by 30°
with respect to the direction of the other two. This happens due to the required
selection of waveguides in the off-chip design to achieve a targeted interference
angle.

The simulations show that c¢SIM is suitable to implement low NA TIRF SIM.
This does not only benefit from the limited evanescent field excitation but also
from the large FoV possible using a low NA objective lens. This way the SBP may
be increased similar to tSIM. The off-chip design shows to provide a suitable
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flexibility with respect to pattern generation at comparably low complexity.
However, the main benefit is the possibility in increase the maximum pattern
frequency using waveguide materials with a high refractive index and improve
the SBP this way.

Experimental results

Although they are not part of this thesis, experimental results of cSIM are
mentioned as they appear in the attached paper 3. In figure 3, off-chip results
for interference patterns of 60° are presented. Fluorescent beads of 100 nm
size are imaged using an excitation and emission wavelength of 660 nm, and
690 nm respectively. In 1) an intensity profile through two neighbouring beads
is presented for WF and cSIM imaging showing the resolution improvement.
The pattern generation using an interference angle of 20° is shown in d).

In figure 4 on-chip cSIM is presented using an interference pattern of 180° only.
Due to its phase stability, a dSTORM image of a fluorescent dye layer on the
chip could be generated showing a pattern spacing of 195 nm at an excitation
wavelength of 660 nm, corresponding to an effective index of ~ 1.7. In h) the
intensity profile through be beads, 117 nm apart is show. They are spatially
resolved in the cSIM image only.






3.2 / LARGE FIELD OF VIEW STRUCTURED ILLUMINATION MICROSCOPY 89

Paper 3 (submitted): Structured illumination microscopy using a
photonic chip

* Manuscript submitted

e Authors:

Qystein Ivar Helle,

Firehund Tsige Dullo,

Marcel Lahrberg,

Jean-Claude Tinguely,

and Balpreet Singh Ahluwalia

* Author contributions: B.S.A. conceived the idea and supervised the project.
@.1.H. built the setup, performed the experiments and analysed the data.
J.C.T and F.S.T designed the waveguide mask. All authors contributed to-
wards chip designs. @.I.H., F.T.D. and J.C.T characterized the waveguides.
FE.T.D. and @.L.H. fabricated the on-chip thermo-optics for phase modula-
tion. ML.L. performed all the simulation of cSIM. @.I.H. and B.S.A. mainly
wrote the manuscript and all authors commented to the manuscript.






Structured illumination microscopy using a photonic chip

@ystein Ivar Helle!, Firehun Tsige Dullo!, Marcel Lahrberg?, Jean-Claude Tinguely* and

Balpreet Singh Ahluwalia?

1 Department of Physics and Technology, UiT-The Arctic University of Norway, 9037 Tromsg, Norway.

Correspondence should be addressed to BSA (balpreet.singh.ahluwalia@uit.no)

Structured illumination microscopy (SIM) enables live cell, 3D super-resolution imaging
of sub-cellular structures at high speeds. Present day, SIM uses free-space optical
systems to generate pre-determined excitation light patterns and reconstruction
algorithms to enhance the spatial resolution by up to a factor of two. These
arrangements are prone to miss-alignment, often with high initial and maintenance
costs, and with the final resolution-enhancement being limited by the numerical
aperture of the collection optics. Here, we present a photonic-chip based total internal
reflection fluorescence (TIRF) cSIM that greatly reduces the complexity of the optical
setup needed to acquire TIRF-SIM images. This is achieved by taking out the entire light
generation and delivery from the microscope and transferring it to an integrated
photonic-chip. Thus, the conventional glass slide is replaced by a planar photonic chip
that both holds and illuminates the specimen. A photonic chip consisting of an array of
opposing optical waveguides are used to create standing wave interference patterns in
different angles, which illuminates the sample via evanescent fields. The phase of the
interference pattern is controlled by the use of either on-chip thermo-optical modulation
or by off-chip phase modulation of the interfering beams, leaving the footprint of the
light illumination path for the cSIM system to around 4x4 cm?2. The photonic chips are
fabricated using dielectric materials which enables light guidance and illumination of
arbitrary large areas. Furthermore, by harnessing high refractive index waveguide
materials, such as silicon nitride, 2.3x resolution enhancement was obtained using
cSIM, which is beyond the 2x resolution enhancement of conventional SIM. c-SIM
represents a simple, stable and affordable approach, which could enable widespread
penetration of the technique and might also open avenues for high throughput optical

super-resolution microscopy.

The spatial resolution of optical microscopy is bound by diffraction effectively limiting the
achievable resolution to around 250 nm laterally, and 500 nm axially® 2. The advent of super-
resolution fluorescence microscopy, commonly known as nanoscopy, has proven the ability
to trick the diffraction limit extending the lateral resolution of the microscope down towards

just a few nanometer®. Among the existing optical nanoscopy methodologies*®, structured



illumination microscopy (SIM)* 1t works for most bright fluorophores. Instead of illuminating
a sample with a uniform field, in SIM, a sinusoidal excitation pattern illuminates the sample,
and the fluorescence emission is captured on a camera. The sinusoidal excitation light is
typically generated using interference of two or three beams at the sample plane. The
illumination and object functions combine at the sample plane via a multiplication, which in
frequency space represents a convolution, mixing the spatial frequencies of the two
functions. In this manner, high frequency, un-resolved, content is made available within the
passband of the objective lens due to a frequency down-conversion with the resulting
fluorescence emission observed as a Moiré fringe pattern. To extract the high frequency
content from the Moiré pattern, three or five phase-shifts of the structured illumination is
needed for improving the resolution along one axis. For isotropic resolution, the process
must be repeated for 3 orientations (angles) of the excitation pattern, for a total of 9 (15)
images in case of a 2D (3D) SIM reconstruction. Since SIM only needs 9 (15 for 3D) images
to create a super-resolution image over wide-field of view, this method is inherently fast,

making it the most popular method for live cell optical nanoscopy.

The development of high-resolution methods like excitation depletion techniques* ® and single-
molecule localization microscopy (SMLM)®®, vyielding resolution down to a few tens of
nanometers, has opened new possibilities for discovery within life sciences!?. However, to find
real statistical meaning, the increase in throughput of super-resolution imaging methods would
represent the next leap within nanoscopy. SIM already have the temporal ascendancy over
the other methods, and with its ease of use, label compatibility and low photo-toxicity the
method points in the direction of real high-throughput nanoscopy. To fully harness the utility of
fast SIM imaging technique, the achievable spatial resolution, throughput of the method and
the system complexity of SIM would need improvement. In conventional SIM, the illumination
and collection light paths are coupled (Fig 1a), which limits the resolution and hinders the use
of low N.A objectives to be used for large area imaging. Furthermore, the generation of the
necessary standing wave patterns are usually done with free-space optics, with components
to control and maintain the pattern orientation, phase and polarization state. The resulting SIM
microscopes are thus both bulky, expensive, and prone to misalignment needing highly
gualified personnel which further adds to maintenance costs. The resolution of SIM can be
improved by using speckle-illumination'**> and blind-SIM%-18 reconstruction approaches but it
comes with a cost of low-temporal resolution due to the need of large number of images (100s).
The speckle illumination methods takes away the main concept of “structured” illumination
which helps in minimizing the number of frames needed (9-15) by illuminating the sample with
pre-determined and highly structured illumination pattern. Thus, efforts to enhance the

resolution of SIM keeping structured illumination is worth pursuing.



SIM on a chip. In this work we propose a method that will allow a standard optical microscope
to acquire total internal reflection fluorescence (TIRF) SIM!*2! images using a mass-
producible, photonic chip, with better resolution and possibly increased field-of-view (FOV)
over conventional SIM. Chip-based fluorescence microscopy relies on total internal reflection
of the excitation light inside planar waveguides on a chip??2° 2627 with a part of the excitation
light available as an evanescent field exponentially decaying from the surface of the
waveguide. In chip-based SIM (cSIM), a low-cost upright microscope can gather super-
resolved images of the specimen placed directly on top of a planar waveguide surface (Fig.
1b). The waveguide is made from a dielectric material with high index contrast (HIC) (such as
silicon nitride, Si3N4). By using the interference of spatially coherent light inside single-mode
waveguides, standing wave interference fringes are generated on top of the waveguide surface
(Fig. 1, Supplementary note 1, Supplementary Fig. 1), which are used to excite
fluorescence in the labelled sample. An array of single mode planar waveguides, for example
six as shown in Fig. 1c enables three rotational angles at the overlapping imaging area. By
maneuvering the phase of the standing wave of the respective waveguide arm, the necessary
data for a 2D TIRF-SIM reconstruction, i.e. 9 images (3 angles and 3 phases steps) can be
acquired. At the imaging location, the single mode waveguides are adiabatically tapered?’- 28

to a large area (400 um? in the present study).

The proposed cSIM methodology opens up the possibility of pushing the resolution
enhancement of the SIM technique beyond 2X, and enables scalable resolution over a
scalable large field of view. This can be seen if we first consider the fringe period f; generated

by interference in a waveguide as given by

e
®  2ngsing

where 4., is the excitation wavelength, n; is the effective refractive index of the guided mode
and 6 is the angle of interference. Generating the SIM pattern with a planar waveguide thus
contributes n; in to the achievable resolution A,, of the method, so the equation describing

the theoretical best resolution for cSIM takes the form of

Aex
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where N.A. is the numerical aperture of the imaging objective lens. If ns is larger than the N.A.
, the resolution of the method exceeds the resolution of conventional SIM, which would have
4N.A. in the denominator (Supplementary note 2, Supplementary figure 2). In cSIM, the
resolution enhancement can be scaled by changing the fringe spacing of the interference

pattern using different pairs of waveguides interfering at different angles (Fig. 1d,



Supplementary figure 3, Supplementary note 3). A small interference angle between two
waveguides produces a large fringe period and thus a low-resolution enhancement, while
opposing pair of waveguides (180° between them) yield a very small fringe period and thus a
high-resolution enhancement (Fig. 1d-f). Moreover, by using waveguides made of HIC
material, (n=1.7-2.1) the fringe spacing of the standing wave pattern can be made much
smaller than what can be achieved by a high N.A. oil immersion objective lens (N.A.=1.49) in
conventional SIM. For SizNs (n=2) waveguides interfering at 180°, the theoretical resolution
enhancement possible for cSIM (Supplementary note 2, Supplementary figure 2) is around
2.4x above the Abbe resolution limit using an N.A. of 1.2. This can be further increased by the
use of other HIC dielectric materials with even higher refractive index such as tantalum

pentoxide (n=2.1) or titanium dioxide (n=2.6).

In conventional SIM, a high N.A./magnification objective lens is desirable for high-resolution
imaging (to generate small fringe pattern); while a low magnification/N.A. objective lens is
required for increasing the FOV and the throughput. Thus, the present solution limits either the
resolution or the FOV. In case of cSIM, since the contribution of n; in Eq.2 is independent of
the objective lens the method can be extrapolated to work with low N.A. and low magnification
objectives (Supplementary note 3, Supplementary Figure 4). The shift in frequency space
is dictated by n: but the passband of the objective lens is still governed by N.A, thus the
frequency shift would remain the same but more interference angles would be needed to fill
any gaps in frequency space (Fig. 1h-j, Supplementary Figure 4). In this sense, the output
of the method would show the same resolution enhancement as the high N.A case, but with
the FOV supported by the lower N.A. imaging objective lens. Noticeably, generating the
illumination fringes onto the sample via waveguides also alleviates the problem of refractive

index oil mismatching as often arises in objective based SIM.

RESULTS

Since the method relies on interference, the laser light must be split in two paths. This can be
done either off-chip splitting the light in a 50:50 fibre split and by using two waveguides
simultaneously (Fig. 2a), or on-chip using a waveguide y-branch (Fig. 2b,c). The on-chip light
spilt is less prone to any phase vibration originating from outside the chip and thus produces
less phase-noise as opposed to the off-chip fibre split (Supplementary Figure 5). A key
parameter of any SIM imaging method is the accurate control of the illumination patterns
phase. For cSIM, three routes are proposed. Firstly, for the design proposed in Fig. 2a, off-
chip phase shifts can be achieved by local heating of one arm of the fibre split. Alternatively,
by using three discrete waveguides y-branches illuminating the same imaging area, but each

with a different optical path length creates a relative phase shift between the three waveguides



(Fig. 2b). Finally, using on-chip thermo-optics phase shifter concept® (Fig. 2c,
Supplementary Figure 6) a pre-determined phase shift can be imparted. This describes
resolution enhancement along one axis (Fig 2 a-c), however to achieve isotropic resolution
the structures need to be copied and rotated to have three equally spaced orientations of the
cSIM pattern (Fig. 2d-h).

For light splitting off-chip (Fig.2a), the fringe spacing can be scaled by coupling in to
different waveguides on the same structure (Fig. 2d) to create interference at different angles.
For light splitting on-chip (Fig. 2b,c) separate structures can be used for cSIM imaging to
achieve interference at different angles (Fig.2e-h). The method was experimentally verified by
imaging a sample of 100nm fluorescent beads using the cSIM structure depicted in Fig. 2d,
having interference angle of 60°. Here, excitation wavelength of 660 nm was used which for
this structure give a fringe spacing around 400 nm. The light was sequentially guided from
different rotational angles towards the central area where the cSIM interference pattern is
overlapping for all orientations (Fig.3a-c). The presence of the standing wave with phase shifts
was directly observed using a fluorescent dye layer (Fig. 3d). The standing wave fringe
spacing and orientation was further confirmed by the power spectrum showing a distinct peak
at the standing wave frequency (Fig.3e-g) with the orientation of the peaks in Fig. 3e-g
corresponding to Fig. 3a-c, respectively. By comparing the diffraction limited images (Fig. 3h,j)
with the cSIM reconstruction (Fig. 3i,k) the resolution enhancement is clearly visible. By
drawing a line-profile (Fig. 3l) across the intensity distribution marked with a green box in Fig.
3k, what appears as a continuous distribution in the diffraction limited image (Fig.3j) is clearly
observed as two beads in the cSIM reconstruction (Fig. 3k). The line-profile shows that the
two beads are separated by 206 nm, note that this is obtained using an imaging objective lens
of N.A. 1.2.

Similarly, thermo-optical phase change using the chip designs shown in Fig 2h. was
demonstrated. A sputtered silver circuit acting as a resistor locally heated a polymer on top of
tone of the arms leading towards the interference region (Supplementary Figure 7). The
resulting change in the effective refractive index yields a phase change in the standing wave
interference pattern. Using this method, the phase can be accurately controlled using small
increments in the voltage supplied to the silver circuit (Supplementary Figure 6). The rise and
fall times to achieve a 1 shift in the phase 