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Abstract—Extracting snowpack parameters from snow cover on sea ice or land is a time-consuming and potentially high-risk task. Moreover, deriving such parameters by manually digging a snow pit evidently yields low area coverage. We, therefore, propose a practical solution to this problem by mounting an ultrawideband radar system onto an unmanned aerial vehicle (UAV) to obtain information such as snowpack depth, density, and stratigraphy in order to increase personnel safety and extend coverage area. In this paper, we describe the development of radar system hardware and its mounting onto a UAV, as well as initial tests with this radar as a snow measuring device. Preliminary results from both ground and airborne testing show that the radar system is capable of obtaining snow depth information that corresponds well to in situ validation data with a correlation of 0.87. The radar system also works well while mounted on a UAV platform with little additional signal noise from vibrational and translatory movements.

Index Terms—Snow, stratigraphy, ultrawideband (UWB) radar, unmanned aerial vehicle (UAV).

I. INTRODUCTION

THE use of ultrawideband (UWB) radars has expanded tremendously in recent years [1]. Most applications involve subsurface sensing or high-resolution object detection. UWB systems that operate in the gigahertz band have penetration capabilities from which complex stratigraphical information can be extracted. Previous studies show that UWB radar systems are capable of measuring snow depth and even more detailed stratigraphy with high accuracy. For instance, an 8–18-GHz frequency-modulated continuous wave (FMCW) radar system was found to produce stratigraphic snow information with a correlation coefficient of 0.92 relative to in situ depth measurements.
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Fig. 1. Illustration of UWiBaSS snow depth measurement on sea ice.
down to the ground have, to the best of our knowledge, not been published in the literature.

The UWB snow sounder (UWiBaSS) discussed in this paper is a ground penetrating radar system developed for drone-mounted operations. The radar system was designed with a focus on low payload weight to fulfill UAV mounting and high-range resolution requirements for snow measurements, contributing to the relatively new field of UAV-mounted instrumentation. The UWiBaSS will enable autonomous, drone-based measurements of snow-cover over large and hard-to-reach regions. Retrieving snow cover information (e.g., depth, stratigraphy, and volume) is a challenging task for several different fields of use. Applications include avalanche risk analysis, snow water equivalent (SWE) estimation for hydropower companies, and snow measurements on sea ice for environmental research [18]. The UWiBaSS has the potential to provide stratigraphic information about the snowpack that could be useful for further analysis of the cryosphere. Initial tests from a ground-mounted rig covering a small scan range could be useful for further analysis of the cryosphere. Initial tests from a ground-mounted rig covering a small scan range (≈3.5 m) were conducted in 2016 and the correlation with in situ measured stratigraphy was found to be 0.97 [19]. However, this version of the system used antennas with low directivity which are not suitable for UAV mounting and moderate flight altitudes. Fig. 1 illustrates the usage of the radar system, measuring snow depth on sea ice.

This paper will concentrate on the measurement concept and initial validation of the UWB radar system. Testing includes both ground-based measurements where the results are correlated with in situ measurements and an airborne test flight over snow-covered sea-ice.

II. RADAR SYSTEM DEVELOPMENT

Technically, the radar system consists of an m:sequence UWB radar sensor [20], custom-designed spiral and Vivaldi antennas, a single board acquisition computer with processing software, and an octocopter UAV with autonomous flying capabilities specially built for the application.

Key design parameters of our radar system include weight, range resolution, unambiguous range, and incident power at the target. The latter parameter depends on antenna gain, height above target, and radar system amplifier parameters. This section will go through the basic theory of the design considerations as well as the development of the radar system components.

The maximum range in which a target can be detected is restricted by the observation time window length. The unambiguous range in a given medium for an m:sequence radar \( R_0 \) can be expressed as [21]

\[
R_0 = \frac{1}{2 \sqrt{\epsilon_r}} \left(2^m - 1\right) \frac{\sqrt{\pi}}{2 f_c}
\]

where \( c \) is the propagation velocity in free space, \( \epsilon_r \) is the relative permittivity of the propagation medium, \( m \) is the order of the m:sequence shift register, and \( f_c \) is the m:sequence clock frequency.

The unambiguous range is an important parameter as it describes the maximum height (over ground or ice) the platform can fly at and still measure the snow cover between sensor and ground.

The radar system also needs an adequate range resolution to separate internal layers in the snow. Here, we will focus on the actual measured pulsewidth from a test measurement of a metal target [19]. This is done to take into account all factors that influence the range resolution including the transmitted waveform, antennas, and the postprocessing methods.

Theoretically, the range resolution of a pulse compression radar system is given by [22]

\[
\Delta r = \frac{c}{2B \sqrt{\epsilon_r}}
\]

where \( B \) is the effective bandwidth of the radar transmitter and receiver. Equation (2) shows that the radar system bandwidth is a fundamental parameter of the range resolution, and, theoretically, the only attribute that can be modified to improve the range resolution significantly. The bandwidth of m:sequence signals is described in (5). For high dielectric media, \( \epsilon_r \) also has a marked impact on the range resolution. In radar applications, additional factors such as pulse compression, Fourier domain windowing, and image processing methods affect the radar system output range resolution, however, only to a minor degree.

A. Radar Equation for Flat Surfaces

In the special case of flat surface targets, such as planar homogeneous snow cover, the radar equation must be rewritten. To apply this special case, the flat surface must dimensionally be at least two Fresnel zones across. The radius \( F_n \) of Fresnel zone \( n \) is defined as [23]

\[
F_n = \frac{n \pi}{2} \sqrt{\frac{R \lambda}{2}}
\]

where \( n \) is the Fresnel zone number, \( R \) is the distance to the target, and \( \lambda \) is the wavelength of the transmitted signal.

If the target satisfies this requirement, the receiver essentially sees an image of the transmitter at a distance of \( 2R \).

In the case of our radar system, \( (3) \) results in a minimum required radius of the flat target of 3.07 m when the distance to the target is set to the unambiguous range, and using the longest wavelength within the bandwidth of the radar. This configuration can be modeled as a point-to-point communication link (i.e., \( 2R^2 \) dependence instead of \( R^4 \)). For this special case, the radar equation for received power \( P_r \) becomes [23]

\[
P_r = \frac{P_t G^2 \lambda^2 \Gamma}{(4\pi)^2 (2R)^2 F}
\]

where each parameter is defined in Table I.

The equation shows that the received power decreases with \( 1/(2R^2) \) for flat surface targets, which means that increasingly distant targets become significantly harder to detect. However, the received power does not decrease as fast compared to point targets \( (1/R^4) \). Nevertheless, this still is an important limiting factor for any radar system.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_r$</td>
<td>Received Power</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Transmitted Power</td>
</tr>
<tr>
<td>$G$</td>
<td>Gain of transmitting and receiving antenna</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength of transmitted signal</td>
</tr>
<tr>
<td>$F_p$</td>
<td>Pattern propagation factor (total loss factor)</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Fresnel power reflection coefficient</td>
</tr>
<tr>
<td>$R$</td>
<td>Distance from the transmitter to the target (range)</td>
</tr>
</tbody>
</table>

**Fig. 2.** Match filter output for 9th (blue), 12th (red), and 15th (yellow) order shift registers. The time axis is normalized with respect to the register bit lengths. The unit is therefore in bits.

**B. Radar Sensor and Waveform**

The most suitable commercial radar hardware for our application was found to be the ILMsens $m$:explore transceiver system. This was mainly due to strict weight requirements as well as a suitable UWB waveform. This newly developed commercial "$m$:sequence" UWB sensor has several desirable characteristics concerning high-resolution radar imaging.\(^1\) One central attribute is the ability to replace impulse waveforms with signals which spread their energy equally over a long time, hence reducing the signal peak power. This reduction in instantaneous signal level leads to low-cost RF circuit integration [24]. Since this type of waveform does not require a changing frequency (e.g., sweeping oscillator), a more stable system time base is achieved. Moreover, for active components, the nonlinear distortion will also be reduced compared to pulse excitation due to the low peak power of $m$:sequence excitation [25].

The basic concept of signal generation is to produce a binary sequence from a fast shift register controlled by a system clock. The $m$:sequence has a short autocorrelation function resulting in a flat spectrum over a large bandwidth.

The bandwidth of the signal can with some simplification be related to one parameter, the system clock frequency $f_c$ [21]

$$B \approx \frac{f_c}{2} \text{ [Hz]} \quad (5)$$

\(^1\)Visit the ILMsens website at: https://www.uwb-shop.com/products/m-explore/

**Fig. 3.** Simulated antenna parameters. (a) Simulated $S_{11}$ return loss for Vivaldi antenna and Archimedean spiral antenna with cavity backing. (b) Simulated directivity for Vivaldi antenna and Archimedean spiral antenna with cavity backing. (c) Simulated efficiency for Vivaldi antenna and Archimedean spiral antenna with cavity backing.

The $m$:sequence waveform has acceptable sidelobe performance after match filter processing where the sidelobes decrease with increasing shift registry length. Fig. 2 shows the match filter autocorrelation function for the three available radar sensor models. The length of the shift registry also affects the unambiguous range of the radar as each bit represents a range bin in the processed scan. If the shift register has a size of, say, $m$ bits, then the maximal length (i.e., period)
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Fig. 4. (a) Vivaldi antenna prototype with printed lens (1) and inserted slits (2) and Archimedean spiral antenna (3) with cavity backing (4) mounted below radar box (5). The spiral is superimposed on the image as it is not visible from the outside. (b) Radar system mounted on an octocopter drone (Kraken), with the transmitting spiral antenna (1) mounted below the radar box (2), and the two receiving Vivaldi antennas (3) in 90° offset on the sides.

is $2^m - 1$. In the air, and with a registry length of $m = 9$ (used in the UWiBaSS), this translates to a maximum two-way travel length of 5.75 m based on (1).

C. Antenna Development

The system currently in use utilizes two different antenna types: a planar Archimedean spiral antenna with circular polarization, used as the transmitting antenna, and two Vivaldi antennas as receiving antennas; the latter two mounted in 90° offset to each other to produce two linear receiving polarizations. This configuration enables hybrid polarization reception [26], thus potentially increasing signal-to-noise ratio (SNR) when combining the two receiving channels, or finding specific characteristics when looking at the polarization of targets. Common to both antenna types is the ease of production with printed circuit board (PCB) etching or milling. Fig. 3 shows the simulated antenna parameters of the two antennas in question. Full-wave simulations were performed using CST Microwave Studio commercial software, showing that the two antenna types have different performance characteristics, especially when comparing directivity and efficiency.

The Archimedean spiral antenna [27] has peak radiation perpendicular to the surface of the spiral in both directions.

D. Vivaldi Antenna Modifications/Improvements

The main goal of the Vivaldi antenna modifications was to maximize directivity and reduce antenna physical area without loss of bandwidth. Vivaldi antennas are widely used in UWB systems much due to the ease of production through PCB etching or milling technology [29].

Therefore, a cavity with absorbing material of type MF-114 (2.5 cm thickness) was mounted on the back of the antenna [Fig. 4(a)] to avoid multipath standing waves and interference in the UAV systems above. Spiral antennas are capable of nearly frequency-independent input impedance and gain over a wide bandwidth [28]. However, when radiating a wideband signal, the dispersive properties of the antenna cause distortion. This distortion can be described by the impulse response of the spiral antenna which is a chirp [28]. Thus, a dechirping procedure is implemented in signal postprocessing to account for the varying antenna group delay across the frequency band.

Visit the CST website at: https://www.cst.com/products/cstmws

Visit the Laird website at: https://www.lairdtech.com/solutions/rf-microwave-absorption
Fig. 7. In situ measured snow depth and radar image for a 20-m transect taken on Arctic sea ice. This was dry, porous snow resulting in a weak return at the air-snow interface (1), with brine at the snow-ice interface (2). Mean density: $\rho = 0.29$ kg/m$^3$ and dielectric constant: $\varepsilon = 1.55$.

1) Printed Lens in Aperture: Research on printed lenses in the Vivaldi antenna aperture was conducted by Avdushin et al. [29] where it was found that the use of printed lens leads to increased gain and reduced sidelobe levels. The lens was fabricated in the same manner in our antennas only modified to accommodate the larger bandwidth requirements for the UWiBaSS.

2) Inserted Slits: The use of inserted slits in tapered slot antennas was proposed by Kim and Choi [30] where it was shown that a significant increase in bandwidth was obtained with implemented slits of adequate size compared to the basic tapered slot antenna. A similar design was implemented on the Vivaldi antennas in order to obtain the required bandwidth while keeping a minimum antenna area. Fig. 4(a) shows the prototype antenna with both slits and printed lens patches.

Table II describes the key characteristics of the radar system. Note that these values are the actual performance of the entire system. This means that the bandwidth is the combined bandwidth of the sensor and the antennas. The resolution is measured by the full-width at half-maximum distance of a processed radar pulse [19]. Fig. 4(b) shows the radar system mounted on an octocopter drone.

### TABLE II

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal generation</td>
<td>UWB Pseudo noise</td>
</tr>
<tr>
<td>System bandwidth</td>
<td>5.05 GHz (0.95-6)</td>
</tr>
<tr>
<td>Range resolution</td>
<td>$\approx 5$ cm</td>
</tr>
<tr>
<td>m-sequence clock frequency</td>
<td>13.312 GHz</td>
</tr>
<tr>
<td>Measurement rate</td>
<td>32 Hz (max 1000 Hz)</td>
</tr>
<tr>
<td>MLBS order</td>
<td>9 (511 range bins)</td>
</tr>
<tr>
<td>Nominal output power</td>
<td>-7 dBm</td>
</tr>
<tr>
<td>Unambiguous range in air</td>
<td>5.75 m</td>
</tr>
<tr>
<td>Total power consumption</td>
<td>$\approx 12.7$ W (Radar $\approx 9$ W)</td>
</tr>
<tr>
<td>Weight</td>
<td>$\leq 4$ kg</td>
</tr>
</tbody>
</table>

#### E. UAV Description

The UAV used to carry the UWiBaSS is a purpose-built octocopter called “Kraken.” The “Kraken” octocopter can lift a maximum payload of 8 kg. Each of the eight engines (KDE 5215XF-435) has a maximum rated thrust of 8.45 kg using 46 cm x 15.5 cm propellers. “Kraken” uses six cell Li-Pol batteries (currently at 30 Ahr) and Hacker Master Mezon 90 engine speed control (ESC). For navigation and control, a “pixhawk2” autopilot running “arducopter” is used. A SF114 laser rangefinder, mounted on one of the eight arms, accurately measures the distance to the ground. It is set up with a “Here+” real-time kinematic (RTK) global positioning system (GPS), providing much more accurate position estimates than regular GPS. The positioning system has relative and absolute accuracy below 10 cm and 1 m, respectively, in single-channel mode, given the distance to the base station is less than 20 km. This also provides autonomous flights that have been tested at above ground altitudes as low as 1 m. “Kraken” can be set up with an “MBR 144” radio system to operate a 15-Mb/s radio link, which enables near real-time processing of the radar image.

### III. In Situ Methods

The tools used to measure in situ snow depth and density were a depth measurement probe (avalanche probe) and a volumetric density cutter [31]. The depth measurement probe had a centimeter-scale accuracy. Snowpack stratigraphy was assessed in manual snowpits. If we assume the liquid water (and salinity) content to be negligible, then the dielectric constant can be assumed to be real-valued and only dependent on density.

4For more information about SF11 visit: https://flightware.co.za/products/sf11-c-120-m

5For more information about “Here+” RTK GPS visit: http://ardupilot.org/copter/docs/common-here-plus-gps.html
The dielectric constant can be written as

\[ \varepsilon'_d = 1 + 1.91 \rho_d \]  

(6)

where \( \varepsilon'_d \) is the real part of the dielectric constant and \( \rho_d \) is the density of the snow in \([g/cm^3]\).

Considering cases of significant amounts of liquid water in the snowpack (approximately from 2% up to 10%), the real part of the dielectric constant can be calculated as [32]

\[ \varepsilon'_d = 1 + 2\rho_d + 23.5W_u \]  

(7)

where \( W_u \) is the wetness by volume fraction.

IV. GROUND BASED SENSOR VALIDATION

In this section, we study two different measurement scenarios for system validation, both supported by detailed in situ measurements of snow depth, density, and in one case, stratigraphy. Section V presents an airborne test flight measuring snow-covered sea ice.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>DEPTH CORRELATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity/Area</td>
<td>Arctic sea</td>
</tr>
<tr>
<td>Max in situ depth</td>
<td>14.5 cm</td>
</tr>
<tr>
<td>RMSE (% from in situ)</td>
<td>1.16 cm (8%)</td>
</tr>
<tr>
<td>Correlation coeff.</td>
<td>0.89 ± 0.01</td>
</tr>
</tbody>
</table>

A. Measurement Scenarios

A 20-m transect on Arctic sea ice (LAT: 80.1710189 LONG: 6.9864596, Date: May 22, 2017) was used as one of the sites to perform sensor validation. The snow cover is shown in Fig. 5 and was approximately 10 cm of dry snow with approximately 1 cm of briny snow on the bottom of the snowpack (superstrate on the sea ice).

In addition, a 100-m transect at Kattfjordeidet (Troms county, Norway. LAT: 69.655705 LONG: 18.550190, Date: May 8, 2017) was chosen as another site to perform sensor validation.
validation. The relatively deep snow cover (up to 170 cm), shown in Fig. 6, was particularly challenging that day (wet snow with approximately 3% liquid water), as the penetration depth in snow decreases significantly for wet snow [34]. The transect was square shaped with 25-m sides. At each corner, a metal reflector was placed as a calibration point to position the radar traces. These parts of the transect, where we stood still with the radar platform, have been removed from the data sets. Snow depth was measured at 1-m intervals and a snowpit was dug in the middle of the transect to analyze density, liquid water content, and stratigraphy.

B. Data Processing

With low antenna isolation due to UAV mounting restrictions, the main focus of the processing is to remove antenna crosstalk and improve SNR. The first technique applied to the radar data is match filter processing, performed on each received A-scan by cross-correlating the received signal with a locally stored sequence, matching the transmitted sequence before it is stored locally in the radar control computer hard drive. The postprocessing procedure involves subtracting a reference measurement, normally a measurement from a flight well above the unambiguous range of the radar, or subtracting the slow-time mean of the entire B-scan if no reference measurement is available. Dispersion correction to account for the varying group delay of the spiral antenna is performed by rectifying the phase of the signal using a nonlinear least squares model of the phase [28]. More information about this method can also be found in [19]. By using an edge detection algorithm and circular shift of the fast-time vectors according to the edge position, we can flatten the first reflection (i.e., air–snow interface), thus reducing vibrational and fast varying altitude variations in the image. In addition, the fast-time vector is time-stretched at the air–snow interface and below to compensate for the reduced propagation velocity in the snow. In order to time stretch the fast time vector according to the change in propagation velocity in the snow, we need an estimate of the dielectric constant of the medium [21]. For this test, we only considered the real part of the dielectric constant (very low-medium absorption) and used the average of the in situ density measurements to estimate the dielectric constant amplitude. The two receiving channels can be combined to improve SNR or used in further processing steps to generate polarimetric parameters. However, to better assess the performance of the radar system in these initial tests, one channel was used as a first look at the test results.

C. Depth Measurement Concordance

In this section, we will look at GPR style images produced from the radar data. For comparison, the manually measured snow depth across the transect is overlaid on the images.

The resulting radar images show a strong correlation (see Table III) between in situ depth measurements and the ground (and ice) reflection below the snow (see Fig. 7 point 2). Prominent reflectors (at approximately 100 cm) on the snow–ground interface in Fig. 8(a) are assumed to be rocks as the topography in the area contains some rock coverage. These eye-catching reflection points go through a cubic interpolation procedure to create a continuous interface to be compared with in situ measurements. This data set was selected to show how the system performs probing difficult snow conditions. Measurements on dry snow (Fig. 7) show significantly stronger snow–ground (or ice) interface and no internal layer structures as the snow cover was at a depth of maximum 14.5 cm and nearly homogeneous. Fig. 8(a), on the other hand, shows more complex internal structures with two hard layers at approximately 25 cm. These thin, hard layers can be found in the in situ stratigraphy in Fig. 8(b). The hardness of the layers is recorded using the “hand hardness test” [33]. Note that the deepest hard layer in the in situ stratigraphy was not detected. This is due to high attenuation through the snow caused by the 3% liquid water content and/or variations between snow stratigraphy at the snow pit and radar transect.

V. AIRBORNE TESTING

The test was conducted as an octocopter UAV flight with the UWiBaSS system mounted below. The intention was mainly to evaluate the system while airborne to see how it performed with the added mechanical movement of the octocopter. The test consisted of measuring snow depth and stratigraphy while the radar system was flown over Arctic sea ice covered with dry snow (LAT: 80.1707498 LONG: 6.9866582, Date: May 20, 2017). Only one flight was conducted with no in situ measurements to validate the measured snow depth due to harsh weather conditions and difficult accessibility. However, the varying snow depth (shown in Fig. 9) agrees well with how the snow was perceived when walking on the ice, as the ice had several ridges and other irregularities, while the snow had a flat cover. The radar data was processed in the same way as in Section IV, and the dielectric constant was estimated from density measurements taken on the same ice floe the preceding day. The distance axis in Fig. 9 is only an approximate distance as the UAV had errors in the GPS data due to the drifting of the ice floe. However, the UAV was moving in a relatively straight line across the ice floe. Thus, the distance is estimated from the average speed of the UAV. The ice surface was slightly wet with superimposed briny water, which might explain why no significant penetration into the ice was achieved. Note in Fig. 9(a) and (c) that the ice surface rises almost all the way up to the air–snow interface. This is assumed to be the start of a small ice ridge, which was visually detected further into the ice floor. Fig. 9(b) shows relatively constant snow thickness. Also, note scattering hyperbolas close to the center of the transect shown in Fig. 9(b). These are assumed to be small areas of brine-soaked snow on the ice surface.

VI. DISCUSSION AND CONCLUSION

Development and initial testing of the UWiBaSS radar system are presented in this paper. The test procedure consisted of three measurement scenarios. The first setup on Arctic sea ice was during conditions with dry and shallow snow (10 cm) which were easy to penetrate with the radar. The
results show a correlation coefficient of 0.89 and root-mean-square error (RMSE) of 1.16 cm (see Table III) compared to in situ snow depth measurements. The second scenario was far more challenging with snow depths up to 170 cm and as much as 3% liquid water content. Still, the radar system was able to measure the snow depth with a correlation coefficient of 0.87 and RMSE of 13.1 cm. The radar system was also able to detect the most prominent layers in the snowpack [see Fig. 8(b)]. Hence, both setups resulted in an error of about 8% which is acceptable compared to other reported systems [2], [7], [18]. The third scenario was focused on testing the radar system while mounted on a UAV to detect potential challenges and signal dropout with added vibration and translatory movement of the radar platform. The resulting radar images from the test flight show similar responses from the snow with ground-based measurements. We can, thus, conclude that the UWiBaSS works well when mounted on an airborne platform.
Overall, we conclude that the UWiBaSS radar performs according to specifications and has the potential to be a powerful snow measurement tool enabling UAV-mounted, large area snow coverage scanning.

Future work includes developing faster algorithms for radar data acquisition and further improvements on the design of the receiving and transmitting antennas. The retrieval of other snowpack parameters, such as density from UAV-mounted radars, is under investigation and initial results are promising. Furthermore, larger data sets relating in situ stratigraphy and radar response might give insight into the interpretation of the radar images.
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