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ABSTRACT:We present the novel observation that Duschinsky mixings can lead to the 

breakdown of Kasha’s rule in a white light phosphor molecule, Dibenzo[b,d]thiophen-2-yl (4-

chlorophenyl)methanone. Our theoretical analyses show the energy gap between the T1 and T2 

states (0.48 eV) is too large to allow for any significant population of the T2 state at room 

temperature and instead the faster intersystem crossing (ISC) between the S1 and T2 states is 

rather due to strong Duschinsky mixing induced, leading to the emission from the T2 state as 

well.  A second-order cumulant-based method has been used for the calculation of the ISC rate, 

which suggests two order of magnitudes faster ISC rates for S1→T2 compared to S1→T1. We 

found that the carbonyl moiety of the S1 and T2 states of the molecule is significantly different 

with respect to bond angle and dihedral angles, engendering large displacements in selective 

normal modes, thus giving rise to strong Duschinsky mixing.  
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Single molecule white light emitters (SMWLEs) have recently been attracting attention in the 

field of white-light emitting devices owing to the easy device fabrication process, absence of 

color-aging and improved reproducibility compared to its contemporary multi-component 

emitters.1-6 To date, there are few examples of pure organic phosphorescent  which emits solely 

from triplet excitons, 4-6 because of weak spin-orbit coupling (SOC) and the quenching of triplet 

excitons. Moreover, to exhibit white-light  phosphorescence, molecules need to cover the entire 

range of  visible spectrum, which is possible if the phosphor displays dual emission involving a 

higher triplet state, usually the T2 state, together with the lowest triplet state (T1).7, 8 Either strong 

intersystem crossing (ISC) or thermal population from the T1 state leads to T2 phosphorescence 

where the latter situation is favored by a smaller gap.8-11 

In 2017, He et al. 12 have reported some pure organic molecule showing dual room temperature 

phosphorescence (RTP), and interestingly one of these phosphors, Dibenzo[b,d]thiophen-2-yl (4-

chlorophenyl)methanone [ClBDBT], emit white light. They assumed that the small energy 

difference between the T1 and T2 states of ClBDBT allowed for thermal activation of the T2 state 

from theT1, and finally emission from the both states results in the observed dual-emission peak. 

Here, we present an extensive theoretical analysis employing time-dependent density functional 

theory-based response theory (TDDFT-RT)13-16 to probe the dual-peak nature of ClBDBT or, 

more precisely, to scrutinize the reason for the population of the phosphorescence emitting T2 

state. We have calculated the rate of ISCs (kISCs) explicitly using the Condon approximation to 

the Fermi Golden rule within the framework of the time-dependent second-order cumulant 

expansion approach that includes Duschinsky mixing effect.17 Furthermore, the vibronic 

contribution of the two triplet states (T1 and T2) and the corresponding phosphorescence 

lifetimes (τ)18 for the two states are also computed. 
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The structure of the organic molecule ClBDBT is shown in Figure 1. Density functional theory 

(DFT) was used to optimize the ground-state (S0) and the lowest excited triplet state (T1) of 

ClBDBT, where the latter state was optimized from the S0 optimized structure using an 

unrestricted approach. The lowest excited singlet state (S1) and the upper excited triplet state (T2) 

geometries were optimized from the electron density of the S0 state and the T1state, respectively, 

with excited-state gradients obtained from TD-DFT method. All optimizations were performed at 

the Grimme’s dispersion corrected B3LYP/6-311G(d,p) level of theory. To verify that the 

geometries correspond the energy minima, harmonic vibrational frequencies were calculated at 

the optimized structures to ensure there were no negative frequencies. ClBDBT has C1 symmetry 

and the bond parameters for the different states are collected in the Supporting Information, 

Table S1.  The absorption calculations were carried out at the optimized geometry of the S0 state 

and the details are provided in the Supporting Information. All the geometry optimizations were 

carried out using the Gaussian 09 program.19 

 

Figure 1. Structure of Dibenzo[b,d]thiophen-2-yl (4-chlorophenyl)methanone [ClBDBT]. The 

oxygen and four carbon atoms are labeled as the geometric parameters involving these atoms 

display noteworthy deviation in the excited states, specifically between S1 and T2 states. 

The experimental report12 implies the absence of fluorescence from ClBDBT crystalline 

powders, which in turn suggests S1 to be a dark state whereas theT1→S0 and T2→S0 

phosphorescence wavelengths at 300K have been observed at ~570 nm and ~470 nm, 
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respectively.The calculated TDDFT fluorescence strength for the S1→S0 transition agrees with 

the experimental observation. To obtain the phosphorescence wavelengths, we did TDDFT-RT 

computations at the T1 geometry at the B3LYP-D3/Sadlej-pVTZ level of theory as implemented 

in the Dalton program.20 The T1 emission occurs at 566 nm (2.19 eV) and that of T2 at 464 nm 

(2.67 eV), in good agreement with experiment. A comparison of the calculated spectrum with the 

experimental spectrum excluding vibrational coupling is shown in Figure 2. 

 

Figure 2. Theoretically simulated phosphorescence spectrum  with FWHM = 1000 cm -1 (red) 

and the experimental phosphorescence (dashed) of ClBDBT. 

It is well known that broad spectra covering the entire visible region have to have vibronic 

contributions.21-23 He et al.12 did take this into consideration and calculated the vibrationally 

resolved spectra for the T1 and T2 emissions. For the vibronic spectrum of the T1 state, they 

correlated the lowest wavelength peak of the four peaks originating from this transition with the 

experimentally observed sharp peak at lower temperature (>250 K) and assigned it as the 0-0 

peak, which remained smeared due to thermal broadening at high temperature. For T2, they 
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obtained two vibrationally resolved peaks of comparable intensity and designated these as 0-1 

peaks.The TDDFT-RT calculations are based on purely electronic states, so in order to 

investigate the role of vibronic coupling in both the triplet states, we have calculated the Franck-

Condon (FC) overlap integral involving all the 93 normal modes of ClBDBT and considered five 

vibrational quanta for each normal mode (details are given in the Supporting  Information).  

Figure 3a represents the FC vibronic spectrum of the T1 and T2 states. From Figure 3a, it is clear 

that the T1 state has four vibrationally resolved peaks covering the green and red region of the 

visible spectrum and the T2 state displays two intense peaks in the blue part of the spectrum, in 

addition to three less intense peaks. Figure 3a also shows that the theoretically simulated spectra 

match that of He et al.12 and in line with their study, we label the 0-0 peak of the T1 state as the 

one obtained at 512 nm, blue-shifted by 54 nm from the major peak at 566 nm. He et al. 12 

assigned the rest of the peaks as 0-1, 0-2 and 0-3 occuring at a single vibrational mode of 1731 

cm-1. However, we are not able to reproduce these results, as the longer wavelength peaks are of 

very high frequency and are likely to occur from the mixing of two or more normal modes of 

vibration. As far as T2 is concerned, our vibrationally resolved spectra differ from that of He et 

al. 12 These differences could be due to the choice of the level of theory used. Moreover, we also 

conducted a temperature probe on the FC spectrum of the two above mentioned triplet states 

(Figure 3b and 3c) using FCclasses.24  On lowering the temperature, an increase in the intensities 

of the vibronic spectra of both states (T1and T2) is observed. The increase in the intensities is 

attributed to the gain in the quantum yield due to lowering of temperature. 
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Figure 3. (a)Vibrationally resolved simulated spectrum with FWHM = 1000 cm­1 (red line forT1 

state and blue dotted line for T2 state) indicating the 0–0 transition together with the 

experimental photophosphorescence spectrum (black dashed line). (b)Vibrationally resolved 

simulated spectrum with FWHM = 1000 cm­1 for the T1 state at different temperature. 

(c)Vibrationally resolved simulated spectrum with FWHM = 1000 cm­1 for the T2 state at 

different temperature. The experimental phosphorescence showed peaks at ~ 470 nm(T2→S0)and 

at ~ 570 nm (T1→S0). 

As per earlier reports,T2 phosphorescence appears to be more promising in molecules exhibiting 

low T1-T2 energy gap where the higher triplet states are mostly populated from thermal 

activation of the lower triplet state (i.e. T1).8-10 Unfortunately the large energy gap obtained for 

ClBDBT (∆ET2-T1 = 0.48 eV), prevents sufficient Boltzmann population of the T2 state even at 

room temperature, thus indicating faster S1→T2 intersystem crossing (ISC) as the probable 

source of population gain in the T2 state. The rate of ISC serves as the fundamental step towards 

phosphorescence and can be evaluated within the frameworkof time-dependent perturbation 

theory using Fermi’s Golden rule.17Applying the FC approximation and using the Heisenberg 

picture for the SOC Hamiltonian, Marian et al.25, 26 have proposed three different formulae for 
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calculating the rate of ISC (kISC). Recently, Moitra et al.17 have utilized Marian’s25,26 cumulant 

expansion-based method for calculating the kISC and the details of the method is provided in the 

Supporting Information. The simplified expression for kISC is given as 

(1)dt         
0

))exp(tcos(),exp(-2SH T 4 TDR,
2

Im
21

TIR
21SOCnISC 


 κκκκk   

Equation (1) is obtained by separating the real and imaginary part of the cumulants.17,25,26 The 

first term provides the square of the SOC matrix elements for the S1→Tn transition 

(<T1|HSOC|S1> = 25 cm-1 and <T2|HSOC|S1> = 29 cm-1), whereas the second term consists of the 

real time-independent (κR,TI) part, the real time-dependent (κR,TD) part and the imaginary (κIm) 

part of the cumulant expansion, which inturn contains the Duschinsky rotation matrix (J) and the 

displacement vector (D) connecting the normal modes of triplet (QT) and singlet (QS) states. The 

SOC matrix elements are calculated using the zero-order regular approximation (ZORA) as 

implemented in ADF 2016.27 To ensure the convergence of the infinitely oscillating function, we 

have added a Gaussian damping function within the integral of equation 1.The kISC thus achieved 

from equation 1,  for S1-T1 and S1-T2 are 7.71 × 108 s-1 and 2.13 × 1011 s-1, respectively, with the 

latter being ~ 102 faster than the former (Table 1). Although the SOC values for the S1-T1 and S1-

T2 transitions are comparable, the smaller energy separation (0.09 eV) between the S1 and T2 

state favors more efficient ISC between these states. The other factor that could be important in 

determining the net ISC rate is the Duschinsky mixing between the normal modes of the two 

electronic states.  The presence of significant off-diagonal elements in the plot for the Duchinsky 

rotation matrix corresponding to the S1→Tn (n=1,2) non-radiative transitions (Figure 4a) exhibits 

strong mixing of the vibrational states involving all the 93 normal modes. In particular, Figure 4a 

shows that the  extent of state mixing is quite strong for S1→T1 and even stronger for S1-T2. To 
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get insight into the origin of this strong Duschinsky mixing, we have carefully inspected the 

geometryof all the electronic states, S1, T1 and T2.  From Table S1 of the Supporting Information, 

it is clear that the bond lengths connecting the heavy atoms do not change upon excitation. 

However, the bond angles and dihedral angles involving the oxygen atom reveal noteworthy 

differences, in particular between the S1 and T2 geometries. The bond angles <O2-C18-C12 and 

<O2-C18-C19 show an increment of ~7˚ and a decrease by ~9˚ in the T2 geometry, respectively, 

with respect to the S1 state, while the angles connecting only the carbon atoms, i.e., <C12-C18-C19 

and <C13-C12-C18 display negligible change between these states. Moreover, a considerably large 

change ranging from ~23˚ - ~31˚ is observed in the five dihedral angles - four involving oxygen 

atom, and one linking only the carbon atoms (<C13-C12-C18-C19)  between the geometry of the S1 

and T2 states. This significant change in the geometry of the S1 and T2 states suggests that large 

normal mode displacement vectors will lead to strong Duschinsky mixing between the two 

states. It is worth noting that we have used Cartesian coordinates instead of the curvilinear one 

and this is justified since the frequencies of the normal modes involving all the above stated bond 

angles and dihedral angles of the two states  are greater than 100 cm-1 (falling in the range 300-

900 cm-1). 

To check the robustness of our calculations, a variety of kISCs have been calculated for the above-

mentioned transitions, changing different parameters affecting the calculation (number of points 

in the integration, damping factor and final time of integration) and the results obtained were 

found to be very consistent (Table S3). Moreover, the variation in the real part of the cumulant 

expansion as a function of time for S1-T1 and S1-T2 transitions are presented in Figure 4b. Figure 

4b reflects the proper convergence of the integral for the S1→T1 transition. The decay time is 

atleast an order of magnitude smaller than the final time of integration. Additionally, the decay 
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time is set such that it is not less than the time corresponding to the lowest vibrational frequency 

of the states involved. This ensures that contributions from all vibrational modes towards the ISC 

is taken into account. It is also important to notice  that the oscillating function for the S1→T2 

transition is damped completely even in the absence of a gaussian damping function. This can be 

attributed to the large normal mode displacement between the states involved in the transition.25 

 

Figure 4. (a) Absoulute vaules of Duschinsky rotation matrix for S1→T1 (left) and S1→T2 (right) 

transition. (b) The real part of the cumulant expansion of S1→T1(left) transition for the complete 

time range of integration (damping factor=2.0, final time of integration=100 ps, no. of points of 

integration=100000) and S1→T2 (right) transition as a function of time for the first 100 fs with no 

damping. 
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Table1. Electronic transition, transition energy [E (eV)], FC weighted radiative rate constant [kr
0-

0 (s-1)],non-radiative rate constant [knr (s-1)],total computed lifetime [τncomp (ms)] and the 

experimental lifetime [τnexpm (ms)] of ClBDBT. 

Tn→ S0 E kr
0-0 knr τncomp τnexpm 

n=1 2.19 4.57 × 10-2 4.28 231 123.4 

n=2 2.67 9.49 × 10-4 111.13 8.90 0.41 

 

The faster kISC for S1→T2 with respect to that of S1→T1 is further validated from the natural 

transition orbitals (NTOs) depicted in Figure 5. The benzophenone motif exhibits (n-π*) 

character and the dibenzothiophene moiety (π -π*) character. Interestingly, the S1→T1 transition 

is of 1[n-π*] →3[n-π]* type, whereas the S1→T2 transition involves 1[n-π*] →3[π -π*] orbitals. 

 

Figure 5. Natural transition orbitals (NTO) of S1 (left), T1(centre) and T2 (right) states of 

ClBDBT. Isovalue = 0.02. 
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The above observation thus helps rationalize the observed phosphorescence from the T2 state, 

and together with the phosphorescence from the T1 state this gives rise to the dual peak spectrum. 

The respective lifetimes of the two states as observed by He et al. 12 are 123.4 ms for T1 and 0.41 

ms for T2. We have explicitly evaluated both the radiative and nonradiative rate constants for the 

two states. The total lifetime (τ) is expressed as τ = (kr + knr) ­1, where kr and knr are the radiative 

and nonradiative rate constants, respectively. kr is computed utilizing the high-temperature limit 

approximation28 where all the three substates of the triplet manifold contribute equally in the 

phosphorescence process, and the relevant equation is specified in the Supporting Information. 

Additionally, to account for vibronic coupling, the 0-0 FC overlap integrals (0-0 FC factor for 

T1→S0 = 1.7625 x 10-3 and for T2→S0 = 1.0629 x 10-6) are considered in the evaluation of kr.The kr 

achieved for T1-S0 and T2-S0 are 4.57 × 10-2s-1 and 9.49 × 10-4s-1, respectively.The rate constants 

with the 0-0 FC correction (kr
0-0and knr), together with the computed (τncomp) and experimental 

lifetimes (τnexmp) are presented in Table 1. 

knr is calculated using Marcus-Levich-Jortner theory29 derived in the framework of Fermi’s 

golden rule, and is expressed as30,31 

(2)FCWD2S T2
0nnr         Hπ

k SOC 


 

where the first term represents the square of the spin-orbit coupling (SOC) matrix element and 

the second term denotes the Franck‒Condon-weighted density of states (FCWD). The details of 

equation (2) are given in the Supporting Information. The SOCs are calculated with the same 

method as mentioned earlier,and the values are <T1|HSOC|S0> = 54 cm-1 and <T2|HSOC|S0> = 34 

cm-1 for the T1→S0 and T2→S0 emissions, respectively, the former being only 1.5 times greater 

than the latter. The FCWD depends on various energy parameters, reorganization energy, normal 
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mode frequency and the energy difference between the states of interest as well as on the 

dimensionless electron-phonon coupling strength (the Huang-Rhys factor (S)32) over all the 

normal modes (Eq S10 in the Supporting Information).We used FCclasses24 to calculate all these 

parameters and finally obtained knr for T1 (4.28s-1)  and T2 (111.13 s-1), where the value of T2 is 

almost ~26 times greater than T1. This observation is indicative of the decisive role played by 

FCWD in the estimation of knr. Overall, such low rate of non-radiative transition is due to the 

large reorganization energy (λ) involved in the emission procedure; for T1→S0, we considered λ 

of both states (λT1+S0 = 1.72 eV), whereas for the T2→S0 transition, we used λ of the ground state 

only (λS0 = 1.10 eV). The low non-radiative rates contributes to the fact that the lifetimes are in 

the millisecond range. From Table 1, we find τ1comp = 231 ms and τ2comp = 8.90 ms, the computed 

lifetimes corroborating nicely with the experimental data.  

To conclude, we have established that the reason for phosphorescence from the T2 state of the 

single molecule ClBDBT, is the faster rate of S1→T2 ISC, rather than the emission from 

thermally excited T2 state. The population gain of T2 from S1 helps achieve intense 

phosphorescence in the blue region, and the phosphorescence in the higher wavelength region 

occurs due to T1, leading to the emission of white-light and a dual-peak spectrum. Our study 

reveals that strong Duschinsky mixing between the normal modes of S1 and T2 is mainly 

attributed to the ultrafast ISC between these states. The meticulous analyses of the results 

obtained suggest that the bond angles and dihedral angles in the neighborhood of the carbonyl 

moiety  of the molecule studied is significantly different, indicating that the displacement vectors 

in certain normal modes will be very large,which in turn is responsible for the very strong 

Duschinsky mixing in the normal modes of S1 and T2.  
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Supporting Information.  

 (1) Computational details. (2) Co-ordinates of the optimized geometries of ClBDBT. (3) 

Structural parameters. (4) One photon absorption (OPA). (5) Evaluation of Franck-Condon (FC) 

integrals. (6) Analysis for intersystem crossing (ISC) rate constant [kISC]. (7)Estimation of the 

radiative rate constant (kr) for pure electronic transitions. (8) Analysis of the expression for the 

non-radiative rate constant (knr).(PDF) 
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