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Abstract

As modern computer hardware becomes more affordable, the application areas of Artificial Intelligence (AI) expand and become more feasible to implement efficiently. This aspect opens up opportunities where AI robots can be used to support and improve many areas of human lives. One such area is education, and this thesis project combines AI and education to evaluate whether the results from that union can provide effective education. As a solution, a personalized language education robot that teaches the basics of the Italian language was implemented. The robot collects the user’s movie preferences using verbal communication and uses that information during the study sessions to personalize the learning experience. After implementation, the system has been tested on actual students to evaluate its educational effectiveness. The students filled out questionnaires that asked them whether they thought the system was effective in teaching a language, whether they thought personalization was a motivating factor or not, and they also provided their feedback as to how to improve the system in the future. The results showed that the personalized language education robot was, for the most part, effective in teaching the basics of the Italian language. However, the feedback from the users highlighted some key improvements that may be necessary if such a system were to be utilized to cover a broader subject.
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1 Introduction

As modern computer hardware becomes more powerful and accessible, it opens up opportunities for computer systems that were otherwise non-feasible or expensive. This situation has allowed complex applications of Artificial Intelligence (AI) systems to begin taking shape. AI can be described as computer systems that have been designed to interact with the world through capabilities and intelligent behaviors that resemble humans [1]. AI can assess the available information and then take the most sensible action to achieve a stated goal [1]. The common goals for AI can be to provide expert-level suggestions, make predictions on a subject, be a part of a video game, organize day-to-day tasks, match patterns, and classify objects. AI has advantages over humans when it comes to performing many calculations in a quick manner, transforming data, searching through data to look up specific information, and more [28]. One area that AI has been utilized is education. In fact, from the earliest days of computers, researchers have strived to develop computer tutors that are as effective as human tutors [25]. And a review of the field of AI in education showed that the research papers published in the past two decades highlight an impressive process of growth, maturation and evolution within the AI in education field [26].

1.1 Background and Motivation

The application of AI in education has been the subject of academic research for more than 30 years [1]. From applications on smartphones and tablets to robots and desktop computers, AI in education can take many forms. Robots, in general, are materialized views of AI systems that have a specific purpose or a role. Within the scope of education, robots can take the role of a tool, peer, or tutor in a learning activity [3]. In order to teach a subject to a user, robots need to have social capabilities where they can communicate with the user effectively and naturally. They can achieve this social capability by utilizing text-to-speech, multiple language support, physical gestures, and so on.

When considering research in education of any kind, an important topic that comes up is referred to as educational effectiveness. Educational effectiveness is one of the measurable facets of the larger concept of education quality [34]. So, if the education quality is higher, the better the students can learn a subject.

There have been many instances of robots (and AI) being utilized for educational purposes in the past. In one case, a robot taught English vocabulary, story-making, and story understanding to children that improved their language skills [11]. There are some features that the robot is suggested to have to improve its effectiveness. For instance, in another study, the results of an 18-day field trial, where a robot was used to create relationships with children in a mutually informative way, showed that the robot needed to have more things in common with its users [14]. Another study further solidifies the need for this aspect [12]. In that study, an adaptive approach to language tutoring was proposed and was tested, which showed that the adaptive system was successful in the short term with suggestions on how it could be effective in the
long term as well [12]. To sum up the findings from the papers [11], [12] and [14], the idea of using a language tutoring robot is more feasible as long as certain criteria are met. These criteria can be outlined as:

- The robot needs to motivate and engage its users
- The robot needs to have some things in common with its users
  - General knowledge of hobbies, likes, preferences, etc.
- The robot needs to adapt to its users’ learning capabilities and shape its education methods accordingly

Following these criteria, personalization techniques can potentially be used to improve the effectiveness of the robot. Personalization, in this case, refers to the idea of approaching the education experience with the users’ preferences and needs in mind. Thus, providing them with a more unique and personal experience.

![Figure 1 - NAO Robot](image)

To meet the outlined criteria and provide a personalized education experience, the humanoid robot, as seen in Figure 1, created by SoftBank Robotics called NAO [2], is used. NAO has features like facial recognition, text-to-speech, motor functionality, voice commands, and more. These features open up opportunities where new systems can be implemented to run on top of already existing functionality. In this case, a language tutoring system will be implemented to run on the robot, which will incorporate personalization aspects based on the user’s movie-related preferences to teach the basics of the Italian language. The robot learns its current user’s name and movie-related preferences and then proceeds to teach them the basics of the Italian language by utilizing the gathered user information.
The system is then tested on actual students to evaluate its educational effectiveness and gather general feedback on how to improve the system. During the tests, both the robot’s and the users’ behavior is observed and are noted down. The results from the tests are then presented and discussed.

The motivation for this thesis is to explore if the previously mentioned criteria and technologies can work together and be an effective method of education when used for teaching a language.

1.2 Problem

The current education system, which is widely used around the globe, has been around since the Renaissance, where most of the teaching is done by an instructor lecturing to a room full of students while only some of them are paying attention [23]. Although time-efficient, this system tends to leave some students behind in their current studies. Because, as with every other aspect of human lives, people have different ways they can learn a subject as well. Some people learn best at their own pace of study; some are more comfortable learning in a classroom setting; some of them are more motivated for a specific subject than others, and so on. This variation in education preferences brings up a question: With the help of robotics technology and AI, what can be done to provide a more personal and effective language education?

1.3 Purpose

This thesis describes and evaluates an idea of utilizing AI in education to see whether it can be an effective education method for both current and future generations. Also, the design and implementation details of the language education robot system alongside its effectiveness evaluation are presented to expand the available knowledge in AI in education for the research community.

1.4 Goal

The goal of this degree project is to provide a working language education robot system and explore whether or not using this system can be an effective tool when teaching a language to a person. After the education robot implementation is finished, the system will be tested on actual human subjects. The results from those test sessions will be presented alongside a discussion of the results. The result of the entire project will be an insight as to whether the idea of a personalized language education robot proves to be effective or not for both the research community and possibly future generations.
1.4.1 Benefits, Ethics and Sustainability

Growing number of students per classroom and the demand for greater personalization of curricula for children with diverse needs are fueling research into technology-based support that augments the efforts of parents and teachers [27]. This thesis provides a potential solution to these demands using modern robotics and AI technologies to create a personalized education experience for users with different educational needs and preferences. The system can be used to supplement the current education system or be used as a standalone personalized education method. Thus, potentially cutting costs in education and being beneficial for students, teachers, and schools.

From an ethical standpoint, since the robot requires private and personal information from the users, that information is secured and not given to or shown to third parties. Also, the robot is not in any way, shape, or form trying to replace teachers from classrooms but rather assist and supplement the education by providing a more personal connection with the students.

In order for this system and similar systems to be sustainable, further research in the area of AI in education needs to be conducted. Also, further technological advancements need to be made to make the underlying hardware more accessible, powerful and affordable.

1.5 Methodology / Methods

In terms of research methodologies that can be used for this thesis project, there are two main research methods: quantitative and qualitative. Quantitative research methodologies utilize experiments and large data sets to reach a conclusion, whereas Qualitative research methodologies use investigations in an interpretative manner to create theories or artifacts by, commonly, using small data sets [6]. Qualitative research methodologies have been utilized during this thesis project to prove whether the idea of using a personalized language education robot was effective or not. User insight and interpretation were required to evaluate the effectiveness of the system. Also, gathering detailed and subjective information on the system was deemed more useful than gathering large sets of objective data.

Alongside the two methodologies, two respective approaches are available. These approaches are called inductive and deductive. While the inductive approach establishes a general proposition from facts, the deductive approach derives conclusions from known premises [6]. The inductive approach is more suited for qualitative research, and the deductive approach fits the needs of quantitative research. Since, in this thesis project, qualitative methodologies are utilized, and the ideas on this project are more in line with inductive reasoning, the inductive approach was the obvious choice.
1.6 Contributions

The contribution of the thesis is to provide a working personalized language education robot system to teach a language using modern computer hardware and AI technologies. In this setting, the robot takes the role of an instructor and teaches the basics of the Italian language to its students. This system can be used to supplement current educational methods or as a standalone method to learn a language. In terms of Computer Science, the system combines Natural Language Processing, Facial Recognition, and Speech Recognition with robotics technology to create a unified example of such systems and components working together. In terms of education, the system provides an alternate teaching method by using a robot that handles the responsibilities of an instructor, which directly interacts with a human being with little to no supervision. To sum it all up, the system combines already existing robotics technology with Natural Language Processing, Facial Recognition, Speech Recognition to provide an alternate, personalized education method. The thesis itself provides the necessary knowledge, challenges, and details into how all of the previously mentioned areas and aspects of the system can be used together for future research and software development.

1.7 Delimitations

The initial degree project proposal highlighted the inclusion of broader personalization techniques during the education part of the system. However, this feature was deemed too broad and too demanding by the supervisors and was therefore toned down to be just about a specific personalization aspect: movies. This delimitation allowed more focus on the writing parts of the thesis while also taking the much-needed workload off of the implementation part.

Before the project proposal, the system was supposed to teach multiple languages from which the users could select whichever language they wanted to learn. This feature would require too much additional work and would not impact the primary goal of the project in a significant way. Therefore, multiple language feature was also cut down from the rest of the project, and instead, the system only teaches Italian to its users.

1.8 Outline

The chapters in this thesis are as follows:

- **Chapter 2** contains information on robotics technologies and specific related work
- **Chapter 3** provides a description of Natural Language Processing and how it factors into the implementation parts of the project
- **Chapter 4** gives the background information related to language education and personalization alongside related work
- **Chapter 5** goes over the methods and methodologies that were utilized during the project
- **Chapter 6** covers the requirements and the design aspects of the system
• **Chapter 7** provides implementation details of the system
• **Chapter 8** contains the test results and evaluation of the system
• **Chapter 9** concludes this thesis by providing the summary, discussion and future work.
2 Robotics Technology

This chapter will present information on social robots, robot programming, Human-Robot Interaction (HRI), facial recognition, and related work.

A robot is often viewed as a device that performs tasks on command [7]. They can be used in various environments and can vary in terms of the complexity of which tasks they can complete. Some robots are more primitive and are used for more specific tasks (like moving an object from point A to point B). Meanwhile, some robots can handle more complex tasks, and they can observe and interact with their surroundings, communicate with humans, offer insight on a subject, and so much more. Robots are still very limited as to what they can achieve on their own. They often require additional input from humans or from their environment to complete their tasks. This lack of true independence can impede their usefulness on certain topics, but that does not mean that they cannot be improved.

2.1 Social Robots

A certain type of robots, called social robots, have social capabilities that they can utilize to communicate with humans or other robots to complete their tasks. These types of robots can be used in education, therapy, entertainment, and businesses. Based on past research, observations and findings indicate that, in order for social robots to be accepted as social entities, they need to possess certain capabilities. They need to be able to express and perceive emotions, communicate with high-level dialogue, learn and recognize models of other agents [8]. On top of those capabilities, they also need to be capable of establishing and maintaining social relationships while exhibiting distinctive personality and character [8]. These capabilities are not easy to achieve. Both hardware and software limitations can pose challenges when it comes to creating a robot with these capabilities. However, with the help of modern hardware and software technologies, SoftBank Robotics created a robot called NAO robot [2] that provides a working example of a socially capable robot. NAO robot can observe its surroundings, recognize faces, express certain emotions with gestures, move around on its own using its legs and sensors, speak in multiple languages, and much more. On top of all of this, the NAO robot provides an open platform in which custom applications and behavior for the robot can be implemented using pre-existing features.

2.2 Programming the Robot

The framework used in the NAO robot is called NAOqi Framework. This framework is the programming framework used to write custom software for NAO [24]. It allows homogeneous communication between different modules, homogeneous programming, and homogeneous information sharing [24]. The framework contains many modules that provide the featured functionality of the robot. Some example modules from NAOqi framework are:
• **ALProxy Module**: Is a client to the served methods of a module [40]

• **ALMemory Module**: Provides a centralized memory that can be used to store and retrieve named values [41]

• **ALTextToSpeech Module**: Allows the robot to speak [42]

• **ALS<e<eh<e>peechRecognition Module**: Allows the robot to recognize predefined words or phrases in several languages [43]

The modules can be used in custom code to utilize the built-in functionalities and hardware components of the robot. To write custom software and to access these modules, theNAOqi Framework supports C++ and Python programming languages. C++ is a portable, compiled, open ISO-standardized programming language that can be used to write programs for computers to understand and execute [38]. And Python is a clear and powerful object-oriented programming language [39]. A development environment, created by Softbank Robotics, called Choregraphe [22] can be used to write custom software to run on top of the framework. Choregraphe allows developers to create custom behavior, animations, and scripts to provide additional functionality to the robot. Also, using Choregraphe, it is possible to utilize pre-made modules and functions to create even more complex structures.

![Figure 2 - Choregraphe Simple Behavior Example](image)

In Figure 2, a simple behavior created in Choregraphe is presented. If the above behavior example is executed on the robot, it will do a simple animation with its arms (Animation box) then say “Hello” (Say Hello box) and finish the execution. Each box, Animation and Say Hello, contains a script that has code written in Python, and the boxes were created by Choregraphe’s developers. Also, it is possible to create a custom, empty box to write Python code. This aspect allows developers to both create completely new features on the robot itself and utilize pre-built functionality provided by Choregraphe’s developers as well.
2.3 Human-Robot Interaction

One key aspect that needs to be considered when working with robots that interact in some way with humans is called Human-Robot Interaction (HRI). HRI can be described as the study of the interaction between robots and humans. And, in terms of research fields, HRI is at the intersection of psychology, cognitive science, social sciences, artificial intelligence, computer science, robotics, engineering, and human-computer interaction [9]. Understanding HRI is crucial for implementing effective and healthy robot-based systems that interact with humans. For instance, one study suggests that robots need to be relatable in predictable ways to humans while also encouraging a natural bond with them [10]. This aspect becomes more important when the HRI system relies heavily on human-robot socialization. In fact, another study proposes several metrics to evaluate the social effectiveness of the interaction [29]:

1. **Interaction Characteristics:** Observing or analyzing the interaction characteristics like interaction style or social context.
2. **Persuasiveness:** To what extent the robot alters the behavior, feelings, or attitudes of humans.
3. **Trust:** The amount of trust that the robot is able to achieve with the human.
4. **Engagement:** The efficacy of social characteristics that capture attention and hold interest (personality, emotion, dialogue).
5. **Compliance:** Characteristics that influence the cooperation between the robot and the human (appearance, adherence to norms).

Alongside the metrics outlined above, communication is another factor in HRI system effectiveness. The communication delay, jitter, and bandwidth can have profound effects on human performance [29]. Therefore, ensuring smooth and responsive communication can improve the quality of the system and improve the performance of the human interacting with the robot.

The human’s role may also affect the fluidity and effectiveness of HRI. Based on a study, humans can have five roles in an HRI system [30]:

1. **Supervisor:** Humans can monitor and control the overall situation.
2. **Operator:** Humans can modify the internal software or models when the robot behavior is not acceptable
3. **Mechanic:** Humans can physically intervene the robot, so the interaction has the desired effect on behavior
4. **Peer:** Humans can be a peer who can give the robot commands to work together with them.
5. **Bystander:** Humans can act as a bystander who can have some control over the robot’s capabilities.

Each role requires different information and awareness [29]. Therefore, the role a human can take in an HRI system can affect the system’s performance and effectiveness.
2.4 Facial Recognition

Biometrics are any automatically measurable, robust, and distinctive physical characteristics or personal traits that can be used to identify an individual or verify the claimed identity of an individual [35]. Humans have many unique defining characteristics that are inherent to them, such as their eyes, their fingerprints, their voice, their face, and so on. Facial recognition is a biometrics technology that records the spatial geometry of distinguishing features of the face [35]. For instance, once the facial information is recorded, it can then be used to identify the user of a system and give them the necessary access to certain functionality.

When it comes to detecting faces, different methods and techniques can be utilized. The method to be used may vary depending on the limitations of the hardware or the capabilities of the software. There are two traditional ways of recognizing faces. These are geometric (feature-based) matching and template matching [55]. The main idea of geometric or feature-based matching is to extract relative position and other parameters of distinctive features such as eyes, mouth, nose, and chin [55]. Geometric matching can recognize faces even if the details of the individual features are not resolved [55]. This aspect can allow this method to work in non-ideal environments and situations. In the other traditional method, template matching, the image that is represented as a bidimensional array of intensity values, is compared using a suitable metric with a single template representing the whole face [55]. There are, however, more modern approaches to recognizing faces as well. Holistic matching, for instance, works by taking the complete face region into account as input data into the face catching system [56]. In addition, hybrid methods use a combination of both holistic and feature extraction methods, which usually use 3D images of the person’s face [56].

The NAO robot, mentioned earlier, provides the needed modules for facial recognition functionality using its camera and the underlying computer hardware.
As shown in Figure 3 [57], the NAO robot has two cameras located on its face. These cameras are capable of capturing images and video while also being used for identifying objects in the visual field [57]. The robot can recognize human faces using its cameras and built-in facial recognition module. The NAO robot uses a vision module called ALFaceDetection to detect, and optionally recognize faces in front of him [58]. In order for the robot to recognize people, the face shown to the robot needs to have a neutral face (no emotions shown) for detection, and then the robot needs to learn the detected face to be able to recognize the person [58].

2.5 Related Work

The studies mentioned in this section all provide a working example of robots being utilized for education, alongside some findings from tests that have been conducted on actual human subjects.

Comparative Study of Effects of Language Instruction Program Using Intelligence Robot and Multimedia on Linguistic Ability of Young Children [11]

This paper evaluates the feasibility of using intellectual robots as language instruction tools for children. Using picture books as content, the authors have developed a reading program, which had three main stages. In the first stage, called the basic stage, the robot read the entire text from a picture book to enable the children to understand the story and the structure of the book. In the next stage, the practice stage, the children were tasked with practicing their reading and reinforcing their understanding of the study. In the third stage, called the active stage, the children were allowed to have varying linguistic experiences such as story making and understanding. The robot used its LCD display, moved its arms and legs, and expressed emotions using lamps located around its face. They conducted several tests on children at the age of four to test their story making, story understanding, vocabulary, and word recognition abilities. The test results showed that a robot using bi-directional interaction improved the children's linguistic abilities.

The thesis project, much like the paper described above, provides a system which utilizes a robot to teach a language. However, the main difference between both systems is that the system provided by the thesis project utilizes personalization, actual speech, and conversations instead of utilizing a display and gestures to conduct the teaching, which in turn could lead to different results.
Adaptive Robot Language Tutoring Based on Bayesian Knowledge Tracing and Predictive Decision-Making [12]

This paper presents an approach to adaptive language tutoring in child-robot interaction. The authors used a modified and extended version of the Bayesian Knowledge Tracing model as an approach to adaptive language tutoring. More specifically, they use the model to decide which tutoring action to take by the robot based on the learner's knowledge and skills. The authors implemented the model as an application in a child-robot second language tutoring game. The robot was also accompanied by a tablet PC in order to conduct initial tests. The first test was a vocabulary-oriented game that was explained to the children, followed by a test run to make sure that the child was able to understand how to play the game properly. And then, the actual interactive language game was played between the robot and the child subject. During testing, the robot gives positive feedback by praising the child, using implicit corrections, and using confirmation gestures like smiling and nodding to ensure that the child stays motivated and learns the words properly without referring to explicit corrections. After the initial tests, an evaluation study was conducted to assess the effects of the adaptive model on a larger scale. A total of 40 participants took the tests. And, the analysis of the results indicated that the adaptive model was successful in teaching the words during human-robot interaction. However, post-test results showed that there was no significant improvement over the control group. They explain this inconsistency as either a result of the way as to how they conducted the experiments during the post-test phase or as a result of strong inter-individual differences among learners. They conclude the findings by saying that the results, in parts, were very promising and that the future work could focus on refining the model to be effective post-test as well.

The system developed as part of the thesis project provides a language education system that makes use of personalization. The paper above provides a working sample of a language education system that can adapt to its users’ needs. This is similar to the thesis project, where the robot used during the teaching sessions tries to learn the users’ preferences to improve education. The difference between the two projects is that the thesis project gathers preferences on a specific topic (movies), where the above paper focuses more on adapting to its users’ skills.

Children Teach a Care-Receiving Robot to Promote Their Learning: Field Experiments in a Classroom for Vocabulary Learning [13]

Contrary to conventional teaching agents, where the robot takes the role of a teacher or a caregiver, the authors of this paper propose the opposite scenario in which the robot receives instructions or care from children. The authors hypothesize that by using this care-receiving robot, they might construct a new educational framework where learning by teaching is promoted. The authors outline the main use-case scenario of the care-receiving robot as a tool used for learning support or learning reinforcement for children. They claim that using a care-receiving robot can strongly motivate children to take care of the robot. Which, in turn, can motivate the children to complete the topics for learning. The authors chose a venue of an
English language school for Japanese children where it was possible to conduct experiments with the children in a classroom setting, who were aged between 3 to 6 to test their claim. First, pilot trials were conducted. During the trials, the robot was introduced to the subject children with the purpose of observing whether it could promote the care-taking behaviors of children by trying to learn basic vocabulary from children. One observation indicates that the children were more inclined to take care of the robot when the robot gave incorrect answers to the teaching questions. After the idea was deemed feasible, the authors moved over to the main test phase. In this phase, the robot was used to investigate whether it could promote learning by teaching and also categorize the forms or types of the children’s teachings. The results showed that the children were successfully motivated to use the robots, and they also learned more effectively compared to not using the robots. However, it is mentioned that the children spent more time with the robots than without. Therefore, the results might not be fully reflective of a real-life, human teacher to robot teacher, comparison.

The robot system developed on the thesis project teaches its users a language using personalization to motivate them. The above paper explores the idea of using robots to motivate children to learn a language. The method they utilize (children teach the robot instead of the other way around) differs from the method used in the degree project where the robot handles the teaching part. The similarity between the two systems is that they both focus on improving language education by also trying to motivate the users to interact with the robot.

**Interactive Robots as Social Partners and Peer Tutors for Children: A Field Trial [14]**

In this paper, the proposition of whether robots could form relationships with children in a way that the children might learn from the robots as the robots learn from them is explored. In order to study this idea, the authors conducted an 18-day field trial held at a Japanese elementary school. They used two robots that interacted with the first and sixth-grade pupils near the classrooms. The robots were equipped with several sensors, which helped them identify and interact with the children. During their interactions, robots spoke English with the children with the help of gestures. The first week of the trials resulted in children interacting with the robots frequently, whereas the children's interest in the robot declined drastically during the second week of testing. Overall, the robot was able to encourage some children to improve their English skills, more so if they already had some prior English language knowledge. The authors think that, based on the results, interactive robots should have more things in common with their users to be more effective, which is a challenge in terms of both social and technical aspects.

The thesis project’s goal is to determine whether using an educational robot is an effective and motivational tool for education. The paper outlined above explores the motivational effect that two, language education-oriented, robots have on children. The paper is similar to the thesis project in a way that both studies explore the feasibility of using robots to teach a language by motivating its users. The difference between the two is that the paper mentioned above uses robots to interact with a lot of different users, most commonly at the same time, whereas the
robot in the thesis project interacts with one user at a time. Limiting the concurrent users to just one can allow the robot to provide a more personalized approach. Which the authors of the paper mention as a potential solution to the “lack of motivation” problem.
3 Natural Language Processing

In this chapter, Natural Language Processing (NLP) will be described alongside key aspects of NLP. The chapter will also touch upon speech recognition and how it ties to NLP, and some related work will be presented.

The way humans interact with computers usually involves using external tools for input like a keyboard and a mouse. Using those tools could be considered as being natural to computers, but what about something that is natural for humans, like speech? The answer to that question is Natural Language Processing (NLP). NLP is an area of research and application that explores how computers can be used to understand and manipulate natural language text or speech to do useful things [17]. Using NLP, it is possible for a computer to both analyze given sentences and to create new sentences from scratch. Therefore, NLP allows computers to understand human speech (or text written in natural language) and to give back responses to them in a natural manner as well.

3.1 Speech Recognition

In speech recognition, sounds uttered by a speaker are converted to a sequence of words recognized by a listener [36]. Speech recognition allows a computer-based system to acquire spoken, natural, input from a user and then turn it into something it can understand and work with. This method of acquiring input is useful when other forms of input methods (keyboard, mouse, etc.) are not usable in a use case scenario. The way speech recognition works depends on the underlying model used during processing. A study outlines the commonly used models as [54]:

- **State machines**: Consists of states, transition among states, and an input representation.
- **Rule systems**: One of the main tools used when dealing with knowledge of phonology, morphology, and syntax.
- **Logic**: Used for modeling semantics and pragmatics.
- **Probabilistic models**: Used for capturing every kind of linguistic knowledge.
- **Vector-space models**: Used in information retrieval and many treatments of word meanings.

Most tasks in speech and language processing can be viewed as resolving ambiguity [54]. An input is said to be ambiguous if multiple, alternate linguistic structures can be built for it [54]. This ambiguity stems from the way humans speak and can be hard to resolve without context. For example, a sentence like “The cat is gone.” can be interpreted as the cat is outside the house or as the cat is dead. The models mentioned before can help resolve these ambiguities. Thus, allowing the computer to understand the meaning of a given human speech in a better way.
Within the scope of NLP, speech recognition works as a gateway to analyzing recognized spoken language. With speech recognition, it is possible to gather utterances from users to be parsed and analyzed for semantics or named entity extractions, and so on. This interrelation does introduce some dependencies between NLP and speech recognition. For instance, if the speech recognition module is not able to accurately recognize speech, the output text from the module will be inaccurate as well, which, in turn, reduces the accuracy of NLP parsing. Therefore, it is important to find the balance, in terms of accuracy, between speech recognition and NLP to understand human speech properly.

3.2 Parsing and Generation

The two main activities in NLP can be categorized as parsing and generation. Parsing is the process of analyzing a sentence to determine its syntactic structure according to a formal grammar [4]. Parsing is not directly concerned with giving meaning to a given sentence, but it enables it. After parsing is done, it is possible to analyze the determined structure to find out what the sentence actually meant. This process of finding the meaning of the sentence is referred to as semantic analysis [4]. This process is rather complicated, and it depends on a number of external aspects like context, common sense reasoning, results of the parsing, and more [4]. With the co-operation of parsing and semantic analysis, it is possible for a computer to analyze and give meaning to an input sentence.

Generation is the process of creating a structurally sound and meaningful sentence within some context. Usually, the way humans decide on what to say depends on the current space, time, and situational constraints [5]. Generation, within the scope of NLP, works in a somewhat similar way. The overall task of generating a sentence covers a broad spectrum ranging from planning some action to then executing it [5]. This range of actions contains many small decisions in between that alter the way the final output is determined. So, the generation task can be characterized in terms of mapping information from some non-linguistic source (like a knowledge base) into some corresponding linguistic form [5].

3.3 Part-of-Speech Tagging

Part-of-speech (POS) tagging aims at labeling each word with a unique tag that indicates its syntactic role [16]. Words in a sentence can take syntactic roles such as nouns, verbs, adverbs, and so on. Using POS, it is possible to find out the structure of a sentence or check if the given sentence conforms to the syntactic rules.
The results of an example tagging scenario can be seen in Figure 4. In this figure, the sentence “I like watching movies” has been POS tagged, and each of its elements have been given a tag to represent their role in the sentence. The element “I” has been tagged with “PRP” which stands for personal pronoun, the word “like” has been tagged as “VBP” which stands for verb present, the element “watching” has been tagged as “VBG” which stands for verb gerund and the element “movies” has been tagged as “NNS” which stands for noun plural. With the help of these tags, it becomes possible to analyze the sentence further. POS tagging does not give any information as to what exactly the sentence meant. But, by understanding the structure of a sentence, it is easier to find out the meaning of it.

3.4 Named Entity Recognition and Extraction

A Named Entity (NE) can be seen as a first-level generic semantic information that can be found on documents like text, audio, video [32]. Named entities in documents can be the name of a person, a title for a movie, a unique name for an object, and more. Recognizing and extracting such entities can help understand the meaning of the sentence, and the extracted entity can then be used to serve another purpose. Named Entity Recognition (NER) labels automatic elements in the sentence into categories such as “PERSON” or “LOCATION” [16]. The categorized elements can then be extracted from the sentence for other use cases. One use case could be to gather information about a person’s preferences on a subject to provide personalized services like advertisements, recommendations, or education.

The process of recognizing and extracting named entities is not quite straightforward. Different sentence structures, complex named entities, mixed-language entities, and other such factors, make recognizing and extracting named entities more difficult. Even if such difficulties are accounted for, recognition and extraction tend to be inaccurate at times. In order to make the NER system more accurate, techniques like POS tagging, machine learning, or chunking can be utilized. In the past, such techniques have been utilized to provide accurate NER results [33].
3.5 Related Work

Presented in this section are some related work that combines NLP and robotics to serve specific purposes.

Using Natural Language Processing (NLP) for Designing Socially Intelligent Robots [15]

In this paper, the possibility of using NLP as a tool to enable social robots to create dialogues that build trust and comfort between the users is explored. The robots learn from interpersonal interactions with users, learn the user's personal information and preferences to build a user profile, which is then used in the dialogue. The author has designed a dialogue system, using NLP, that can collect basic personal data (age, name, likes, dislikes, and so on) and either create a new user profile or update an already existing one. In this scenario, the robot also uses facial recognition, aided by artificial neural networks, to help aid profile creation and detection. The robot uses personal information to customize future dialogues in order to foster long-term interaction by building trust and comfort. The author tested the system by implementing the designed system on the NAO robot and then testing the robot's ability to extract personal information and use it to customize the dialogue on ten college students. The test is conducted for two weeks. In the first week, the robot is introduced to the users, and it starts gathering information about them. In the second week, the robot’s abilities to retrieve and utilize the personal information are tested where the users are asked to rank the relevancy of the information and how much do they feel the robot knew them. As a result, 63.5% of students were satisfied with the system performance. As future work, the author claims that gathering deeper knowledge about the users (like family or friendship tree) can help provide a better understanding of the users and potentially improve the user satisfaction rating.

NLP, in the thesis project, is used in certain parts of the system to analyze and extract useful information from user inputs for future use. The paper above combines NLP with intelligent robots to create a system that can gather personal information of users, utilizing natural speech. In that regard, the thesis project is similar to the system mentioned in the paper. The difference is that the paper above is only focusing on gathering accurate information and not utilizing that information to serve a different purpose, the thesis project, however, utilizes the gathered personal information to aid in teaching a language.

Spoken Language Processing in a Conversational System for Child-Robot Interaction [31]

In this paper, a conversational system for child-robot interaction is presented. The purpose of the paper is to highlight some practical issues concerning spoken language processing that can occur from the usage of a robot. The authors of the paper have developed an event-based integration approach using the NAO robot using a middleware. The system they developed has three game-like activities that the children can interact with. The quiz activity allows the robot...
and the child to ask each other multiple choice quiz questions from different domains. The imitation activity allows either the child or the robot to present a sequence of simple arm poses that the other tries to memorize and imitate, and the dance activity allows the robot to teach the child a series of dance moves. The robot utilizes automatic speech recognition combined with natural language understanding to recognize and analyze child speech. The authors mention that child speech is different from adult speech and that more robustness against recognition errors needs to be in place to understand child speech properly. The robot can also generate sentences, responses, and general feedback using natural language generation. The authors have applied a yearly cycle of specification-development experiments. In these experiments, every subject was invited to play with the robot three times with very little supervision. The initial evaluation has yielded encouraging results, and the authors think that more detailed experiments need to be conducted to analyze the system further.

The NLP implementation in the thesis project focuses on parsing to extract user preferences for use in the study sessions. Whereas, the paper summarized above combines both parsing and generation to provide three simple game-like activities for children. The main difference between the two projects is that the paper outlined above gives more complex feedback to its users using NLP generation techniques, which the thesis project does not utilize. The similarities, on the other hand, lie with the parsing part of the communication where both systems utilize speech recognition and NLP techniques to understand and analyze human speech.
4 Education and Personalization

This chapter will highlight the importance of education in general, provide insight into the importance and key aspects of both language education and personalized education alongside some relevant work within those areas.

Education is an important part of human lives. In past studies, education has been observed as an important factor in economic growth in African states [44], the level of education has been suggested as being an important factor in the employment of head nurses by highlighting the value of research methods and supportive leadership [45] and, education levels have been determined as a key factor in improving the rates of organ donation [46]. Furthermore, getting an education can open up job opportunities by making the person more qualified for a position. And, there are many education fields to choose from, for instance, a person can choose to study science, literature, language and more. A person can choose to focus on a specific field or choose to study several at a time. It all depends on what that person is trying to achieve once they are educated.

4.1 Language Education

Language education is a field of education in which a student can learn to speak, understand, and write in a specific language. An incentive to learn a language can arise from the reason that, as the world communities develop business and political relationships, there is a greater need for individuals to develop multilingual competence [47]. In general, learning another language can allow humans to communicate with others who share that same language. When it comes to learning, a collective term called learning styles is used to describe the ways in which an individual characteristically acquires, retains, and retrieves information [48]. To match the learning styles in education, there exist teaching styles that correspond to them. In terms of language education, a study suggests several teaching styles to utilize during language education lessons which are [48]:

- Motivating learning
- Balancing concrete information and conceptual information
- Balance formal training with more open-ended, unstructured activities (cultural contexts for the target language)
- Making liberal use of visuals
- Assigning repetitive drill exercises
- Balancing inductive and deductive presentation of course material

Based on these suggestions, if the instructors pick some suggestions that look feasible and utilize them during lessons, the most suitable teaching style will naturally evolve with a potentially dramatic effect on the quality of learning [48]. Covering the needs of the students, in terms of learning styles, can potentially lead to a more memorable and effective education.
4.2 Personalized Education

Students learn in different ways. For instance, students can learn by seeing and hearing, reflecting and acting, reasoning logically and intuitively, memorizing, and visualizing [48]. In response to these individual needs of students, personalization in education not only facilitates students to learn better by using different strategies to create various learning experiences but also caters to teacher’s teaching needs in preparing/designing varied teaching/instructional packages [49]. In a classroom setting where a diverse group of students exists, the needs and wants of every student in terms of learning styles can be covered with a more personal and individualistic approach to teaching. In the past, there have been several personalized approaches being applied in education. A study highlights several attempts to deliver personalized education where universities and their faculty engage in a variety of activities that include developing relationships with students both in and out of the classroom, reducing class sizes, implementing various types of educational plans, and facilitating collaborative learning experiences in the classroom [50]. While there are possibly many answers to how personalization in education could be applied, the previously stated approaches seem to be the more common responses to utilizing personalization in education. The main takeaway with the idea of personalization is to adapt to the learners' needs. One such way of adapting could be to utilize personal preferences on a specific topic of interest for that learner. Perhaps, in this manner, the learner could feel more motivated to study, and the subject to be learned could be more effectively understood.

4.3 Related Work

In this section, related work in personalized language education will be provided and then compared to the thesis project by highlighting differences and similarities between them.

**Personalized mobile English vocabulary learning system based on item response theory and learning memory cycle [51]**

The authors of the paper start by mentioning the importance of fluent international communication and how learning English is very popular in non-English speaking countries. They also highlight the importance of learning English vocabulary and how difficult it may be when learning English in general. They mention how forgetting learned vocabulary is a serious problem while learning English vocabulary. And, as a solution, they present a novel personalized mobile English vocabulary learning system that tailors English vocabulary learning materials to individual learners based on their vocabulary abilities and learning memory cycles. The system evaluates the learner’s vocabulary and then recommends proper learning materials for that learner. The system, in general, allows the learners to use the least time to achieve the most efficient learning of vocabulary. The users can use the system whenever and wherever they want as long as they have a network connection on their mobile device. By using the system, the learners can learn new vocabulary suggested to them and also review their vocabulary learning progress to alter the way the system recommends new vocabulary to be studied. Once the system had been implemented, the authors conducted experiments in which a group of university students was invited to participate in using the system to learn English vocabulary. The participants were informed on how to use the system
and were given five weeks to study English vocabulary using mobile devices in which the system was installed. After five weeks of using the system, the participants were invited to a post-test session to evaluate their English vocabulary abilities and to complete a questionnaire to assess their degree of satisfaction after learning. The results showed that the review strategy of the system was very helpful. And, the authors think that the results revealed that the personalized mobile English vocabulary learning system can significantly enhance the learner’s English vocabulary abilities and promotes learning interest.

The personalization aspect within the thesis project focuses on movie-related preferences of the users to tailor their learning experience and motivate them to study. The difference is that the system presented in the related work focuses more on the learners’ vocabulary learning abilities to adapt the course of education to their needs. The similarities between the two systems are that they both try to adapt to user needs by providing flexible and personal study sessions that do not impose strict limitations in terms of time and space of the education session.

**Personalized Intelligent M-learning System for Supporting Effective English Learning [52]**

The paper highlights a growing community of web users as wireless mobile devices and how the development of educational technologies also tend to be more mobilized, portable, and personalized. The authors of the paper state that mobile learning is an effective form of flexible learning, and learning English is very popular in non-English speaking countries. Based on their statements, they promote a system that takes the advantages of mobile learning by breaking the limitations when it comes to time and space of learning. In this personalized intelligent m-learning system, electronic English news articles are automatically retrieved from English news sites by an intelligent crawler agent, which are used as the course materials. The system recommends news articles to the learners based on their reading abilities which are assessed by the system. The system also takes the difficulty of the article into account when recommending it to the user. The authors have not provided actual experimental details or test results; however, they believe that the implemented system provides benefits in terms of providing a mobile and ubiquitous learning environment for English learning.

The system implemented in the thesis project utilizes a robot to carry out personalized education. Also, the personalization aspect focuses more on users’ interests. The system implemented in the related work focuses on the learners’ language capabilities when it comes to personalization and utilizes mobile devices to carry out education. Asides from those differences, the two systems are similar when it comes to their goals, where both systems utilize modern tools and devices to provide an effective personalized language education.

**Personalized and Contextualized Language Learning: Choose when, where and what [53]**

Initially, the author of the paper describes how the growth of mobile and ubiquitous learning technologies has opened up new avenues and learning areas for learners. The author highlights how language learners can continue their learning process outside the classroom whenever and wherever they want. Alongside this information, some challenges related to such mobile learning systems are mentioned. Challenges being: personalization and contextualization of the
learning resources. As a response to the challenges, the author describes a prototype system called PALLAS, which is a personalized and context-sensitive foreign language system for real-life simulations using mobile devices. The system provides support to the learner by providing personalized and contextualized access to learning resources. The author also describes how learning resources need to reflect real-life situations since the learning process is done outside the classroom. To envisage the usage of the system, the author has created a scenario to identify the initial functional requirements of the system. In this scenario, the author describes a situation where a student sees a notification from the system, telling her that the art gallery has a French art exhibition. She visits the exhibition, which also allows her to get in contact with some French people that she could practice her French with. Whenever she has a problem understanding a French word, she queries the system’s built-in dictionary. In order to provide the personalization aspect of the system, the system creates a user profile that contains information on their age, skill level, native language, interests, and taken courses. The system also incorporates some environmental factors as well, like location, time and day, and mobile devices used by the learner. The author explains how, due to resource restrictions, the system has not been able to be populated with language content. However, three language teachers were asked to evaluate the system from their perspectives, and the results from this evaluation show that the teachers thought the system was consistent with their teaching and learning philosophy and approaches. Two of the teachers also stated how the system took the language learning process outside the boundaries of a classroom and that it added content and reality to the course by making language learning a part of every-day life. The overall conclusion from the evaluation was that the system increased the flexibility of learning for students and that it was a suitable means of providing personalized learning.

The system implemented as part of the thesis project creates a user profile, fills it with movie-related preference information, which it then utilizes during teaching sessions to go over both every-day aspects of the Italian language and its grammar rules. In this manner, the system implemented in the thesis project and the aforementioned related work show similarities where both systems rely on the usage of user profiles and personal information to provide a personalized language education experience. The difference between the two systems is that the system described in the related work has not been tested on actual end-users where the thesis project has been tested with actual users.
5 Methods and Methodologies

In this chapter, research and engineering related methods and methodologies used during the thesis are described in detail alongside validation, verification, reliability, and replicability information.

5.1 Research Methods and Methodologies

Within the research community, two research methodologies show the most common coverage of many research types. These two research methodologies are called quantitative and qualitative. Quantitative methodologies use experiments and large data sets to reach a conclusion, whereas, qualitative methodologies rely on investigations in an interpretative manner using smaller data sets to create theories or artifacts [6]. As explained earlier in the Introduction chapter, the main research method that was used during this degree project was qualitative. With the reason being that, in order to be able to evaluate the effectiveness of the system, more detailed and subjective data from the users were required, which alleviated the need for a large data set in this case.

Since the evaluation of the system depends on the user’s interpretations and opinions of it, the philosophical assumption, interpretivism, was deemed suitable for this degree project. The aim of interpretivism is to discover the meanings that people assign to a phenomenon by exploring richness, depth, and complexity, often, in an inductive manner [6]. By doing so, a general understanding of the phenomenon can be reached [6].

The method used during research was non-experimental for this thesis. The non-experimental method describes or predicts behavior or opinions and can also describe relationships between variables [6]. This method is often used to study the users’ behavior or opinions of functionalities and interfaces [6]. Since the thesis work involves user opinions on the effectiveness of the system, the non-experimental method was chosen.

The inductive approach (or reasoning), as explained earlier in the Introduction chapter, is about establishing a general proposition based on particular facts [6]. The data for this approach is collected and analyzed to gain an understanding of the phenomenon and establishing different views of the said phenomenon [6]. Since the evaluation of this system is very opinion heavy, inductive approaches helped verify if the initial proposition was effective or not. Therefore, it made sense to use the inductive approach for this project.

Data collection for this project was done by using questionnaires. Each test subject, anonymously, filled out questionnaires that asked them about their opinions of the system, their prior knowledge of Italian language, their past experiences with robots, their opinion on whether the personalization topic (movies) was a motivating factor or not and an open-ended general feedback question on what could improve the system in the future. The anonymity of questionnaires allowed the users to give out their unbiased opinions. The questionnaires also enabled more detailed questions that elicited detailed responses. When combined with the
anonymity, the detailed answers provided much-needed insight into the effectiveness of the system alongside important feedback as to how to improve the system, and possibly systems like it, in the future.

After the data was collected, the gathered information was analyzed using analytic induction. Analytic induction is an iterative method that alternates between collections and analyses [6]. The iterations continue until no cases dismiss the hypothesis or theory [6]. Therefore, by utilizing this data analysis method, the claims of the implemented system were compared to actual results in an iterative manner, which allowed effective and efficient analysis of the test results. The analyses made from the data also showed whether the system was effective in teaching a language or not. Using this data collection method showed that the system was mostly effective except in a number of areas that needed improvements.

5.2 Validation and Verification with Reliability and Replicability

An important process in research is validation. The purpose of validation is to ensure that each phase of the chosen research methodology rigorously adheres to the highest standards of quality [59]. The validation method changes from study to study, and for this research, the construct validity method was utilized. Construct validity ensures that a research effort measures what it is supposed to measure [59]. To validate the thesis project, a user test has been conducted to gather user input and feedback through questionnaires to measure the educational effectiveness of the implemented system.

In qualitative research, verification refers to the mechanisms used during the process of research to incrementally contribute to ensuring reliability and validity and, thus, the rigor of a study [60]. There are several strategies when it comes to verification. Based on a study, five verification strategies are highlighted [60]:

- **Methodological coherence**: Ensuring congruence between the research question and the components of the method [60]
- **Sampling sufficiency**: Appropriate sample that consists of participants who best represent or have knowledge of the research topic
- **Concurrent data collection and analysis**: Forms a mutual interaction between what is known and what one needs to know [60]
- **Thinking theoretically**: Ideas emerging from data are reconfirmed in new data [60]
- **Theory development**: Theory is developed through the outcome of the research process and, as a template for comparison and further development of the theory [60]

With these strategies in mind, for this research, to cover methodological coherence, the system was designed with the research question in mind at all times. To properly fit the research question, the requirements for the system were deliberately chosen and designed for. In terms of sampling sufficiency, students from varying backgrounds and levels of education were chosen as participants most fitting to represent the potential end-users of such a system. Both
during and after testing, the collected data was iteratively checked for response correctness and was analyzed to get an immediate sense of what the system was capable of and whether the data provided the answers for the research question or not. As the data was being collected and analyzed, feedback from the users started to show potential cases for improvement and hints at future research. This aspect started to develop an iterative theory which also started being more solidified as more data was collected and analyzed. As a result, a broader, more complete theory was formed, and future research potentials were highlighted.

Reliability is related to the concepts of consistency and repeatability in the data collection [59]. For this research project, parallel forms reliability was utilized to ensure research reliability. Parallel forms reliability refers to the consistency of different, but related measurement tools when applied to the same sample [59]. In the case of this research, the measurement tool refers to the implemented education system, and the sample refers to actual users who are students. Since this research is similar in some ways, and different in other ways, to related studies, the collected data and results were fairly similar. Thus, ensuring research reliability.

The research done in this thesis project alongside system design and implementation details were provided as they were in detail so that this research could be replicated to achieve potentially similar results. It is worth mentioning that the test results could differ based on the test participants. Because the results of the tests are opinion heavy and, different people from different backgrounds with varying education levels could have different opinions about the system, which could alter the results in a positive or negative way.

5.3 Engineering Methods
As a basis, software engineering tasks were utilized as engineering methods for this degree project. These tasks are:

- Requirements Gathering
- Design & Architecture
- Implementation
- Testing

Normally there are five tasks total in software engineering with the fifth one being maintenance. However, as can be seen on the bullet list above, maintenance is not included as part of the engineering tasks that were utilized for this thesis project. The reason why the maintenance task is not considered is because of the fact that the implemented system was not going to be maintained for prolonged periods of time after the testing task has been concluded.
5.3.1 Requirements

In order for a software system to provide the service that is required by its users, the functionality of the system must be determined. In order to do this, requirements must be gathered from either the end-users, shareholders, or the staff that is responsible for developing the software product. Requirements are split into two distinct categories: functional and non-functional. Functional requirements are direct specifications as to how the system should function technically. These types of requirements are very precise and descriptive. Non-functional requirements, on the other hand, represent specifications of the system’s non-functional aspects like security, usability, reliability, and so on. These types of requirements are generally vague, but they have an important impact on user interaction and experience. Both of these requirements must be determined clearly in order for the developed system to serve its purpose in the most proper way possible.

In the case of the degree project, the requirements are self-determined, which means that there is no third party specifying the requirements. This aspect opened up possibilities where the system functionality was more flexible, which made it easier to adapt to necessary setbacks and adjustments to the scope of the degree project during the timeline of the entire project. The requirements for the developed system in this degree project aim to cover the goals of the project while also providing additional features to provide better human-robot interaction.

5.3.2 Software Development Method

While developing the system, the Agile software development method was used. The Agile method is an iterative approach to software development, where the system goes through multiple iterations before it is ready to be released. These iterations include the first four tasks of software engineering (requirements gathering, design, implementation, and testing) and are carried out at each iteration. Utilizing this method enables the system to adapt to changes in requirements more quickly and effectively.

The reason why this method was utilized in this degree project was that: at any given moment, there could be one or more, small or drastic changes to the requirements of the system. These changes require quick action and adaptation in order to not halt the development progress for prolonged periods of time. And that is the reason why the Agile method was utilized in this project.
5.3.3 Testing
The developed system was tested both during and after the implementation. The subsections below will describe how both tests were carried out in detail.

During Development
At each development iteration, the system was tested by the developer. The testing involved, interacting with the robot from scratch, each time, to go over every dialog option that was implemented up to that point. To make sure that most use-case scenarios were tested, different inputs were used in various combinations to check whether the robot was able to handle each input correctly. Also, to test worst-case scenarios, inputs that were not able to be adequately processed by the robot were included in some test cases to see how the robot reacted to those inputs.

Post-Development
After the system was developed and tested thoroughly by the developer, it was tested for real-life use case scenarios. These tests were carried out with humans that were not related to the development in order to make sure that there was no positive bias towards the system. Also, this aspect of testing provided additional insight as to how the robot interacted with new users. Before the tests, the test users were given information as to how the robot works, what the limitations of the robot are, and that they should go over every dialogue option. All test users were asked to go through all study options to cover every aspect of the language education provided by the robot. The test users were also asked to talk to the robot about their movie preferences to test the impact of personalization during study sessions. The rest of the explaining and interaction was done by the robot itself. After the test is concluded, the test users were asked to, anonymously, fill out a questionnaire going over their experience with the robot and whether they thought the education they got was effective or not. After the users filled out the questionnaires, the results were evaluated and discussed.
6 Software Development of the Robot System for Personalized Education

As a solution to the research question, a robot that teaches the Italian language to its users using personalization has been designed. In this system, the robot uses text-to-speech, speech recognition (English and Italian), Natural Language Processing, and facial recognition to teach the users the basics of Italian language using personal, movie-related information. The robot first learns who the current user is by recognizing their face and asking their name. Then, it can ask the user what their favorite movie, actor, and movie genre are and extract that information from recognized speech using speech recognition and natural processing. The robot can use the gathered personalized information during study sessions, which cover: basic Italian vocabulary, basic Italian present tense, and common Italian social conversation phrases and sentences. Thus, providing personalized language education to its user. To develop this system, first, the requirements of the system needed to be specified. And then, a system design needed to be created, which would pave the way for the actual implementation.

The requirements are divided into two categories: functional and non-functional. And, the design aspects of the system are explained in a top-to-bottom manner (high level first, low level after).

6.1 Requirements

The requirements for the system were self-determined, meaning that they were not determined by a third party. While determining the requirements, the goals of this thesis were used as a basis. From which, additional requirements were added on top so that the system provided a better user experience. The requirements for the system are outlined in two categories: functional requirements and non-functional requirements.

Functional Requirements

The functional requirements of the system cover the general features and functions of the system with detailed descriptions. And, the functional requirements of the system are:

- The way of interaction between the robot and the user must be made via human speech
- The language that will be taught must be Italian
- The language used during non-study interactions must be carried out in English
- The robot must be able to learn its users’ faces and names
- The robot must be able to create a user profile for new users
- The robot must be able to recognize and remember previous users
- The system must be able to recognize human speech properly
- The system must be able to analyze recognized speech and extract word roles and named entities (human names, nouns, movie names)
- The robot must be able to give the users options at critical steps to alleviate mistakes
- Provide a safety net when learning the users’ name with a user name confirmation sequence in order to learn a user’s name properly
- Repeat back certain responses that include unique names in order to give feedback to the user that what they said were properly understood or not (extracted movie title, actor name and movie genre)

- The robot must greet the user with their name
- The robot must provide a dialog to learn the users’ movie related preferences
  - Favorite movie
  - Favorite movie genre
  - Favorite actor or actress
- The robot must clearly present the study options that are available to the user
- The robot must incorporate movie-related preferences and users’ personal information during study sessions

### Non-Functional Requirements

The non-functional requirements cover the system’s more user experience related specifications with more general and vague descriptions. The non-functional requirements of the system are:

- The system must be secure
  - The personal information of the users must not be revealed to other users or third parties
- The system must be easy-to-use
  - The robot should provide means to navigate through provided functionality easily and convey the instructions on how to navigate the functionality clearly to its users

### 6.2 Design

When designing the system, first, a dialog diagram was created to give a high-level description of the dialog system for the robot. In this diagram, as can be seen in Figure 5, the robot AI has to follow through forced paths, which can lead to other paths based on input. This input is either gathered from the environment or as a command from the user. Following the diagram, the robot has to introduce itself first. After the introduction, the robot needs to detect a face. If it detects a face, it will check if that face is already known. If it is a known face, the robot greets the user and loads the stored user information file or, if the face is not known, the robot has to ask if the user would like to create a new profile or try detecting the user’s face again. The retry face detection functionality here is included to eliminate recreating profiles in the case of faulty face detection scenarios. Where the user may already be registered, but the facial recognition system was not able to classify the detected face properly, which could cause an unnecessary new user profile creation. After the face is recognized properly, and the user is not yet registered, a new user profile needs to be created. The robot has to learn its current user’s name first. After the name is understood by the robot, the face and name information are stored under
a user profile file stored within the local storage of the NAO robot. Once the user profile creation path is completed, the robot comes to the core decision phase of the application. In this decision phase, the user has two options. The first option is to socialize, and the second option is to start studying with the robot. If the user picks the socialize option, the robot will chat with the user and learn what their favorite movie, actor, and movie genre are which are to be used in the study sessions later on. After the movie preferences are gathered, they are stored in the user information file for future access. If the user picks the study option, the flow of the program moves over to the study phase of the application, where the user can choose which part of the study program they would like to study. The study program offers three key study options which are: vocabulary, grammar, and social conversations. The users can pick whichever study option they want at any given moment.
Figure 5 – Robot Dialog Diagram
6.2.1 Facial Recognition and User Profile Creation

In order to detect and recognize faces, the default facilities of the NAO robot were utilized. The NAO robot uses the camera located on its face to stream continuous sets of captured images and analyzes them. These images are analyzed using the built-in facial detection implementation, and then the result is either a “recognized” or a “not-recognized” classification. Although the NAO robot offers these functionalities, they were not enough on their own. A custom behavior needed to be designed around those features to provide the functionality that was required. This functionality is to register users based on their recognized face image alongside additional information of the user. So, in this case, the user’s face is their way of logging in to the system and is used as a means of authentication.

![Choregraphe Facial Recognition](image)

*Figure 6 – Choregraphe Facial Recognition*

Shown in Figure 6 is how the robot sees and identifies a person. The image was taken from the Choregraphe interface when the robot sees a human face through its camera. As can be seen from the image, the human face seen through the camera has been given identification “HumanHead_1883” which can then be learned and associated with a custom name to be used for identification and authentication.

To create a new user profile. The robot first needs to detect the user's face using the aforementioned facial recognition feature. After a face is detected, the robot then checks whether a user profile has already been created for that face. If it cannot match the detected face
with any registered faces, the robot then prompts the user with a message asking them whether they would like to retry the detection process (in the case of possible faulty detections) or set-up a new user profile. If the user wants to set-up a new profile, the robot then has to ask them their name to complete a basic user profile. The user’s name will be used while greeting, socializing, and studying with the user. The user’s name is also used when creating a local user information file, which contains the user’s name, their favorite movie, actor, and movie genre information as well. This information needs to be loaded up each time a registered user logs in to the system using facial recognition.

6.2.2 Socialization

The socialization aspect of the robot is required to provide the personalization feature during study sessions. In order to achieve this goal, the robot utilizes text-to-speech when asking questions and natural language processing to understand keywords from the user’s speech. The main topic of socialization is movies. The robot asks three questions in a sequence to learn the user’s:

- Favorite movie
- Favorite actor or actress
- Favorite movie genre

At each step in the line of questions, the robot needs to extract the necessary movie preference keyword and repeat it back to the user for confirmation. Once the user confirms that the extracted preference information is correct, that information is stored on the user information file for future use. The questions asked, by the robot, during socialization are:

- What is your favorite movie of all time?
- Who is your favorite actor or actress of all time?
- What is your favorite movie genre of all time?

A speech-recognition implementation and natural language processing were required to recognize user speech and then to analyze the recognized sentence. Once socialization is complete, and the gathered information is stored within the user information file, the personal information can then be used during study sessions to create the personalized education experience. If the user skipped the socialization aspect, for privacy or other personal reasons, the robot can, instead, use a pre-determined user name, movie, actor, and movie genre information during study sessions.
6.2.3 Study Program

When the users want to study the Italian language, they are presented with three study options that they can choose in any order they want. These study options are:

- **Vocabulary**: In this option, some common Italian words are taught to the user alongside their English translations
- **Social Conversations**: In this option, common Italian social conversation sentences, questions and phrases are taught to the users by utilizing personal information
- **Grammar**: In this option, the basics of the Italian present tense is taught to the user by utilizing personal information

Each study option has its own unique content that the robot goes through, and the vocabulary and social conversations options include a more practical approach to the teaching activity. This practicality comes from the required interaction from the user at certain times. The interaction, in this case, is to repeat the last heard Italian word, sentence, or phrase back to the robot to be evaluated by the robot. This evaluation can then alter the rest of the study session by giving priority to the incorrect responses from the user to try and get them to learn that specific language content properly. The grammar option, on the other hand, does not require user input and evaluation to instruct the user. The reason for that aspect is that requiring user input during relatively non-input necessary (one-way) instructions can lead to excessive interactions that can extend the duration of the study session. That can then lead to potential loss of focus or motivation on the user’s side.

For each study option, the education content needs to be determined. And this content needs to include opportunities for personalization and the topic that is covered by this project: movies. Each study option required to have its appropriate content created with that specification in mind. The language content for each study option follows the specifications:

- **For vocabulary content**:  
  - General greetings  
  - Movie related words  
  - Household objects  
  - Family members  
  - Food items  
  - Nature and animals  
  - School-related words
- **For social conversations**:  
  - Greetings and goodbyes  
  - Common gratitude and excuse phrases  
  - Common questions and answers  
  - Movie related preference expressions with personalized information
- **For grammar**:  
  - Masculine and feminine words  
  - Regular verbs
The content created from these specifications is used in a repetitive manner during study sessions to ensure that the information is passed on to the user correctly and is appropriately understood by the user as well. While the study sessions for vocabulary and social conversations take place, the user input gets evaluated for correctness. And, after all of the content has been at least presented to the user once, the incorrect responses have priority during the repetition phase. The reason for this decision was to give higher priority to potentially misunderstood content first instead of going over what the user already understood.

The study program that is provided by the robot covers high-level aspects of the Italian language. It is, by no means, full coverage of the entire language but a smaller, more surface-level coverage of it. The goal of the vocabulary option is to enrich the users’ vocabulary knowledge and teach them how to pronounce words in that language correctly. The purpose of the grammar option is to provide a basic understanding of the Italian present tense so that the users can potentially create cohesive and grammatically correct sentences during their usage of that part of the language. The goal of the social conversations option is to prepare the user for common social scenarios that naturally occur when meeting new people, expressing personal preferences, or when making plans with other people.
7 Implementation

The robot system was implemented using Choregraphe [22]. Choregraphe is a development environment created by Softbank Robotics, which allows the development of custom functionality and behavior on the robots that they have created. The programming language that was used during development was Python 2.7. During implementation, the system went through four iterations. At each iteration, a core function of the system was implemented and then the current state of the system was tested. Based on the tests, the necessary fixes and adjustments were made, and the next iteration was initiated.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration 1</td>
<td>Create the dialog outline</td>
</tr>
<tr>
<td>Iteration 2</td>
<td>Implement Natural Language Processing</td>
</tr>
<tr>
<td>Iteration 3</td>
<td>Implement user profile creation</td>
</tr>
<tr>
<td>Iteration 4</td>
<td>Implement the study program</td>
</tr>
</tbody>
</table>

Table 1 - Implementation Iterations and Tasks

Table 1 shows the number of iterations and their respective implementation tasks associated with them; in the order they were initiated.

First Iteration: Creating the dialog outline

The initial task in the first iteration was to create the dialog diagram (as seen in Figure 5) using the built-in functions provided by NAO and Choregraphe. The dialog diagram was created, and it contained the basic structure for dialog flow and the necessary commands to navigate those dialog options. The implemented dialog diagram was also tested, which revealed several issues with the built-in functionalities of the robot. Two default functions on the diagram, although properly configured, did not work as expected. The first function that caused issues was with the default speech recognition function. The default speech recognition only works if a set of words are pre-defined in a vocabulary.
The default speech-recognition module tries to detect the words that are in the vocabulary and outputs those words only. As seen in Figure 7, only “Hello”, “Goodbye” and “Good Morning” can be recognized from human speech using the default speech recognition module. Due to the design of the system, this functionality was not sufficient. The ideal speech recognition functionality needed to provide wildcard detection. The wildcard in this scenario refers to words or sentences that are not pre-defined in a speech recognition vocabulary and can be any word or sentence at all. The result of that ideal speech recognition would be an output of the entire sentence, or words, that were recognized as they were heard. The other issue with the default functions that were provided was with the text-to-speech functions. The provided functions would often skip their determined inputs for text-to-speech, which caused issues with providing instructions on how to navigate the dialog diagram. Custom workarounds needed to be created to fix these issues. To solve the first issue, related to speech recognition, a speech recognition Python library was looked at called PocketSphinx, which is a lightweight speech recognition engine [18]. However, due to the read-only nature of the NAO’s operating system, the library could not be properly installed on to the robot itself. Choregraphe does provide the functionality to handle this issue. However, using Choregraphe’s solution to this issue only resulted in more issues. More specifically, issues related to the dependencies of the library. Finding and including every dependency of the library would only result in further complexity and time consumption. Therefore, the PocketSphinx library was not suitable for this case and was not used in the final system. The actual solution to the first issue was using Google Cloud Speech services to analyze the audio recorded by NAO and outputting the most accurate guess as a whole. The second issue, the text-to-speech issue, was solved by creating a custom Python script. This script still relied on the built-in library methods but used a more direct approach since the default functions were too complicated for the use case needed and would occasionally lose their position in the dialog flow. After the necessary workarounds were implemented, the system was at a functional state. The flow of the diagram worked properly, the robot would use text-to-speech at the right times, and the custom speech recognition implementation was able to analyze heard sentences and words properly and output them as they were heard.
Second Iteration: Implementing Natural Language Processing

The second iteration task was to implement Natural Language Processing on NAO to analyze the recognized sentences and words that were outputted by the custom speech recognition implementation. Since NAO does not have any built-in solution for NLP, a custom Python library seemed to be the ideal choice. Natural Language Toolkit (NLTK), a Python library that provides NLP functionality, was used to handle this task. NLTK is a leading platform built for building Python programs to work with human language data [19]. Using the default way of installing Python libraries to the robot, the NLTK library was successfully installed, and no issues were had with dependencies. The official documentation of NLTK was used to get started with NLTK functions. The documentation provided proper and useful information on how to use NLTK functions, and implementing this part of the system was relatively straightforward. Shortly after, the dialog options regarding the socialization feature of the system were added to the system, and the current state of the system was put to the test with real use case scenarios. These tests included user name, favorite movie title, favorite actor, and favorite movie genre extractions from recognized sentences. The results showed that the implemented system was able to extract named entities from input sentences properly.

Third Iteration: Implementing user profile creation

The third iteration task was to implement the user profile creation part of the system. In order to do this, all of the previous implementation tasks alongside some built-in functionality of NAO needed to be utilized. In order to recognize and learn faces, the built-in NAO facial recognition functionality was used. This, however, was not enough on its own as the robot also needed to gather some additional information about its current user. In order to gather more, verbal, information from the user, the custom speech recognition and NLP implementation was utilized to learn the users’ name and their movie-related preferences. All of the gathered user information is then stored locally on the NAO robot to be used for the study sessions and user authentication later on. This implementation task was also tested with several user names and faces to ensure that it was functioning correctly.

Fourth Iteration: Implementing the study program

The fourth, also the final, implementation task was to implement the study program. All three study options (vocabulary, grammar, and social conversations) needed to be implemented with both built-in and custom-made functionality. The first study option that was implemented was the vocabulary option. In order to implement it, a Python dictionary (unordered list of key-value pairs) was used to create the content for the vocabulary option. Content, in this case, refers to storing Italian words (keys) alongside their English translation (values). NAO robot’s text-to-speech functionality was used to read out loud the instructions, Italian words, and their meanings during the study session. To do this, robot needed to switch between Italian and
English text-to-speech often, and this aspect was achieved by using the robot’s language switch option in code. The user also needed to interact with the robot in this study option as a means of practice. So, to do that, the custom speech recognition was utilized for recognizing both English input and Italian input from the user. Luckily, this was trivially achieved using a separate configuration input for Google Cloud Speech services. The second study option that needed to be implemented was the social conversation option. This option implementation was very much the same as the vocabulary option except for a single additional functionality. This study option includes sentences that require the usage of personalization information gathered from the user. This aspect of the study option required further processing to be done on the language content to include the personalization information (user name, favorite movie, etc.). To achieve this functionality, the language switch feature needed to be utilized even further alongside simple string alteration operations (IE: replacing a character with another string in a sentence). The third and final study option that needed to be implemented was the grammar option. This option differs a lot from the other two options as the robot focuses more on instructions related to the Italian present tense. Since the topic was quite broad, it needed to be separated into smaller chunks to reduce the amount of redundant information being passed down to the user on repetitive use cases. The decision was to divide the instructions into three distinct segments: overview, verbs, and preference expressions. By doing this, the users can study whichever part they want, however many times they want without having to go through parts that they have already understood properly. The study options have then been tested by going over each language content several times with correct and incorrect responses when necessary to determine whether the content was adequately teachable to the users.

7.1 System Overview

The system, in its entirety, can be seen in Figure 8. The image is from the Choregraphe interface and represents the entire system structure that gets executed by the robot. The system incorporates built-in functionality alongside custom code to create the full language education experience.
Figure 8 – The Implemented System on Choregraphe

Figure 8 highlights the critical sections of the system, which are: User Profile Creation (Figure 9), Socialization (Figure 10), and Study Program (Figure 11). Due to the complicated nature of the system overview, the essential sections will be explained within their own scope.

User Profile Creation section of the system utilizes facial recognition, speech recognition, and text-to-speech.

Figure 9 – User Profile Creation Implementation

Figure 9 brings a closer look at the overall User Profile Creation part of the system. The robot, starting from left to right, begins by asking the user to stand still and in front of its camera to recognize their face (Ask to Stay Still box). The robot then proceeds to recognize the face (Face Reco. box). If the face is not recognized, the robot asks the user whether they would like the robot to try detecting their face again (in cases of false negatives) or learn their face to create a new user profile. The “learn” option will prompt the robot to ask the user their name (Ask Name...
box), record the user’s speech (Record Sound box) then send the recording to Google Cloud Speech services for recognition (GCS Recognize box). When the speech is recognized, the recognized text is analyzed for named entity extraction (Extract User Name box). The user's name is extracted from the recognized text using NLP then the robot reads the recognized name out loud to the user and asks them whether it is correct or not (Confirm Name y/n box). If the name is not correct, the flow of operation moves back to asking the user their name again. Or, if the recognized name is correct, the name is pushed to memory to be used for the rest of the session and then stored in local storage for later use cases as well (Push Name box). Once the name is pushed, the face is learned and is associated with the recognized user name. At this point, the user profile creation is complete, and the users can start using the system.

From that point on, the users have two options: to socialize and to study. The robot asks them which option they would like to choose. And, depending on their choice, moves over to either the socialization part of the system or to the study part.

If the users choose the socialize option, they will be presented three sequential questions to extract their favorite movie, actor, and movie genre information, respectively.

Figure 10 – Socialization Implementation

Figure 10 represents the socialization part of the implementation. The “Ask Fav Movie” box is where the socialization dialog flow starts from (Top-Left). The robot asks the user their favorite movie title, records their speech (Record Sound (1) box) then sends the recording to Google
Cloud Speech services for speech recognition (GCS Recognize (1) box). The recognized speech is returned as text and is then used for named entity extraction using NLP (Extract Movie Title box). The extracted movie name is then read out loud to the user for confirmation (Confirm Actor y/n box). If the movie name is incorrect, the flow of operation moves back to asking the user their favorite movie box (Ask Fav Movie box). Or, if the movie name is correct, the movie name is pushed to memory and stored in local storage under the file created for that specific user (Save Info Movie box). After the movie question and answer, the sequence is finished, the flow of operation moves over to the “Ask Fav Actor” box. The following processes are the exact same as the previous movie name sequence. After the favorite actor information is acquired, the flow moves over to the “Ask Fav Genre” box. The processes here are, again, the same as the two question and answer sequences before. Once the favorite genre information is acquired, the flow of operation moves back to the “socialize or study” selection boxes. From there, the users can move over to the study section.

If the users choose the study option, they will be presented three study options (vocabulary, grammar, and social conversations) that they can choose from.

Figure 11 displays the study program part of the implementation and dialog flow. The flow of operation starts from the “Study Options” box, where the robot asks the users which study option that they would like to study. The three study options are presented to choose from to the user: vocabulary, grammar, and social conversations. If the user picks the vocabulary option, the flow of operation moves over to the “Vocabulary” box. The robot gives instructions on how the vocabulary study session will proceed. The instructions being that the robot will
utter a word in Italian that the user can repeat back to the robot after it finished speaking. The user is also given instructions on how to get back to the study option selection. The way they can get back to the study option selection is by saying “Stop” or “Go back” after the robot says a word in Italian. After presenting the instructions, the robot picks a random word from the vocabulary to read out loud to the user. After a word is read out loud, the user speech is recorded and then passed over to Google Cloud Speech services for both Italian and English speech recognition. The reason as to why both Italian and English speech recognition is required is due to the robot both analyzing user’s Italian word pronunciation and listening for English “Stop” or “Go back” commands. Once the user speech is recognized, it gets pushed back to the “Vocabulary” box for further analysis. If the recognized text is a “Stop” or “Go back” command, the flow of operations moves over to the study option selection (Study Options box). Or, if the recognized text is the word from the vocabulary in Italian, the robot describes the meaning of the word then picks another random word from the vocabulary. The robot also compares the recognized Italian speech with the word that was read out loud. By doing this, the robot can mark the response as either “Correct” or “Incorrect”. The incorrect responses are stored, to be repeated later, once all of the vocabulary content has been presented to the user. The social conversations part of the study option (SConvo box) works in a very similar way to the vocabulary option. The only difference being the utilization of movie-related preferences. Within the social conversations option, there exist several sentences that use the movie-related preferences of the user to provide the personalization feature. From the “Study Options” box, if the users pick the grammar option, the flow of operation moves over to the “Grammar” box. This option works differently from the rest of the options where the user interaction is only required to navigate within the grammar content and to go back to the study option selection. The grammar option offers three sub-sections that the users can study separately. These sections are an overview of the Italian present tense, information on Italian verbs, and expressing preferences. None of the sub-sections require the user to repeat back what they heard to the robot; rather, the robot simply presents descriptions of the topics covered by the sub-sections. In the overview sub-section, the robot goes over the present tense sentence structure and gender identities of Italian nouns with examples. In the verbs sub-section, the robot gives descriptions of Italian regular and irregular verbs with examples. And, finally, in the preference expressions sub-section, the robot describes how to express personal preferences using movies as an example. The preference expression examples also utilize the user’s movie-related preferences to provide the personalization experience.

The following sections will provide more in-depth information as to how speech recognition, natural language processing, user profile creation, and study program works.

7.2 Speech Recognition

The built-in speech recognition module on the NAO robot was insufficient for this system. The built-in speech recognition only works with a pre-determined set of words or vocabulary. Since the robot has to learn the users’ names, favorite movies, actors, and more, it was necessary to have a speech recognition module that could output any human speech in text form as it heard
them. In order to get around that issue, Google Cloud Speech services were utilized in this implementation. Google Cloud Speech is an API used to access Google’s Speech-to-Text services. Google Speech-to-Text enables developers to convert audio to text by applying powerful neural network models in an easy to use API [20]. How this service ties into the system is like this:

- The robot records user speech for a certain period of time
- The robot stores that audio file on local storage
- The robot reads the stored audio file as bytes and encodes it with Base64 encryption
- Robot prepares the encoded audio file to be uploaded to Google Cloud Speech services by creating a configuration file
- Robot posts the payload using REST API to Google Cloud servers
- Google Cloud servers respond back with the recognized text
- Robot acquires that recognized text and then works with it

The usage of Google Cloud Speech services introduces a network connection requirement and the latency that comes with using such a service. However, due to the nature of the project, this method was the most feasible and efficient way to recognize speech based on the requirements of this project. Also, moving the speech recognition to the cloud allows the workload on the robot to be reduced. Which makes room for other processes to run their course.

There are, however, certain parts of the system that can work very well with the default speech-recognition functionality provided by the NAO robot. These parts require pre-determined inputs, so there is no need for a more complicated speech-recognition method to process it. In fact, using the default speech-recognition functionality for these types of inputs is fast, efficient, and easy to set-up. Also, using the Google Cloud Speech solution here would only introduce additional latency to the response due to the network connectivity requirement. So, in cases where the speech-recognition inputs are pre-determined and straightforward, the default speech-recognition functionality was sufficient enough.

### 7.3 Natural Language Processing

In order to enable NAO to handle NLP tasks, Natural Language Toolkit (NLTK) Python library was used. NLTK is an extensive library with lots of functions to use when handling NLP tasks. The parts of NLTK that this system utilizes are word tokenization, part-of-speech (POS) tagging, and chunking. Word tokenization splits the input sentence into smaller subsets of that sentence. POS tagging tags the elements of the sentence based on their role in that sentence. And chunking enables grouping up several pre-determined tag groups and patterns into a new tag to allow the sentence to be analyzed further. Before any of these processes are executed, grammar needs to be defined for chunking. This grammar contains definitions for which tags belong to which new tag group and in which order. By doing this, common patterns can be classified into their own category, which leaves uncommon patterns (mostly noun phrases) exposed for extraction. The way this is implemented in the system is that the common phrases
are ignored when it comes to finding the actual name of an entity in that sentence (user names, movie titles, etc.). The grammar defined in this system is as follows:

**Grammar Pattern #1**: IGNORE: \{<PRP.>*<.>*<VBZ|VBP>\}

**Grammar Pattern #2**: IGNORE: \{<VBZ|VBP><.>*?<PRP.*><.>*\}

**Grammar Pattern #3**: IGNORE: \{<NN.>*<VBZ|VBP>\}

The patterns of statements that are inside the curly brackets are grouped into the “IGNORE” tag, which the extractor function ignores when extracting named entities. The grammar above tries to look for three patterns and group those patterns. The first pattern is a statement that starts with a proper noun and ends with a verb that can have any word in between. The second pattern begins with a verb, which is followed by a proper noun that can have any word in between and after the proper noun. The third pattern begins with a noun, followed by a verb. This last pattern is due to an issue that was observed during implementation with specific sentence structures. These sentences contained lowercase proper nouns, which were tagged as nouns by the POS tagger. Therefore, checking for that pattern reduces potential incorrect outputs.

Based on the grammar, a sentence with a structure like: “My favorite movie is X” can be analyzed and chunked to ignore the “My favorite movie is” part, which is a common phrase in this case. After the common phrase is ignored, the entity name extraction function can then extract the rest of the words in that sentence as they are and, in the order that they were heard. In this instance, only the movie title “X” is detected by the extractor, and the output of the extractor function is the movie title. However, this aspect of the analysis introduces some limitations. The input sentence structure must follow certain patterns in order for the extractor to output the correct words. If the sentence is complex, the output might not be correct. For example, a sentence like: “Y is the movie that I like the most” will most likely lead to an incorrect output. Whereas, if the sentence were like: “Z is my favorite movie of all time” it would most likely lead to a correct output. The reason for this outcome is that the custom grammar defined for extraction tries to find patterns where a proper noun and verb are located in specific ways in a sentence. Thus, if there is more than one proper noun or more than one verb in a sentence, the extractor may or may not be able to chunk the sentence properly, which can lead to incorrect outputs. The grammar could potentially be improved in the future, but it is not a simple task to fit all sorts of patterns into a group and provide correct outputs all the time. The desired outputs from sentences can also vary in their structure and patterns. For instance, movie titles can have varied patterns associated with their structure. Some movie titles include proper nouns, verbs, adverbs, and some of them are just adjectives or verbs in different tenses. These variances make detecting the named entities harder and can also lead to incorrect outputs.
7.4 User Profile Creation

Creating a user login system on a robot is not as straightforward as creating said functionality on a web browser or a smartphone application. Since there is no graphical user interface for the user to interact with, that interaction needs to be handled using speech and facial recognition. Using facial recognition, in this case, allows a user to log in to the system. But first, that user needs to be registered. In order to register a user, the built-in NAO facial recognition and face learning modules were used to detect a face and then store that face information. When a face is not recognized, it means that the robot is talking to a new user who needs to be registered, or it could be the result of bad lighting or other difficult to process environment conditions. To handle both situations, the robot needs to rely on the user for guidance in that matter. The robot asks the user whether they would like the robot to learn their face or to try recognizing their face again. In order for the robot to be able to learn a user’s face, it requires a name to associate with that user. Gathering this name with the default speech-recognition module was not possible based on the requirements, so the custom speech-recognition combined with NLP implementation was used to recognize user speech and extract the user's name from the recognized text. Since names are unique and have many variations, the implementation here also provides a way of confirming that the robot understood the name correctly. Once the user is satisfied with what the name that the robot understood, the robot then creates a simple user information file with the fields:

```
name, fav_movie, fav_actor, fav_genre
```

This information file is stored as a JavaScript Object Notation (JSON) file to read and write to the file in an efficient manner. JSON is a lightweight data-interchange format that is easy for humans to read and write and easy for machines to parse and generate [21]. After the JSON file is created and stored locally, the users can choose to socialize or study with the robot. The user needs to tell the robot which choice they prefer by using speech. And the robot utilizes the default speech-recognition functionality here due to the nature of the input (pre-determined input). By choosing to socialize with the robot, the user’s movie-related preferences are gathered much in the same way their names are gathered. The robot, in the socialization part, asks the user’s favorite movie, favorite actor, and their favorite movie genre. At each question, the user’s speech is recognized using the Google Cloud Speech services, and the unique name is extracted from the recognized text using the NLP implementation. The user then confirms the extracted unique name and the next movie preference is gathered the same way until all of the required information is gathered (favorite movie, favorite actor and favorite movie genre). Also, after each confirmation, that specific information is stored inside the user-specific JSON file for future use.
7.5 Study Program

After the user profile creation, the user can study with the robot. If they choose to study, they are presented with the three study options: vocabulary, grammar, and social conversations. In order for the user to pick which option they want to study; the built-in NAO speech-recognition module is used to recognize user speech. Since the input is pre-determined, using the Google Cloud Speech solution here would only complicate the process and introduce latency. After the user picks a study option, the flow of the application moves to that specific study option, and a study session begins. During two of the study sessions, vocabulary, and social conversations, the custom speech-recognition implementation is utilized. This time, however, the speech-recognition implementation needs to detect the Italian language as well. To handle that requirement, the language information within the Google Cloud Speech configuration file has been changed to Italian for those use cases. And with that small adjustment, the robot is capable of recognizing both English and Italian spoken language. There are three study options the users can pick, vocabulary, social conversations, and grammar. And these study options differ in the way they are executed and taught to the user. The following sub-sections (7.5.1, 7.5.2, 7.5.3) will go through each study option in greater detail.

7.5.1 Vocabulary

If the user picks the vocabulary option, the robot will teach them common Italian words (includes movie-related vocabulary as well) with a back and forth interaction with the user. This back and forth interaction refers to the robot saying an Italian word and waiting for the user to repeat that word in Italian back to the robot. But, before this interaction takes place, the vocabulary that will be taught to the user needed to be determined. In order to do this, a 50-word dictionary was created from scratch. This dictionary contains words that are related to general greetings, nature, houses, rooms, school, food, family members, and, most importantly, movie-related vocabulary. This dictionary also contains the translations of the words to English as well. And to tie it all together, a Python dictionary was created with the aforementioned dictionary values to be used in code with relative ease. Alongside this dictionary, there are two other Python dictionaries utilized in this part of the program as well. These two dictionaries being: a correct response dictionary and an incorrect response dictionary. These two dictionaries are initially empty, and they get filled out as the study session progresses further. The high-level algorithm as to how vocabulary education is carried out and how the dictionaries work together is as follows:

1. The robot gives instructions as to how the vocabulary education will be carried out
2. While the user does not issue the stop command to the robot
3. Pick a random word from the main vocabulary dictionary
4. Read out loud the selected word in Italian
5. Wait for user input
6. Read out loud the word in Italian again and then read out loud its English translation
7. If the user input is a stop command, go to step 14
8. Compare user input to the last uttered word
9. If the input is correct, remove that entry from the main dictionary and add that entry to the correct input dictionary
10. Else if, the input is incorrect, remove that entry from the main dictionary and add that entry to the incorrect input dictionary
11. Check if the main vocabulary dictionary is empty
12. If the main vocabulary dictionary is empty and if the incorrect dictionary is not empty, pick a random word from the incorrect dictionary, put that word back into the main dictionary, remove it from the incorrect dictionary and go to Step 4 or if the incorrect dictionary is empty, pick a random word from the correct dictionary, put that word back into the main dictionary, remove it from the correct dictionary and go to Step 4
13. If the main vocabulary dictionary is not empty, go to Step 3
14. Stop the vocabulary study session and go back to study option selection

The instructions the robot gives at the start of the study session is: “I will say a word in Italian, and you can repeat it back to me. Also, you can say stop or go back if you want to go back to the study option selection”. Basically, this instruction explains the only interaction expected by the user. The reason why the user input is evaluated for correctness is to determine which words from the vocabulary to repeat back to the user first. But, in order for a correct or incorrect word to be repeated, the main vocabulary dictionary needs to be emptied first (the user needs to go through every word in the main dictionary first). And, when it comes to repeating the vocabulary elements, the incorrect responses have the first priority.

7.5.2 Social Conversations

If the user picks the social conversations option, the robot will teach them common Italian phrases, sentences, and movie related preference expressions. These phrases and sentences include greetings, goodbyes, name introductions, basic questions, and, most importantly, expressing movie-related preferences. This study option is the first instance where the personal user information, gathered during socialization, comes into play. Much like the vocabulary dictionary, another dictionary dedicated to social conversations was created. However, the social conversations dictionary contains sentences where there is an additional character that needs to be replaced with personalized information, which is represented with the character ‘X’. This aspect requires additional processing to be done on the string that will be read out loud to the user. The character ‘X’ needs to be replaced with the appropriate personalization information. Also, like the vocabulary option, social conversations session makes use of two additional dictionaries, correct dictionary, and incorrect dictionary, in the same way, they were used in the vocabulary option. The algorithm of the social conversation study session is as follows:

1. The robot gives instructions as to how the social conversation education will be carried out
2. While the user does not issue the stop command to the robot
3. Pick a random sentence or phrase from the social conversations dictionary
4. If the selected sentence or phrase contains the character ‘X’, replace that character with the appropriate personalized information
5. Read out loud the selected sentence or phrase in Italian
6. Wait for user input
7. Read out loud the sentence or phrase in Italian again and then read out loud its English translation
8. If the user input is a stop command, go to step 15
9. Compare user input to the last uttered sentence or phrase
10. If the input is correct, remove that entry from the social conversations dictionary and add that entry to the correct input dictionary
11. Else if, the input is incorrect, remove that entry from the social conversations dictionary and add that entry to the incorrect input dictionary
12. Check if the social conversations dictionary is empty
13. If the social conversations dictionary is empty and if the incorrect dictionary is not empty, pick a random word from the incorrect dictionary, put that word back into the social conversations dictionary, remove it from the incorrect dictionary and go to Step 4 or if the incorrect dictionary is empty, pick a random word from the correct dictionary, put that word back into the social conversations dictionary, remove it from the correct dictionary and go to Step 4
14. If the social conversations dictionary is not empty, go to Step 3
15. Stop the social conversations study session and go back to study option selection

The instruction given to the user at the start of the study session is: “I will say a sentence or phrase in Italian, and you can repeat it back to me. Also, you can say stop or go back if you want to go back to the study option selection”. As can be seen in the algorithm above, the general structure of the study session is very similar to the vocabulary option. Except for a slight addition to handle the personalization requirement. The dictionary for social conversations contains sentences that utilize all of the gathered personal information (user name, favorite movie, favorite actor, and favorite movie genre). If the user did not socialize with the robot (if no personalization information is available), the robot picks personalization information from pre-determined lists for each personalization information category (user name, movie title, actor name, genre name). The robot does that to make sure that even if there is no personalization information available, the study session covers those kinds of sentences or phrases as well. Also, while comparing the user input to the last uttered sentence, if there was personalization involved, the algorithm does not expect the personalization information to be correct within the input. Meaning that, as long as the actual Italian part of the input is correct, the additional personalization information that is detected is not necessary to be evaluated. The reason why this specific evaluation is done this way is due to the reason that the personalized information is in English, and while recognizing Italian speech, the English words that get uttered by the user might not be recognized properly. This outcome can lead to user input being considered incorrect, whereas the actual important part, the Italian part, of the input may have been correct after all.
7.5.3 Grammar

If the user picks the grammar study option, the robot will move the users over to the grammar study session. In this session, the robot reads out loud very basic information about Italian present tense, basic verb information, and preference expression structure. In this section, user interaction is not required to further the study session progress, but rather, it is used to pick out subcategories of the grammar study. These subcategories are:

- **Overview**: Provide basic information about Italian present tense alongside gender associations of Italian nouns
- **Verbs**: Provide basic information about Italian regular and irregular verbs
- **Preference Expressions**: Provide basic information about Italian preference expressions using a unique verb case with personalization involved

The users can pick any of the above categories, whenever they want. During each category session, the robot goes through a static set of information for the most part. However, both verbs and preference expressions are not as static and can vary from time to time. During the verb study sessions, the robot gets to pick from six different verbs twice per session. Which can produce a slightly different session each time the user picks the verb category in succession. The preference expression study sessions rely on gathered personalization information. So, those sessions can also differ slightly based on the personalization information availability. The high-level algorithm for this study option is as follows:

1. The robot gives an introduction and lists out the available grammar study categories: Overview, Verbs and Preference Expressions
2. The robot waits for user input
3. If the user input is Overview, the robot goes through the overview content and when finished, goes to Step 1
4. If the user input is Verbs, the robot goes through the verbs content and when finished, goes to Step 1
5. If the user input is Preference Expressions, the robot goes through the preference expressions content, and if the content includes sentences where the character ‘X’ is present, it replaces that character with the appropriate personalization information, then, when finished, goes to Step 1
6. If the user input is “stop” or “go back”, the grammar study session stops and the flow moves back to the study option selection

This study option follows a very different implementation compared to the other study options. The reason for this is that there is a lot of information to cover, and if at each step during instruction, user input is required, the study sessions can take more extended periods of time than what was allocated by the user. Much like the social conversations option, the grammar option also includes the usage of personalized information during instruction. And, again, also like social conversations, if there is no personalization information available at that moment, the robot picks, randomly, from a list of pre-determined personalization information and goes through the study content regardless.
8 Results and Evaluation

This chapter contains the results from tests performed on the system, followed by an evaluation of the results.

Before testing the system on people, it needed to be tested to ensure that the system was able to function properly without major issues. This test started right after the implementation phase of the system had ended. And, in order to thoroughly test the system, every major part of the system was tested with varying inputs. The major parts were: user profile creation, socialization, and study program. After the functionality tests, the actual user testing was conducted.

8.1 Functionality Testing

Two main inputs, the user’s name and their face are used by the system to create a user profile. This aspect was tested by using different images of human faces, which were shown to the robot’s camera to be recognized by the facial recognition module, and by using various human names that have been given to the robot as the user’s name. The gathered information has been used to register test users to be later logged in to the system with their respective user profile. The results from this test showed that, as long as the lighting conditions are adequate (The person’s face and facial features are clearly visible to the robot’s camera), the facial recognition system can successfully detect faces of people of different nationalities, ethnicities, and genders. The user name input tests showed that names that were not of English origin were recognized as their closest noun phrase estimates. For instance, the name “Mayuresh” is recognized as “Maya rush”, the name “Can” is recognized as “John”. This aspect of the recognition system is due to the fact that the Google Cloud Speech only works with one specific language at a time for given audio input. And, if a sentence contains a mixture of words from multiple languages, the specified language for speech recognition is the only language that can be accurately recognized. The user name recognition aspect of the system works properly for names of English origin.

There are three questions asked during the socialization phase of the system. The questions ask the users about their favorite movie, favorite actor/actress, and favorite movie genre. All questions have been given answers in four sentence structures with different movie titles, actor names, and movie genres to test how the system evaluates the responses to these questions. The four sentence structures used during testing are as follows:

- My favorite X is Y
- Y is my favorite X
- I like Y
- Y

The ‘X’ in the above sentences are filled in with either “movie”, “actor” or “actress” and “genre”. Whereas the ‘Y’ character is filled in with the actual movie title, the actual name of
the actor or actress, or it can be the name of the user’s favorite movie genre. The reason why four different sentence structures were used was to test the Natural Language Processing implementation's ability to extract named entities from sentences with varied sentence structures. Also, the above sentence structures were deemed the most common responses for such questions regarding preferences. The results showed that the NLP implementation was able to successfully extract the named entities from such sentences as long as the named entity is not another complex sentence. What “another complex sentence” means is that the named entity is not a full sentence structure that includes a verb of some form. When the named entity for extraction is a complex sentence, the extracted entity can be split into parts, and the resulting title or name can be incorrect. The reason for this outcome stems from the fact that the defined grammar for NLP parsing looks for patterns within the sentence based on the location of the verb. That can then lead to recognizing patterns and marking parts of the named entity as part of the sentence, which is not considered part of the named entity any longer. When it comes to actor names, the Google Cloud Speech implementation is better able to recognize varying actor and actress names compared to regular names. This could be due to how Google Cloud Speech services have been trained. Also, the actor and actress names are possibly more frequently encountered by the services, which may have made the service more aware and accurate with popular human name combinations.

During the study sessions, the robot utters a phrase or a sentence and waits for the user to repeat what they heard back to the robot for evaluation. To test this aspect of the study sessions, correct and incorrect responses were given to the robot. This was done to determine whether the robot was able to distinguish correct and incorrect responses during evaluation accurately. Also, the accuracy at which the speech recognition system recognized human speech in Italian was tested as well. After the robot says a word, sentence, or phrase in Italian, the user has the option to repeat what they heard back to the robot to see whether they were able to understand and pronounce what they heard. The robot evaluates that response to provide repetition in the case of incorrect responses after all of the study content has been gone through at least once. So, the test, in this case, was done to check whether the robot correctly understood and evaluated user input. A test was conducted in which all of the study content has been gone through five times in total for each study option (vocabulary, grammar, social conversations). The results showed that the speech recognition implementation was able to recognize words, sentences and phrases in Italian correctly, and the robot was able to properly evaluate the user response as either being correct or incorrect. Also, the robot was able to repeat the content properly, which was given an incorrect response by the user.

8.2 User Testing

User tests were conducted with six volunteer users who were given around 30 to 45 minutes to interact and study with the robot. Before their interaction began, they were informed of what the robot could do, what their options were, and which dialog path that they should follow. The users were also asked to keep their responses to the robot as simple as possible (in terms of
response sentence structure). To make sure that the interaction between the user and the robot was functional. The robot’s behavior was monitored during the test sessions.

The test starts with the user profile creation part of the system. The robot scans the current user’s face, asks them their name, and then creates a user profile with which the user can start to use the other parts of the system. After the profile creation, the user goes through the socialization part of the system. While socializing, the robot asks the user their favorite movie, actor, and movie genre. After the user’s movie-related preferences are learned, the user moves over to the study part of the system. The user gets to pick from the three study options (vocabulary, grammar, social conversations), then proceeds to study the option they chose. Then the user is asked to pick one of the other options until all three of the study options are covered. Once the user goes through all study options, the test is concluded, and the data collection part of the evaluation takes place.

To get the feedback from the user, first, a verbal (informal) dialogue with the user is held. During this dialogue, the user is asked, by me, what their overall opinions on the system were and what they would change/add to make the system better. Once the verbal feedback is gathered, the users are given a questionnaire that they need to fill up to conclude the data collection part of the test, which is also the end of the user test session.

**8.2.1 User Testing Results**

The results from the tests will cover user feedback, questionnaires, and observations made on the system during test sessions.

The verbal feedback, acquired from the users, suggested several technical, functional, and quality-of-life related improvements to the system. Most users thought that the system could have been more responsive to commands and faster in processing. Some users also thought that having a screen or a display to show the Italian words and sentences read out loud by the robot to better understand how that specific word or sentence is written and pronounced. Some users commented on the robot’s speech in Italian and how hard it was to understand it when it was speaking fast or was reading a long sentence out loud. The final feedback came from one user where they thought that if the robot had a way to give feedback on the user’s progress while also providing the necessary tools to examine the user’s current skill level (via tests, quizzes), the education would feel complete. The same user also thought that the robot could be less formal and have more personality that could be customized to fit the users’ preferences. Overall, most users thought that a system like this could be useful in education if the necessary improvements were made on it.

After the verbal feedback, every user filled out the questionnaires. The questionnaire was created using Google Forms, which is a free, online tool to create question and answer forms [37]. There are five mandatory questions and one optional follow-up question in the questionnaire. The full questionnaire can be seen in Appendix A. The results from the questionnaire from question number 1 to number 5 are as follows:
1. Did you have any prior experience working or interacting with robots? (Response is presented in Figure 12)

![Figure 12 – Answers to Question #1](image)

2. How would you rate your knowledge of the Italian language prior to interacting with the robot? (Response is presented in Figure 13)

![Figure 13 – Answers to Question #2](image)

3. Do you think that the robot was able to effectively teach you the basics of the Italian language? (Response is presented in Figure 14)

![Figure 14 – Answers to Question #3](image)
4. Do you think that the inclusion of movie-related information and subjects during the education was a motivating factor for you? (Response is presented in Figure 15)

![Figure 15 – Answers to Question #4](image)

a. (Follow up) If you answered “No” to the previous question, what other topic might motivate you?
   i. Sports
   ii. Something related to where the person is from. Questions about home country maybe.

5. In your own words, what more could be improved or added to the system to make it more motivating and effective when teaching a language?
   a. The text which is read out by the robot could also be shown on the screen.
   b. The robot takes a bit too long to think
   c. Feedback and a testing element would make for a more full experience. The personalized topics were the most engaging. The robot is currently very formal, but it might be more approachable with a less rigid or more casual interface. I imagine it would be fun to have personality settings that could be customized to the user (for example, a humor setting that could be turned up and down). In general, anything that makes it feel like the robot is an intelligent system makes it more likely for me to want to continue interacting with it.
   d. Improve the pronunciation and make it understand a wider range of commands
   e. More topics in the section 'Socialize'
   f. It would be so beneficial if it had a screen that shows the spelling at the same time the robot teaches. Also, the robot has a time limit for the responses, and it makes it hard when you want to think about the answer a little bit long, hence, it would be much more efficient if it waits till I respond.

The graphs shown in Figures 12, 13, 14, and 15 were created automatically by Google Forms.

Observations from the test sessions were also noted down for providing additional information as to how the system could be improved. The test users were, for the most part, non-native
English speakers. Some users had prominent accents based on their home country. One user, who was from France, had trouble interacting with the robot due to the robot not being able to recognize their speech properly. However, another user, who was from Spain, had little to no trouble interacting with the robot due to the robot being able to understand their speech properly. Another observation was made with how the NAO robot’s built-in microphones pick-up sounds. In this case, a user who spoke in a lower volume was not properly understood by the robot at times, which caused the need for the user to repeat their commands several times to the robot for it to understand it. The final observation that was made during testing was that the facial recognition implementation of the robot was not able to recognize a person’s face at all and recognized two different people as being the same user.

8.3 Evaluation

The overall reactions and feedback on the system are mostly positive (Figure 14). However, this does not mean that the system is ready for use in real-life scenarios as of yet. Based on the users’ feedback, the system needs a lot more work in order for it to provide a more effective, motivating, and complete education to its users. The robot needs to be more responsive, personal, and adaptive.

For most users, the interaction with the robot system implemented in this project was their first real experience with a robot (Figure 12). The users were very excited to interact with the robot and learn what it could do. The users were also very patient and careful when interacting with the robot in general. This outcome is possibly due to the instructions given to them before the tests begun. The users were very understanding of both the robot’s and the system’s limitations when given the necessary information about those shortcomings.

Prior knowledge of the Italian language of the users shows that the majority of test subjects had little to no experience with the language (Figure 13). This question was asked to create a distinction between the users based on their skill levels to see how much their opinions would change on the overall effectiveness of the system. However, since there were no answers that picked the option “A lot (Native, proficient)”, it was hard to distinguish the results based on the answers to question 2. Gathering opinions on native or proficient Italian language users could provide additional information on the effectiveness of the system.

Most users pointed out that the robot simply took too long to process speech. This aspect could be improved on both software and hardware levels. In terms of software, speech recognition implementation can be more streamlined and smarter. Instead of recording the speech of the user for a constant amount of time, the system could recognize when a user starts speaking and ends their speech and record only that part for recognition. That solution could potentially allow the robot to gather and understand responses quicker, in turn, making it more responsive. The network requirement for speech recognition is another reason as to why there is such a delay in speech recognition. That aspect could be improved with a faster (lower latency) connection or not needing that network element at all. If the speech recognition could be done on local
hardware, the responsiveness of the system can improve drastically. However, this does require more powerful hardware, which could be improved by the manufacturers in the future.

Another quality-of-life suggestion made by the users hint at the need for a way to see the robot’s speech in text form. This issue could be solved by having a third-party display, which the robot lacks, to display what the robot is saying at all times. The inclusion of such a display could also improve the attention the users might give to the education. For instance, if the robot displayed the image of an apple when it said apple in Italian, it could create a more visual connection to the word, which could improve the effectiveness of the education.

As seen in Figure 15, the personalization topic used in the system, movies, related positively to most people. But some users thought that having a different topic could help motivate them to interact more with the system. This aspect could be improved by expanding the socialization and study sessions to cover more topics. Also, the users could choose which topic motivates them; in turn, this could improve the rate of interaction.

The robot can also provide a means to give feedback (positive or negative) to the user on their current progress. This does require robust speech recognition and analysis. During testing, the robot had trouble understanding human speech when spoken softly or in heavy accents. This issue could create scenarios in which the user actually pronounced the word correctly but the robot did not understand what they said correctly, resulting in a false-negative analysis of the response. If and when spoken language can be understood correctly by the robot, true feedback to the users could be given. At the moment of testing, providing this feedback was not possible for this implementation. This is mostly due to the lack of robustness in speech recognition implementation. Since, at certain points, the speech recognition implementation was not able to recognize heard sentences or words correctly. If the user input was correct, but it was recognized as incorrect, the immediate feedback given to the user might confuse them or demotivate them. Some users also suggested a way to test their knowledge using the robot. This suggestion, again, ties to speech recognition robustness. But it can be included when the speech recognition robustness can be achieved.

Overall, the results of the questionnaire showed that most people did not have experience working or interacting with robots while also not having a lot of Italian language knowledge. While half of the users thought that the education they received from the robot, was effective, the other half were either not sure or did not think it was effective. This could be due to the education provided by the robot not meeting their expectations. Since based on the feedback, the robot clearly needs more work and features to make it more suitable for more effective education. Another reason as to why they did not think it was effective could be due to the personalization topic not being something that motivates them. Perhaps if the system can incorporate a feedback mechanism and provide more personalization topics, it can provide higher quality education.

The idea of a personalized language education robot was feasible and, to some extent, effective. Utilizing a robot in this scenario has been a good choice since the users were very curious about the robot, excited in interacting with it, and mostly motivated to study alongside the robot. With
the necessary improvements, the idea of utilizing such a robot system in education can be beneficial for future generations.
9 Conclusions and Future Work

The thesis presents a personalized language education robot system and an evaluation of its educational effectiveness. The system has been implemented using the NAO robot and modern AI technologies. With the use of facial recognition, speech recognition, NLP, and text-to-speech, the robot is capable of teaching basic Italian language to its users. In order to provide facial recognition and text-to-speech functionality, the built-in modules that exist within the NAOqi framework were used. For speech recognition functionality, Google Cloud Speech services were used, in addition to the NAOqi framework’s built-in speech recognition modules to provide a more robust and flexible speech recognition method. NLP functionality was implemented by utilizing a third-party Python library called NLTK. By combining all of these features together, the robot is able to teach basic Italian vocabulary, grammar, and common social conversation sentences, questions, and phrases to its users using verbal communication.

The developed system offers a personal, motivational, and flexible education to its users. These aspects of the system are made possible with the help of personalization and the NAO robot. To answer the research question: With the help of robotics technology and AI, what can be done to provide a more personal and effective language education? The system has utilized personalization, with modern AI and robotics technology, to provide a working and mostly effective solution to the problem. To conduct the research for this thesis, qualitative methods have been used to gather and analyze information about the idea of a personalized language robot. One of the key goals of this thesis was to evaluate the educational effectiveness of the implemented system. To achieve this goal, the system has been tested on actual students to understand which aspects of the system worked and which aspects did not. And, to ultimately uncover whether the system provided an effective language education to its users. The data from the tests were collected using questionnaires, which were then analyzed using the Analytic induction method.

The test results showed that the robot system needed additional work in order for it to provide a more effective and complete language education. While half of the test users thought it was effective, the other half were either unsure or did not think it was effective at all. In order to make the system more effective, it needs to be more responsive, needs to have broader personalization, use a display to show what the robot is saying, have better text-to-speech to make it more understandable, needs to have a robust speech recognition implementation and in general it needs to be more friendly and relatable. Thus, the closer the robot is to an actual human being, the better the education provided by it can be effectively understood by humans.

Compared to related work, the developed system, combining some of the key improvements mentioned within the related work, achieved similar results in the short term. Compared to the study shown in [11], where a robot has been shown to improve the linguistic capabilities of children, the results from the user tests done in this thesis project showed that the education given to the users was effective for the most part. Another study shown in [12] produced effective short-term results using a robot language tutoring system that adapted to the users’ skills when tested on children. Compared to the study [12], the results from the thesis project
showed that utilizing personalization as a way of adapting to users’ preferences showed promising results as well. The thesis project, when compared to another study shown in [13], which successfully motivated children to learn a language using a robot, achieved similar results where the participants of the test mentioned that they were excited and motivated to interact with and learn from the robot. A study, shown in [14], showed that robot systems could be motivational tools for learning a language if they have more things in common with their users. Compared to the study [14], the thesis project solidified the theory of the study [14] by showing that when the robot system has more things in common with its users (movie-related preferences), it can be a mostly effective and motivational tool in terms of language education.

On the more technical side of things, a study shown in [15] presents a social robot that utilizes NLP to extract its user’s personal information using natural speech. The results of that study [15] showed that gathering more in-depth and personal knowledge of the users could improve the users’ satisfaction rating. When compared to that study [15], the thesis project also showed that gathering more personal information about the users could help improve its service based on user feedback. Another study demonstrated in [31] presented a system that could understand and recognize child speech to provide game-like informative activities with them. Although there are no solid results for the study [31] other than it being titled as promising, the thesis project was able to utilize speech recognition and natural language processing to provide promising results as well. In terms of education and personalization, the study presented in [51] showed positive results when incorporating personalization to teach a language to its user. Much like the study [51], the thesis project also presented positive results when it comes to incorporating personalization techniques during education since most of the participants responded very positively to the inclusion of their personal movie-related preferences during the study sessions. In another study where personalization was utilized to adapt to the user’s skill level [52], the authors of the study believed that the system could provide a flexible and ubiquitous learning environment for learning English. Compared to that study, the thesis project showed that personalization could also be used to relate to the users to be effective. And, a robot, that is capable of mobility and can be used anytime, could be used to provide a learning environment that is flexible and ubiquitous. Finally, a study described in [53] presents a personalized language education system that is mobile and flexible. Compared to that study [53], the robot system, developed as part of the thesis project, can provide personalized education using the personal information of the users in a mobile and flexible manner. Which is possible thanks to the NAO robot’s ability to be used untethered and at any given time.

9.1 Discussion

The idea of utilizing AI in language education in the shape of a robot, then doing research in that area, developing the system and testing it first-hand was an overall insightful and worthwhile effort. Through this effort, more information on how AI in education can be an effective tool and what kind of improvements and features are needed in such a system have been gathered from tests on actual students. Also, designing and implementing such a system, highlighted the use of modern technologies and some challenges that other developers may face as they implement similar systems. Challenges like library incompatibility, lacking built-in
features, network latency, and slow hardware needs to be considered when developing a robot education system. These challenges can possibly be overcome with better hardware, better software support, robust networking, and the developer’s intuition.

The thesis, as a whole, has presented relevant background information, followed the research and engineering methods, involved specifying, designing, implementing, and testing of a software system, and evaluated its results. The thesis project has achieved its goal, which was to provide an answer to the research question and then evaluate its effectiveness in real use-case scenarios. The outcome of the project pointed out some critical areas for improvement in order for the system, and systems similar to it, to achieve even greater and more successful results. The aspect of personalization and robotics technology of the project, combined within the NAO robot, has been proven to be a motivating factor, and going for that direction has provided insightful knowledge within the AI in education field. The developed system showed the strengths and shortcomings of such an idea in the form of user opinions and feedback. There is much to improve and add to the project, but, overall, it was a worthwhile effort in terms of research.

9.2 Future Work

More features can be added to the system, and existing features could be made more robust and responsive to improve the educational effectiveness of the system and provide more quality of life for its users in terms of user experience. Based on user feedback and findings from the research, adding features like more languages, being able to select a specific language to learn, more personalization aspects (sports, games, music, etc.), utilizing non-verbal communication during education (moving arms, nodding head, etc.), and a way for users to test their own abilities in the shape of quizzes or tests for a specific language can help improve the system’s educational effectiveness. Also, if the speech-recognition is more responsive and robust, the users can have a better experience interacting with the robot. Some parts of the system can also make use of better hardware to improve the overall responsiveness and capabilities of the system as well. If the robot is able to process all of the information faster, it can also respond faster. Another feedback, taken from the test participants, highlights the potential educational effectiveness increase if there was a display that showed what the robot was saying using both text and images. These additional features and improvements could potentially increase both short-term and long-term effectiveness of the system by providing more flexibility to the users’ needs while also improving motivation to study with the robot. Once the improvements and the additional features are added to the system, it can also provide complete coverage of a language as well. In terms of testing, the system could be tested on more users from a wider range of age groups and social backgrounds to see which demographic the robot system appeals to the most. More research within this area, AI in education, can provide additional knowledge into how these types of educational tools can be effectively utilized in the future.
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Appendix A

Personalized Language Education Robot Questionnaire

The results from these questionnaires will be used to evaluate the system's effectiveness. The information you will provide is completely anonymous and is expected to be unbiased. * Required

1. Did you have any prior experience working or interacting with robots? *

   *Mark only one oval.*
   
   ☐ Yes
   ☐ No

2. How would you rate your knowledge of the Italian language prior to interacting with the robot? *

   *Mark only one oval.*
   
   ☐ A lot (Native, proficient)
   ☐ A little (Basic knowledge)
   ☐ None

3. Do you think that the robot was able to effectively teach you the basics of the Italian language? *

   *Mark only one oval.*
   
   ☐ Yes
   ☐ No
   ☐ Not sure
4. Do you think that the inclusion of movie related information and subjects during the education was a motivating factor for you? *

*Mark only one oval.*

☐ Yes
☐ No

5. If you answered "No" to the previous question, what other topic might motivate you?


6. In your own words, what more could be improved or added to the system to make it more motivating and effective when teaching a language? *


This content is neither created nor endorsed by Google.

Google Forms