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Abstract
The capability of a regional (AROME-Arctic) and a global (ECMWF HRES)
weather-prediction model are compared for simulating a well-observed polar
low (PL). This PL developed on 3–4 March 2008 and was measured by dropson-
des released from three flights during the IPY-THORPEX campaign. Validation
against these measurements reveals that both models simulate the PL reason-
ably well. AROME-Arctic appears to represent the cloud structures and the high
local variability more realistically. The high local variability causes standard
error statistics to be similar for AROME-Arctic and ECMWF HRES. A spatial
verification technique reveals that AROME-Arctic has improved skills at small
scales for extreme values. However, the error growth of the forecast, especially
in the location of the PL, is faster in AROME-Arctic than in ECMWF HRES. This
is likely associated with larger convection-induced perturbations in the former
than the latter model. Additionally, the PL development is analysed. This PL has
two stages, an initial baroclinic and a convective mature stage. Sensible heat flux
and condensational heat release both contribute to strengthen the initial baro-
clinic environment. In the mature stage, latent heat release appears to maintain
the system. At least two conditions must be met for this stage to develop: (a)
the sensible heat flux sufficiently destabilises the local environment around the
PL, and (b) sufficient moisture is available for condensational heat release. More
than half of the condensed moisture within the system originates from the sur-
roundings. The propagation of the PL is “pulled” towards the area of strongest
condensational heating. Finally, the sensitivity of the PL to the sea-surface tem-
perature is analysed. The maximum near-surface wind speed connected to the
system increases by 1–2 m⋅s−1 per K of surface warming and a second centre
develops in cases of highly increased temperature.
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1 INTRODUCTION

Polar lows (PLs) are small but intense cyclones devel-
oping in cold air masses that flow over large water sur-
faces, known as cold-air outbreaks (CAOs; Rasmussen and
Turner, 2003). The associated strong winds, high waves
and substantial snowfall are a threat for coastal communi-
ties and maritime operations at high latitudes. The North-
east Atlantic is one of the areas with the most frequent PL
occurrence (Stoll et al., 2018).

PLs are mesoscale cyclones with a typical diameter of
200–600 km (Rojo et al., 2015). They develop and intensify
rapidly, generally within a few hours. Hence, hazardous
conditions associated with PLs appear at short notice. In
contrast to synoptic-scale cyclones, their lifetime rarely
exceeds two days (Rojo et al., 2015).

Because of their fast development and due to the sparse
observation network in polar regions, the prediction of
PLs is a challenge for meteorological services (Furevik
et al., 2015). Numerical weather prediction (NWP) mod-
els still have issues to correctly represent important details
of convection and the stable atmospheric boundary layer
of cold air masses (Holtslag et al., 2013). These two pro-
cesses are relevant during and before, respectively, the PL
development. Up-to-date regional NWP models show sub-
stantial differences in their representation of convection
connected to CAOs (Field et al., 2017).

Detailed measurements of the development of PLs are
rare. Only a handful of flight campaigns have been per-
formed (Shapiro et al., 1987; Douglas et al., 1991; Dou-
glas et al., 1995; Brümmer et al., 2009). In February and
March 2008, in connection with the International Polar
Year (IPY) of The Observing System Research and Pre-
dictability Experiment (THORPEX), several flight mis-
sions were conducted in the Northeast Atlantic (Kristjáns-
son et al., 2011). Two PL cases and several other Arctic
marine boundary-layer phenomena were observed by an
aircraft. To the knowledge of the authors, the only PL
observed by multiple flights was that monitored during the
IPY-THORPEX campaign on 3–4 March 2008. This, com-
monly referred to as the THORPEX PL, is among the most
investigated PLs, and is also scrutinised in this study.

Føre et al. (2011) described this PL based on drop-
sonde data obtained from the flights, satellite images and
the weather-prediction model HIRLAM (High-Resolution
Limited-Area Model), operational at the Norwegian Mete-
orological Institute (MET Norway) at that time. Føre and
Nordeng (2012) use the Weather Research and Forecast-
ing model (WRF) with 3 km horizontal grid-spacing and
non-hydrostatic dynamical core to investigate the effect
of surface energy fluxes and condensational heat release
on the intensification of the PL. Wagner et al. (2011)
performed WRF simulations with 2 km grid-spacing and

compared these to lidar and dropsonde measurements
obtained from the flight campaigns. Innes et al. (2011)
used the Met Office Unified Model (UM) with grid-spacing
of 12, 4 and 1 km to investigate the effect of the model
grid-spacing on the PL simulation. They found that the
4 km version performed considerably better than the
12 km version, while the 1 km simulation did not improve
the representation of the PL with that particular model.

Føre et al. (2011) and Kristjánsson et al. (2011)
suggested using the observations retrieved from the
IPY-THORPEX campaign for model validation. In this
study, the state-of-the-art regional weather-prediction
model, AROME-Arctic (Müller et al., 2017a), is vali-
dated against this dataset. AROME-Arctic (Applications
of Research to Operations at MEsoscale for the Euro-
pean Arctic) has been used operationally at MET Norway
since 2015. AROME-Arctic (AA) is the first operational
model for the European Arctic with a non-hydrostatic core
that permits convection. The model system from which
AA originates is utilised by numerous other European
meteorological services for operational weather forecast-
ing (Bengtsson et al., 2017). This model system is also
currently employed for the production of the first regional
reanalysis of the European Arctic. Section 2.1 gives more
details on the model.

At present, AA is the main tool for forecasting PLs
that develop in the Nordic Seas and offer a threat
to the Norwegian coast. Due to the non-hydrostatic,
convective-permitting dynamics, AA is expected to be
more suited for simulating the development of PLs than
previous hydrostatic models. Müller et al. (2017a) conclude
that a PL which occurred on 8 December 2016 was repre-
sented with higher accuracy in AA than in the operational
High RESolution global weather-prediction model (HRES)
of the European Centre for Medium-Range Weather Fore-
casts (ECMWF; ECMWF, 2018). More details to ECMWF
HRES are given in Section 2.2. However, in that study
the models were only compared for their performance in
simulating the near-surface wind speeds. The model rep-
resentation of the three-dimensional dynamical structure
of a PL has not yet been investigated for AA.

The capability of AA to accurately simulate the THOR-
PEX PL is evaluated in the first part of this study, with
the explicit purpose of revealing the strengths and weak-
nesses of the model. Furthermore, the representation of
this PL by AA is compared to the performance of the
weather-prediction model HRES.

In the second part of the study, the focus is on the devel-
opment mechanisms of the PL in question. However, this
is connected to the first, since a better understanding of
the PL evolution eases the identification of the model com-
ponents that need improvement to increase the forecast
quality of PLs.
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Multiple development mechanisms, such as baroclinic
instability, shear instability, upper-level potential vortic-
ity forcing, orographic vortex generation, convection, and
diabatic processes have been recognised as being impor-
tant for the intensification of PLs (Rasmussen and Turner,
2003; Terpstra et al., 2015). Often, the mentioned mecha-
nisms interact nonlinearly, implying that the role of every
single component is difficult to examine (Bracegirdle,
2006).

The importance of the different mechanisms varies
among PL cases, which is the major reason why no stan-
dard model for PL development has been developed. Fur-
thermore, the importance of the different mechanisms
changes during the lifetime of a PL. Some PLs were
observed to develop initially in a baroclinic environment
and subsequently to intensify by convective processes (e.g.
Nordeng and Rasmussen, 1992). The PL investigated in
this study follows such development.

Various idealised numerical simulations have been
performed in order to understand the development of
PLs. For example, Terpstra et al. (2015) applied a baro-
clinic channel model adapted for high-latitude conditions
to demonstrate that a low-level disturbance requires a
“diabatic boost” in order to amplify quickly. The occur-
rence of this “boost” depends on sufficient humidity and
baroclinicity and weak static stability. They conceptually
described the growing perturbation in the context of the
Diabatic Rossby Vortex (DRV), where potential vorticity is
produced below the source of latent heating.

Yanase and Niino (2005; 2007) showed in idealised
experiments that the cloud structure can be associated
with the dominant development mechanism. Simulations
with a strong baroclinic environment lead to cyclones
with comma-shaped clouds. In the absence of baroclin-
icity, spiral-form convective clouds develop, as seen in
“hurricane-like” PLs (e.g. Nordeng and Rasmussen, 1992).

Also, NWP models have been utilised for investiga-
tion of the physical development mechanisms of PLs.
Often sensitivity experiments with perturbed surface heat
fluxes and condensational heat release are performed to
investigate their relevance. Yanase et al. (2004) showed,
using the Meteorological Research Institute Nonhydrolog-
ical Model (MRI-NHM) with 5 km grid-spacing, that the
rapid development of a PL in the Sea of Japan was mainly
caused by condensational heating, whereas the surface
fluxes maintained the favourable environment for the PL
development.

Innes et al. (2011), Wagner et al. (2011), and Føre
and Nordeng (2012) investigated the development of the
THORPEX PL with sensitivity experiments. We also per-
form several sensitivity experiments, some of which are
comparable to those in these studies. However, the earlier
studies mainly examine the evolution of sea-level pressure

of the PL. In this study, we analyse the PL development
based on multiple relevant variables, whereby new conclu-
sions are drawn. Additionally, we undertake new experi-
ments to investigate the influence of the sea-surface tem-
perature (SST) on the PL evolution. PLs develop over
surfaces of open water, and the sensitivity to SST has previ-
ously been tested only in an idealised axisymmetric model
(Linders et al., 2011). The investigation of the effect of the
SST on the PL development is of high interest for weather
prediction, since it elucidates the influence of inaccurate
SST fields on the forecast. In NWPs, the SST is typically
set constant during the forecast. However, strong cold-air
advection during which PLs occur can lead to rapidly vary-
ing SSTs (e.g. Sætra et al., 2008), violating a constant SST
assumption.

To summarise, the research questions posed in this
study are two-fold:

1. How well does the regional NWP model AA capture the
development of the well-observed THORPEX PL? How
does it perform compared to the global NWP model
ECMWF HRES?

2. What are the important physical mechanisms for the
development of this PL? How sensitive is this PL to the
sea-surface temperature?

The paper is organised as follows. In Section 2, the
AA and HRES models, the observational datasets, and
the applied methods are presented. Then, research ques-
tions 1 and 2 are approached in Sections 3 and 4, respec-
tively. Finally, discussions and conclusions are provided in
Section 5.

2 DATA AND METHODS

In this study, the operational weather-forecast models,
AROME-Arctic and ECMWF HRES, are compared and
validated against satellite and dropsonde data from the
IPY-THORPEX campaign. The models and observational
datasets are introduced in the Sections 2.1 to 2.4. In
Sections 2.5 to 2.7 we present the techniques applied for
validation of the models in Section 3 and the comparison
of the sensitivity experiments in Section 4.

2.1 AROME-Arctic

The AROME model was developed by Météo France
(Seity et al., 2011), as part of the Aire Limitée Adapta-
tion Dynamique Développement International (ALADIN)
consortium. A collaboration of the ALADIN and
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F I G U R E 1 Fields from the AROME-Arctic analysis at 0000 and 1200 UTC on 3–4 March 2008. (a–d) horizontal wind speed (colour
shading, m⋅s−1), the sea-level pressure (black contours, spacing 2 hPa), and the 500 hPa geopotential height (m, red contours). Yellow and red
numbers denote maximum wind speeds (m⋅s−1) and the minimum sea-level pressure (hPa), respectively. (e–h) 500–1,000 hPa thickness (m,
colour shading), as a measure of the atmospheric temperature, the baroclinicity expressed by ∇𝜃850 (K⋅(100 km)−1, black contours), and the
static stability expressed by 𝜃e,SST − 𝜃e,500 (K, green contours), where positive values depict conditionally unstable conditions. (i–l) planetary
boundary-layer height (km, colour shading), CAPE (J⋅kg−1, white contours), and the location of the ice edge (white dashed line). The
position of the PL centre is denoted by a black dot in (e–l)

HIRLAM consortia further adapted AROME into the
HIRLAM–ALADIN Research on Mesoscale Operational
NWP in Euromed (HARMONIE)-AROME model system
(Bengtsson et al., 2017).

The HARMONIE-AROME model system is utilised by
numerous meteorological services for operational weather
forecasts after adaptation for local conditions (e.g. Müller
et al., 2017b). MET Norway implemented a configura-
tion of this model system, called AROME-Arctic (AA), for
the European Arctic with the centre around Svalbard in
November 2015 (Müller et al., 2017a). For experiments in
this study, version 40h1.1 of the model system is applied,
which was operational for AA from 2016 until early 2019.
We display only the southern half of the domain of AA
(e.g. Figure 1) since the THORPEX PL evolved in that

area. The full domain is presented in Figure 1 of Müller
et al. (2017b).

AA has a horizontal model grid-spacing of 2.5 km and
65 vertical hybrid levels, of which 32 are below 3 km. The
model includes a non-hydrostatic dynamical core that per-
mits convection. AA uses 3D-Var upper-air data assimila-
tion of conventional and satellite observations and optimal
interpolation of near-surface temperature, humidity and
snow depth, both within a 3 hr cycle. Every hour, it obtains
lateral and upper-boundary data from ECMWF HRES,
which is presented in the next subsection. Operationally,
AA retrieves data from the HRES forecast starting 12 hr
earlier, because the recent HRES version is still in pro-
duction. Since we reproduce an old case, we utilise the
HRES forecast with the same initialisation time as the
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T A B L E 1 List of the performed experiments with AROME-Arctic and the main results

Name Description Main result

CTR = SIM-03-00 Control run; start at 0000 UTC on 3 March 2008. PL well simulated, especially within first 24 hr of
the simulation.

SIM-“day”-“hour” Simulations starting “day” March “hour” UTC. Realistic short-term forecasts. After 24 hr the sim-
ulations deviate.

noFLX No turbulent heat fluxes in the domain. The PL “consumes” the baroclinicity and decays
thereafter.

noFLX-A No turbulent fluxes in limited area (box in
Figure 10e).

The local fluxes around the PL centre are most
important.

2FLX Doubled turbulent fluxes in the bulk scheme. The convective mature stage develops considerably
stronger.

noQH No latent heat flux in the domain. Initially comparable to CTR; no intensification in
the mature stage.

noTH No sensible heat flux in the domain. The vortex develops weaker; the PL develops no
mature stage.

noCond No condensational heat release in the domain. Initially reduced baroclinicity; the PL develops no
mature stage.

+2/4/6 SST Sea-surface temperature increased by 2, 4, 6 ◦C. Faster and enhanced PL development; two cores
develop.

–2/4/6 SST Sea-surface temperature reduced by 2, 4, 6 ◦C. Suppressed PL development after the baroclinicity
is “consumed.”

Note: The sensitivity experiments are started at the same time as the control run.

AA simulation. This removes differences between the AA
and HRES simulations with same initialization time which
originate from old boundary data of AA.

The PL developed in the morning of 3 March 2008
to the south of Svalbard and made landfall in the after-
noon of 4 March 2008 in central Norway. In order to
obtain accurate initial conditions for the AA simulations,
a spin-up phase is started at 0000 UTC on 1 March 2008
from interpolation of the ECMWF HRES analysis. After
that the model is updated 3-hourly with assimilation of
observations. The main AA simulation, also referred to
as the control run (CTR) and SIM-03-00, is initiated from
the cycle at 0000 UTC on 3 March, just before the THOR-
PEX PL developed, and forecasts for 48 hr until 0000 UTC
on 5 March. Similar forecasts are also initiated from
the consecutive cycles at 0600, 1200 and 1800 UTC on 3
and 4 March and referred to as SIM-“day”-“hour,” where
“day” and “hour” indicate the time of initialisation. These
simulations are used for the validation of the forecast
performance of the model (Section 3). In order to inves-
tigate different physical mechanisms, several sensitivity
experiments are performed, beginning at the same time
as CTR (Section 4). The different experiments are briefly
summarised in Table 1. In experiments where the sur-
face flux components are investigated (e.g. noTH, noQH,
noFLX and 2FLX), an artificial factor was implemented
into the bulk formula.

2.2 ECMWF HRES

ECMWF HRES produces a global weather forecast for
10 days into the future. In this study, data from the model
that was in operation in March 2008, is used. It is based on
the ECMWF Integrated Forecast System (IFS) cycle 32r3
with a horizontal spectral resolution of T799, correspond-
ing to a grid-spacing of about 25 km, and includes 91
vertical levels (ECMWF, 2018). The model runs twice a
day, starting from 0000 and 1200 UTC. The initial state is
updated by 4D-VAR data assimilation with a 12 hr window.
In this study, HRES simulations from 2–4 March 2008 are
compared to AA.

2.3 Satellite data

For the qualitative validation of the PL, the model prod-
ucts are validated against different satellite retrievals.
The U.S. National Oceanic and Atmospheric Administra-
tion (NOAA) Advanced Very High Resolution Radiometer
(AVHRR) measures radiation emitted from Earth. Chan-
nel 4 retrieves infrared radiation within the spectral band
of 10.3–11.3𝜇m, from which the emission temperature can
be determined. The latter is equivalent to the cloud-top
temperature in the case of cloud cover, and to the surface
temperature otherwise.
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QUIKSCAT (U.S. Quick Scatterometer mission car-
rying the SeaWinds scatterometer) is a specialised
microwave radar that measures the near-surface wind
vector on a swath width of 1,800 km over sea surfaces
under all weather conditions (Verhoef et al., 2016). The
instrument measured the wind speed with a horizontal
resolution of 25 km and an accuracy of 2 m⋅s−1 between
June 1999 and November 2009.

2.4 IPY-THORPEX dropsondes

The IPY-THORPEX campaign included a total of 12 flight
missions between 27 February and 17 March 2008 with a
total of 150 released dropsondes (Kristjánsson et al., 2011).
Three of the flight missions focused on the PL investigated
here, with 20, 15, and 20 released dropsondes, respectively.
The sondes were dropped from an altitude of about 7 km
and measured the pressure, temperature, horizontal wind
and relative humidity with an accuracy of 1 hPa, 0.1 K,
0.5 m⋅s−1 and 5%, respectively.

2.5 Verification techniques

Simple error statistics – the BIAS and mean absolute error
(MAE) – are calculated by comparison of the model data to
the dropsondes released in the THORPEX flights. In order
to exclude effects assigned to the high local variability of
AA, the local average in a circle with a radius of 12.5 km,
approximately the grid-spacing of HRES, is calculated for
AA and presented as AA-avg. However, traditional metrics
are sensitive to exact matches of observations and simula-
tions (Ebert, 2008). Since models can have a high quality
without capturing the exact location of meteorological fea-
tures, spatial verification methods have been introduced
for model evaluation. Different types, such as scale sepa-
ration, object-oriented, field deformation and “fuzzy” ver-
ification techniques have been developed (Gilleland et al.,
2010).

The former three approaches are normally applied to
gridded observation data, often for precipitation verifica-
tion (e.g. Gilleland et al. (2009). This study utilises grid-
ded observation data from satellites for infrared radiation
and scatterometer wind fields. However, examples of spa-
tial verification with these fields are rare for case-studies.
Alternatively, some “fuzzy” verification techniques are
commonly applied to point observations, such as the drop-
sondes. Fuzzy verification utilises a spatial window sur-
rounding the location of the observation. Within this win-
dow, the data can be treated in various ways (Ebert, 2008).
Here, a simple approach of Atger (2001) is applied: for a
given threshold, if both the observation and at least one

grid cell within the window satisfy the threshold, a hit is
obtained. Following this logic, a contingency table of hits,
misses, false alarms and correct rejections can be derived
which is utilised for the calculation of a skill score. Follow-
ing Ebert (2008), the Hanssen and Kuipers (HK) score is
calculated as:

HK = hit rate − false alarm rate

= hits
hits + misses

− false alarm
false alarm + correct rejection

.

A multi-event contingency table is derived by varying
the threshold and the radius of the window size (scale) and
displaying the result in a two-dimensional table (Ebert,
2008). Also, the equitable threat score (ETS) is applied
and gives qualitatively similar results and is therefore not
displayed here.

2.6 Tracking of the polar low centre

Both for the model forecast validation (Section 3.5) and the
sensitivity experiments (Section 4), the propagation of the
PL is analysed. An automatic tracking procedure is applied
to detect the system objectively. It consists of three steps:

• Local maxima of the filtered relative vorticity at 850 hPa
are labelled as cyclone centres.

• Consecutive cyclone centres that propagated at less than
130 km⋅h−1 are merged in time to their nearest neigh-
bour.

• The THORPEX PL is detected as the cyclone centres
that propagate through the box bounded by 65◦N–71◦N
and 5◦W–10◦E between hours 20 and 30 of the experi-
ment. Satellite images reveal that the THORPEX PL was
the only cyclonic system propagating through that box
during that time.

Comparison of the retrieved tracks to the location of the
THORPEX PL in satellite images reveals that this tracking
procedure is sufficient. The detection proves insensitive
to the pressure level of the vorticity, as long as the level
is chosen from the lower troposphere (below 700 hPa).
The maximum propagation speed may appear to be high,
but was chosen because the THORPEX PL moved with a
speed of up to 90 km⋅h−1 at the later stages (Wagner et al.,
2011), and because the centre of the PL, recognised by the
applied detection algorithm, was adjusted to the location
of strongest vorticity.

A Gaussian filter is applied on the relative vortic-
ity within a radius of 100 km, cutting at one standard
deviation. The size of the radius was employed after the
following consideration. The smaller the filter radius, the
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more individual convective cells are recognised. The larger
the filter radius, the more circulation cells, including mul-
tiple PLs, are merged. In some simulations, the PL tends to
split into a dual PL after more than 24 hr of forecast time
(e.g. Figure 2l). For the comparison applied here, it was
considered most instructive to summarise the characteris-
tics of the PL as a single system. However, in simulations
with a pronounced division of the PL centre (e.g. +6 SST
in Figure 10c below), an individual investigation of the
centres is insightful. The chosen filter radius of 100 km
takes this into account. In cases of multiple centres within
a small distance, the procedure detects an intermediate
position between the centres.

2.7 Variables in the vicinity of the polar
low

After detection of the THORPEX PL, several variables are
computed in order to analyse the evolution. The strength
of the THORPEX PL is measured in three ways:

(a) the filtered relative vorticity at 850 hPa in the centre,
(b) the maximum wind speed at 10 m within 400 km

around the centre, and
(c) the minimum sea-level pressure (SLP) within

100 km of the centre.
The location of the minimum SLP and the vorticity

maximum do not coincide perfectly. In some cases, the PL
does not even have a well-defined local minimum in SLP.
The near-surface wind speed is influenced by the strength
of both the PL and the synoptic-scale CAO. Stoll et al.
(2018) show that the wind speed and SLP are both less
effective criteria for measuring the strength of PLs than
is the vorticity. However, the near-surface wind speed is
likely the most relevant variable for human activities. The
SLP is widely utilised as an intensity measure (e.g. Føre
et al., 2011), but in the present study it is demonstrated to
be of little value.

The roles of the three diabatic components, the sensi-
ble and latent surface heat flux and the latent heat release
by condensation, are compared. The latent heat release
by condensation is deduced from the precipitation rate by
using the specific latent heat for deposition, since the pre-
cipitation is almost purely in the solid phase. The mean in
each of the three diabatic components within a circle of
radius 300 km around the PL centre is computed in order
to compare their strengths. This is necessary since the
condensational heating occurs locally in convective cells,
whereas surface heat fluxes are more continuous, mainly
in regions of strong near-surface winds.

The gradient in the potential temperature at 850 hPa
(∇𝜃850) is used to investigate the baroclinic development
of the PL, and in the following is referred to as the

baroclinicity. A Gaussian filter with 100 km radius is
applied to 𝜃850 prior to the calculation of the gradient
in order to detect meso-𝛼-scale baroclinic zones and to
exclude temperature variations caused by small-scale con-
vective cells. The maximum baroclinicity within a distance
of 400 km of the PL centre is computed for the analysis of
the evolution of the PL. Also, horizontal fields of the plan-
etary boundary-layer height are presented. This variable
is computed by AA as the lowest atmospheric level where
turbulent kinetic energy is below 0.01 m2⋅s−2.

Conclusions presented in the following were tested
and confirmed to be insensitive to variations in the
above-mentioned length-scales.

3 MODEL VALIDATION

In this section, the capability of the weather-prediction
models AA and HRES for simulating the THORPEX PL
are evaluated. First, the development of the THORPEX
PL in the AA simulations is described and qualitatively
evaluated against satellite images (Section 3.1). Then, the
representation of the PL is qualitatively (Section 3.3) and
quantitatively (Section 3.4) compared between AA and
HRES. Finally, the forecast qualities of the two models are
compared (Section 3.5).

3.1 Evolution of the THORPEX polar
low

The evolution of the THORPEX PL is described by inves-
tigating model fields from the analysis of AA (Figure 1),
and additionally by comparing the pseudo-satellite images
from the analysis of AA (second column of Figure 2) to
actual satellite retrievals (first column of Figure 2). The
development of the THORPEX PL is also described in Føre
et al. (2011) and Wagner et al. (2011). Here, a somewhat
different perspective is presented by the inclusion of addi-
tional fields, such as the baroclinicity, the static stability,
the planetary boundary-layer height and the convective
available potential energy.

On 2 March 2008, a synoptic-scale low moved eastward
across the Norwegian Sea, causing a CAO to its western
side. At 0000 UTC on 3 March, the synoptic-scale low was
positioned off the coast of Northern Norway (Figure 1a;
70◦N, 12◦E). On the western flank of the low pressure a
frontal zone developed (Figure 1a; 70–78◦N, 10◦E). The
front separated the cold air masses over the Arctic sea ice
and warmer air masses over Scandinavia and developed
a significant temperature gradient (Figure 1e, black con-
tours). Along the front, the boundary layer was convective
and hence reached up to 5 km altitude (Figure 1i). To the
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F I G U R E 2 (a, d, g, j) Satellite images displaying the emission temperature, equivalent to the cloud-top temperature obtained by AVHRR
channel 4, and retrieved from the NERC satellite retrieving station, Dundee, UK. Pseudo-satellite images expressing the cloud-top temperature
from the AROME-Arctic analysis or 1 hr forecast (b, e, h, k), and from the AROME-Arctic forecast starting at 0000 UTC on 3 March 2008
(c, f, i, l). In the latter, the lead time of the simulations is displayed in the sub-caption by “+ h.” The red contours in the model fields denote
the sea-level pressure with a spacing of 4 hPa. The blue boxes in (b,e,k) show the areas that are presented in Figures S1–S3, respectively
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west of the front, the wind was northerly and cold, and to
the east, the wind was warmer and easterly (Figure 1a,e).
The front propagated westward, and at 1200 UTC on
3 March, it lay along the 2◦E meridian to the west of Sval-
bard (Figure 1b). The satellite and pseudo-satellite images
from the model (Figure 2a,b) depict a frontal cloud band.
The baroclinicity of the southern part of the frontal zone,
which was connected to the synoptic-scale low, decayed in
intensity. In contrast, the baroclinicity of the northern part
of the front amplified (Figure 1e,f), and along this frontal
zone, the PL was initiated.

A secondary convergence zone formed on 3 March
along 74◦N to the south of Svalbard, caused by east-
erly winds north and southeasterly winds south of the
zone (Figure 2a,b). The PL intensified around noon on
3 March in the baroclinic zone at the intersection point
of the two convergence zones (Figure 2b,e). The hori-
zontal temperature gradient increased and was main-
tained at approximately 5 K per 100 km (Figure 1e,f). The
comma-shaped cloud structure, visible until the night of
4 March (Figure 2d,g), with the comma-head to the west of
the PL center, indicate a baroclinic intensification of the PL
(Yanase and Niino, 2007). The upper-level low is located
to the south of the low-level center (Figure 1a,b; 72◦N,
5◦E). Low-level cold-air advection below the upper-level
low amplifies the upper-level disturbance. The upper-level
low in turn causes upper-level warm air advection above
the surface low, which strengthen the low-level vortex.
This is the amplification mechanism of baroclinic insta-
bility, characterised by a vertical tilt in the pressure per-
turbations. 1. 1 In the following, the stage of the PL until
0000 UTC on 4 March is referred to as the initial baroclinic
stage.

At the end of the baroclinic stage, at 0000 UTC
on 4 March, the PL formed an eye-like cloud struc-
ture (Figure 2g) with a warm core, and the baroclinic-
ity decayed (Figure 1g). Also, the SLP and the geopoten-
tial height at 500 hPa aligned vertically, an indication of
a quasi-barotropic system (Figure 1c). The highest wind
speed associated with the PL occurred on the western side
of the centre at the edge of the CAO. This region is referred
to as the western eye-wall.

On the morning of the 4 March, the PL propagated
southeastward into an area that was conditionally unsta-
ble for deep convection, indicated by 𝜃e,SST − 𝜃e,500 >

3 K (Figure 1g) and by CAPE values above 400 J kg−1

(Figure 1k). In this environment, the PL intensified fur-
ther, and strong winds of 25 m⋅s−1 occurred in the western
eye-wall (Figure 1c). The PL developed into a spiral-like
system of convective clouds (Figure 2j,k). This cloud sig-
nature indicates that convective processes were of major
importance for the system (Yanase and Niino, 2007). The
time from 0000 UTC on 4 March, where the PL reached

the highest intensity, is below referred to as the con-
vective mature stage. Later, it will be shown that latent
heat release by condensation was significant at this stage
(Figure 12a).

The PL propagated further southeastward along the
edge of the domain of AA from 1200 UTC on 4 March and
made landfall on the coast of Norway at approximately
65◦N around 1800 UTC on 4 March.

3.2 AROME-Arctic validation against
satellite images

The comparison of the satellite images with the
pseudo-satellite images produced by AA, both depicted
in Figure 2, reveals that the clouds are generally captured
well in the AA analysis. Examples are the correct posi-
tion and structure of the frontal zones and the spiral-form
clouds of the PL in the mature stage. The cloud structure
appears in balance with the model dynamics at the anal-
ysis time of the model. This can be seen by the lack of
abrupt changes in the cloud representation within the first
hours of the model simulations (not presented in detail,
but indicated from a comparison of Figures 2b,c).

AA develops deep convective towers, visible as circu-
lar blobs (e.g. Figure 2e around 73◦N, 3◦E). In the satellite
images, deep convection appears less confined and spread
over larger areas (e.g. compare Figures 2g,h at 68◦N, 10◦E),
indicating that some deep convection occurs on scales
lower than the effective resolution of the model.

In the shallow CAO to the west of the frontal zone
along 2◦E, the model correctly simulates cloud streets
(Figure 2e,h,k lower-left corner). However, the spacing
between the cloud streets is about 25 km (10 grid cells, not
shown), which is approximately the effective resolution of
the model, and which is larger than the observed spacing of
about 15 km in the satellite images (Figure 2d,g,j lower-left
corner). The satellite images show that the convection in
the CAO evolves into shallow convective cells during the
night of 4 March (Figure 2g lower left side), whereas AA
still simulates cloud streets at this time (Figure 2h). Since
cloud streets are favoured over cellular convection when
the vertical wind shear is large (Markowski and Richard-
son, 2010), AA may overestimate the vertical shear in the
lowest model levels, which might be caused by an inaccu-
rate boundary-layer parametrization.

Other interesting features captured by AA, which are
not connected to the PL development, are lee vortices,
visible as wave-breaking-like disturbances in the satellite
image, induced by Jan Mayen, an island with a 2.2 km
high mountain, located at 8◦W, 71◦N. These vortices
can be observed in the lee of isolated terrain obstacles,
when the lower atmosphere is strongly stratified, so that
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F I G U R E 3 The outgoing
long-wave radiation (shading)
from the (a) AROME-Arctic and
(b) HRES simulations starting at
0000 UTC on 4 March, averaged
over the first 3 hr of the
forecasts, to be compared with
the satellite image in Figure 2g.
Red contours depict the sea-level
pressure (spacing 3 hPa) after
3 hr of model integration

the flow has to pass around the obstacle (section 13.3
in Markowski and Richardson, 2010). In the model, the
island initialises an oscillation in the cloud street passing
the mountain (Figure 2j,k). However, the effective resolu-
tion of the model appears to be insufficient to simulate the
wave-breaking of the oscillation.

High clouds, connected to the jet stream, which were
observed over Northern Scandinavia (see the high gradient
in the geopotential height in Figure 1b), are depicted by the
model, but more smoothly than observed (e.g. Figure 2a,b
right side). AA has only a few model levels above 10 km
altitude and is highly steered by HRES at this height. The
latter has a model grid-spacing of 25 km and therefore does
not resolve fine-scale structures. Locally, deviation in this
high-cloud cover can lead to large differences in the local
radiative balance (Valkonen et al., 2020). Since the devia-
tion in the high-cloud cover is located more than 500 km to
the east of the system it has no influence on the radiative
budget of the PL.

3.3 Qualitative comparison between
AROME-Arctic and ECMWF HRES

After having shown a reasonable agreement of the
AA analysis to satellite images, in this and the next
Section the representation of the Thorpex PL in AA and
ECMWF HRESis compared, first qualitatively and then
quantitatively.

3.3.1 Cloud structure

The emission temperature displayed in Figure 2 is not a
standard output parameter from ECMWF models. How-
ever, the outgoing long-wave radiation (OLR) at the top of
the atmosphere can be used instead, because the emission
temperature largely determines it. The OLR from the mod-
els is typically stored as the accumulation since the start

of the simulation, whereas the pseudo-satellite images,
shown earlier, depict instantaneous patterns. Therefore,
the OLR from AA (Figure 3a) appears more smooth than
the pseudo-satellite image (Figure 2h). Since ECMWF pro-
vides the output from HRES at 3 hr intervals, the mean
OLR is displayed within 3 hr period of model integration
.

The comparison of the OLR between the two NWP
models reveals close agreement in the representation of
the comma-shaped cloud of the PL (around 72◦N, 5◦E),
other large-scale cloud patterns (e.g. the high clouds over
the Barents Sea in the upper right corner of Figure 3a,b),
and areas of cloud-free conditions. However, AA better
captures the shallow convection in the CAO to the west of
the PL (Figure 3 lower-left corner). Also, AA resolves indi-
vidual convective clouds in much more detail than HRES
(e.g. Figure 3a lower edge around 10◦E). These clouds that
can cause a considerable amount of precipitation.

3.3.2 Near-surface winds

Despite differences in the cloud cover, the SLP and
near-surface wind fields are quite similar in the two mod-
els at near-analysis time. Especially in the initial baro-
clinic stage of the PL, differences in the fields are small
(not shown). Also in the convective mature stage around
0600 UTC on 4 March, which is investigated in the follow-
ing, the pressure field is very similar in the two models
(Figure 4d,g); e.g. the synoptic-scale low at 73◦N, 20◦E
has a comparable depths in sea-level pressure. However,
the centre of the PL is 1.5 hPa deeper in AA than in
HRES. Smoothing of AA to HRES resolution with a Gaus-
sian filter of 12.5 km radius shrinks the difference in the
centre pressure to 0.7 hPa. Hence, large parts of the pres-
sure differences are attributed to the small-scale dynamics
of AA.

AA and HRES compare well to the scatterometer wind
field retrieved from QUIKSCAT (Figure 4a–c). The RMSE
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F I G U R E 4 (a) The 10 m wind speed (m⋅s−1, colour shading, scale as for (d–i)) retrieved from QUIKSCAT at 0418 UTC on 4 March at
the mature stage of the Thorpex PL. (d–i) The 10 m wind speed (colour shading) and sea-level pressure (contours, spacing 1 hPa) of the
models AA and HRES for 0600 UTC on 4 March 2008 (but 0400 UTC for (d)). (d, g) show the near-analysis fields, (e, h) the 18 hr and (f, i)
30 hr forecasts from AA and HRES, respectively. (b, c) show the difference between the near-analysis and the QUIKSCAT satellite retrieval in
(a). Red dots and numbers denote the local minima in sea-level pressure (hPa), and orange numbers the local maxima in the wind speed

of the near-surface wind fields of both models against
QUIKSCAT is 1.8 m⋅s−1. Comparable results are also found
from scatterometer wind retrievals for other times (not
shown).

The highest wind speed connected to this PL is
observed in the western eye-wall of the PL at the edge

of the shallow CAO. The CAO is associated with the
synoptic-scale situation with a low at 73◦N, 20◦E and both
models reproduce this flow (Figure 4). The PL intensi-
fies the flow of the CAO. Both models capture this wind
intensification to the southwest of the PL. The maximum
wind speed develops slightly stronger in AA (26 m⋅s−1)



STOLL et al. 1751

than observed by QUIKSCAT (25 m⋅s−1), and is slightly
weaker in HRES (24 m⋅s−1). AA captures the wind speed
in the shallow CAO (Figure 4b,c between 10 and 0◦W)
better than HRES, which underestimates the wind speed
by approximately 3 m⋅s−1. This might be attributed to
improved low-level dynamics in AA, due to the increased
resolution.

The largest deviation of AA from QUIKSCAT occurs at
the location of the fronts, which are displaced by around
30 km (Figure 4b, red line near 0◦E). The fronts are consid-
erably sharper in AA than in QUIKSCAT. Due to its coarse
resolution of 25 km, QUIKSCAT underestimates the gra-
dient of the wind speed. Furevik et al. (2015) for example
observe a wind gradient of 11 m⋅s−1 over a distance of 1 km
in the front of a PL. Hence some of the deviations between
AA and QUIKSCAT may not be associated with model
deficiencies. No conclusions on wrong model dynamics of
AA can be drawn from this comparison. Otherwise, the
resolution of HRES appear insufficient to fully capture the
flow close to the PL centre: HRES overestimates the wind
speed in the almost calm centre by about 3 m⋅s−1 (Figure 4c
at 70◦N, 4◦E) and underestimates the wind around the
centre by about 4 m⋅s−1.

In both models, large differences from QUIKSCAT are
observed in the calm sector to the east of the PL (e.g.
Figure 4b,c at 70◦N, 11◦E). The models simulate too week
winds in this area which is associated with deep cellular
convection (Figure 2g). As mentioned before, none of the
models correctly simulate these cells (e.g. Figure 3).

3.3.3 Qualitative comparison
to dropsondes

In order to provide a more detailed validation of the
models, comparison with the dropsonde data is per-
formed. This is done qualitatively in this subsection and
quantitatively in the next section. First, the qualitative
analysis is performed since it highlights the challenge
of model verification with the utilised observational
dataset.

Examples of horizontal cross-sections of the specific
humidity for both models at 850 hPa are depicted in
Figure 5a,b at the time of the second THORPEX flight, at
the end of the baroclinic stage of the PL. The large-scale
humidity field at 850 hPa is similar for AA and HRES, but
also considerable differences are recognised (Figure 5a,b).
AA shows more moisture than HRES in the baroclinic
zone along the 0◦meridian. In this zone, the relative
humidity is exceeding 90% in AA, whereas HRES rarely
simulates values close to saturation.

AA simulates small-scale convective cells (e.g.
Figure 5a, around 69◦N, 5◦E) with the relative humidity

often reaching saturation. This causes a high local
variability of the humidity field. HRES reaches near sat-
uration only in the frontal and orographic zones, but has
considerably drier conditions in areas of cellular convec-
tion (Figure 5b). This arises from the advanced skills of
the convection-permitting dynamics of AA.

An enlargement of the central region of the PL simu-
lated by AA, with the observed values of the dropsondes,
is presented in Figure 5c. AA shows high local variabil-
ity within this region. AA and the dropsonde observations
appear to have similar values, and they also appear to
have a similar spatial variability of the values. Hence it is
concluded that AA captures the humidity reasonably well.

In order to validate the 3D structure of the PL in more
detail, vertical cross-sections AA in equivalent potential
temperature, relative humidity and wind for AA are pre-
sented in Figure 6, together with dropsonde data. The
cross-section goes through the main baroclinic zone dur-
ing the second flight between dropsondes 5 and 9 (red line
in Figure 5c). In general, AA and the dropsondes agree well
on the vertical structure of the meteorological fields and
on showing high local variability in the vertical direction.

AA captures the shallow CAO (west of 2◦W) with
low temperature and increasing humidity from the sur-
face towards the cloud top at approximately 800 hPa
(Figure 6a,b). In the baroclinic zone around 0◦ E, strong
temperature gradients are simulated, and the observations
approximately agree. The strongest winds of up to 30 m⋅s−1

are measured and simulated in this zone (dropsonde 7)
at around 900 hPa (Figure 6c). From the low-level baro-
clinic zone, the isentropes (here surfaces of constant equiv-
alent potential temperature) tilt towards the west with
height in both model and observations. Along this tilt,
frontal updraught is simulated, leading to increased rela-
tive humidity. Model and observations highlyagree in the
frontal dynamics, which are causing the comma-shaped
cloud.

To the east of the front, AA simulates strong convec-
tive updraughts of the order of 1 m⋅s−1 at 700 hPa between
dropsondes 7 and 8, high RH of almost 100% up to 600 hPa
and a conditionally unstable situation from the surface to
the tropopause (450 hPa). The dropsondes largely agree
with this convective behaviour.

Føre et al. (2011) argue that this PL is to a large degree
forced by upper-level potential vorticity. They partly base
their argument on a tropopause downfold, which they
observe by interpolatiing dropsondes 5 to 9 of the second
flight (their figure 8a). In Figure 6a, the equivalent poten-
tial temperature for the same cross-section is displayed.
Dropsonde 7 reports higher temperatures than dropson-
des 6 and 8 between 700 and 400 hPa. Føre et al. (2011)
argues that this indicates the tropopause downfold. How-
ever, dropsonde 7 is located close to the warm core of the
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F I G U R E 5 The specific humidity at 850 hPa (colour shading), sea-level pressure (black contours, spacing 1 hPa) and relative humidity
at 850 hPa (white contour at 90%) from (a) AROME-Arctic and (b) ECMWF HRES analysis at 1800 UTC on 3 March 2008. (c) Magnification
of the area indicated by the black box in (a). In red circles the observations from the dropsondes released during the second THORPEX flight
are depicted using the same colour code. Red numbers label the dropsondes, and the red line indicates the location of the cross-section
presented in Figure 6

F I G U R E 6 Vertical cross-section from the AA analysis at 1800 UTC on 3 March, along the line in Figure 5a during the second flight
showing in colour shading (a) equivalent potential temperature ), (b) relative humidity and (c) horizontal wind speed, all with data from the
dropsondes in red circles. The black contours in (a,b) also depict the equivalent potential temperature with 2 K spacing.In (c) the black
vertical arrows display the simulated vertical velocity. The numbers at the top label the dropsondes

PL in a convectively active region. Hence, the increased
temperature for this dropsonde might be caused by adia-
batic warming in the downdraught of a deep convective
cell, i.e., a local tropospheric circulation not affecting the
tropopause. The lidar profiles presented in figure 8 of Wag-
ner et al. (2011) support this argument. An interpolation
of the dropsonde data, as applied in Føre et al. (2011),
can be misleading since it does not consider the high
local variability, and the spatial extent of the interpolated
values is easily exaggerated. Also, AA does not show a
signal of a tropopause downfolding at the time of the

second flight but, as discussed above, the occurrence of
this downfolding during the second flight is questioned
here.

More horizontal cross-sections of the two models are
presented in Supporting Figures S1–S4. Simulated vari-
ables (potential temperature, relative humidity and the
horizontal wind velocity at 950, 850, 700 and 500 hPa)
from the two models are compared to the correspond-
ing dropsonde data of the three flights. The conclusion
is qualitatively the same as for the humidity. Both mod-
els simulate the 3D structure of the PL reasonably well.
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T A B L E 2 Error statistics of the near-analysis time of AROME-Arctic and ECMWF HRES at different pressure levels compared to
all the dropsondes released during the three flights

Level (hPa) Model TBIAS (K) TMAE (K) RHBIAS (%) RHMAE (%) UBIAS (m⋅s−1) UMAE (m⋅s−1)

950 AA 0.47 0.76 –4.1 8.4 –0.55 2.76

AA-avg 0.49 0.76 –4.4 7.9 –0.46 2.38

HRES –0.37 0.84 –4.7 9.0 0.11 2.23

850 AA –0.22 0.64 7.4 14.7 –0.01 2.54

AA-avg –0.24 0.61 9.4 14.3 0.10 2.33

HRES –0.06 0.67 –7.4 15.9 –0.66 1.91

700 AA –0.20 0.35 –1.1 19.1 –0.15 2.28

AA-avg –0.18 0.35 –1.2 17.0 –0.04 2.30

HRES –0.24 0.47 –9.1 15.5 –0.02 1.96

500 AA –0.05 0.31 –0.9 14.5 0.14 2.03

AA-avg –0.05 0.32 –0.6 13.7 0.13 1.96

HRES –0.05 0.29 6.3 12.2 –0.18 1.97

Note: The BIAS and mean absolute error (MAE) in temperature (T), relative humidity (RH) and horizontal wind speed (U) are shown. AA-avg gives the
values of AROME-Arctic at an approximate resolution of HRES by taking the local average within a radius of 12.5 km around the dropsonde. The model
fields in these meteorological fields and the measured values by the dropsondes are depicted in Figures S1–S4.

AA shows much higher local variability than HRES in the
potential temperature and relative humidity (Figures S2
and S4). High local variability was also observed in the
lidar profile obtained by the aircraft passing the THORPEX
low (Wagner et al., 2011). Hence this variability appears
realistic.

3.4 Quantitative comparison between
AROME-Arctic and ECMWF HRES

In the following, AA and ECMWF HRES are compared
to the dropsondes released during the THORPEX flight
campaign.

3.4.1 Statistical scores as compared
to dropsondes

In the previous sections, different fields were compared by
visual inspection. Now, error statistics, such as the BIAS
and mean absolute error (MAE), obtained by compari-
son to all the dropsondes released in the three THORPEX
flights are compared for the model products (Table 2).

The MAE is in general about the same for AA at
near-analysis time as for HRES. AA and HRES per-
form approximately equally well for the compared vari-
ables (temperature, horizontal wind speed and relative
humidity) at different pressurelevels. Smoothing the AA
data by applying a local average in a circle of radius

12.5 km (approximately the grid-spacing of HRES), slightly
improves the MAE for AA, especially in the relative
humidity and wind speed. However the skill is still similar
to HRES.

The high variability of the meteorological fields makes
the objective model validation challenging. For some drop-
sondes, model and observation are considerably different,
e.g. Figure 5 dropsondes 4 and 7. For these locations, the
model simulates high variability, and a small displacement
creates large differences in the values. For example, the
convective cells and the frontal zone of the PL are observed
to be slightly displaced in AA. In classical error scores,
such as the mean absolute error, the displacement of a
correctly simulated feature is penalised twice: firstly since
the feature is not captured at the correct location and sec-
ondly since it is simulated at a wrong location. Hence,
the error statistics are weaker than if the feature had not
been present in the model at all. Smoothing of AA cor-
rects for some of this problem, as the error scores improve.
However, this also degrades some of the skills of AA to
simulate local extreme values. Therefore a spatial verifi-
cation technique of the two models is applied and is now
presented.

3.4.2 Fuzzy verification

A “fuzzy” verification technique, which relaxes the
requirement for exact collocation of observations and
model simulations, is employed. Multi-event contingency
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tables (Ebert, 2008) utilising the Hanssen and Kuipers
(HK) score are displayed in Figure 7 for AA and HRES
simulations compared to dropsonde observations from all
three flights.

AA generally has highest skills on a scale of 10–20 km
(Figure 7a,d), whereas HRES performs best over scales of
40–80 km (Figure 7b,e). At large scales, the models lose
accuracy since the False Alarm Rate becomes as large
as the Hit Rate. AA loses accuracy at smaller scales
(40–80 km) than HRES (160–320 km), since the high local
variability of AA generates lots of false alarms. HRES
has higher skills at larger scales since the method con-
siders displacement of features but the false alarms do
not increase considerably due to a low local variability
of HRES as compared to AA (e.g. compare Figure 5a,b).
For the displayed fields, the skill score of AA improves
slightly (around 0.1) if AA is smoothed to the HRES
grid-spacing since the False Alarm Rate is reduced (not
shown).

For the relative humidity, AA performs better than
HRES for a scale of 10 km (Figure 7c). This indicates that
AA has improved the representation of convective cells
relative to HRES. Also in the wind speed, AA has very
high skills at small scales (≤ 20 km) and large intensi-
ties (≥ 20 m⋅s−1, Figure 7d) and is considerably advanced
compared to HRES (Figure 7f). This means that AA con-
siderably improves the capture of local extreme winds.

The fuzzy verification gives some indication of the
strength and weaknesses of the models. However, it
does not reveal which of the observed weather features
are correctly reproduced by the models. Therefore, the
qualitative validation that was previously presented is
of importance.

3.4.3 Comparison of vertical profiles

Now, the average vertical profiles of AA and HRES analy-
sis are validated against the dropsondes released in each of
the three THORPEX flights independently. The averaging
is expected to correct for some of the random displacement
errors between observation and models.

The average of the vertical profiles of each flight in
potential temperature, relative humidity and the horizon-
tal wind of the dropsondes and the corresponding AA and
HRES grid cells containing the dropsonde is presented in
Figure 8a,c,e. Figure 8b,d,f presents the BIAS and MAE of
the profiles. In general, the analyses of AA and HRES agree
reasonably well with the dropsonde data.

For the initial stages of the PL during the first
two flights, the highest wind speeds are both observed
and modelled at low levels, and the wind speed decays
towards mid-levels. This wind profile is a signature of

a reverse-shear baroclinic system with a low-level jet
(Terpstra et al., 2016). At the mature stage (Flight 3) the
wind speed and direction are almost constant in the verti-
cal, an indication that the system is quasi-barotropic. The
models capture this behaviour and do not show significant
differences from the dropsondes.

For temperature, AA is warmer than the dropson-
des close to the surface by 0.6–1.3 K during the first two
flights. The near-surface temperature BIAS is almost as
large as the MAE, meaning that the model is too warm
at most dropsonde locations. This is likely attributed to
overestimated surface sensible heat fluxes in the model,
which might be caused by a SST warm BIAS. The strong
and cold winds are cooling the sea surface, whereas in
the model the SST is fixed during the simulation and
only updated once a day in model cycles starting at
0000 UTC. This delayed update of the SST can cause a
near-surface warm BIAS in the model. In Section 4 it is
found that the PL development is quite sensitive to SST
perturbations.

At approximately 850–800 hPa, this warm BIAS van-
ishes. Hence, on average AA is more unstable in
the boundary layer than is indicated by the observa-
tions, which is also the case during the third flight
(Figure 8b,d,f). Also, HRES appears to be more unstable
below 900 hPa.

In terms of relative humidity, AA is on average too
dry close to the surface and too moist around 800 hPa at
the first two flights. This humidity profile indicates that
AA overestimates shallow convection. The reduced stabil-
ity in AA might explain the exaggerated convection. The
near-surface dry BIAS of AA likely leads to overestimated
surface latent-heat fluxes. During flight 3 both AA and
HRES are considerably drier than the dropsondes through
the whole troposphere, mainly around 700 hPa where the
relative humidity is on average 25% lower than observed.
This indicates that deep convection, different from shal-
low convection, is under-represented in the models. It is
possible that AA would benefit from a deep convection
parametrization.

3.5 Forecast error growth

Until now, the analysis times of AA and HRES have
been validated. Now short-term forecasts of the two
weather-forecasting models are compared for this PL.

In the third column of Figure 2, the pseudo-satellite
images of the AA simulations initiating at 0000 UTC on
3 March (SIM-03-00) are presented in order to validate the
forecast quality. Also, simulations initiated at earlier and
later times are compared to satellite images, but not pre-
sented here. The clouds are in general captured well by
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F I G U R E 7 The multi-event contingency table (Atger, 2001) with the Hanssen and Kuipers (HK) score calculated for (a, d, g, j)
AROME-Arctic and (b, e, h, k) HRES simulations at near-analysis time (+00 hr) and for short forecasts (+12–18 hr) compared to dropsonde
observations from all three flights at pressure levels 950, 850, 700 and 500 hPa for (a, b, g, h) relative humidity (RH) and (d, e, j, k) wind speed
(U). The HK score (Hit Rate minus False Alarm Rate) is 1 for a perfect model, 0 for no skill and can take negative values for higher False
Alarm Rates than Hit Rates. The threshold defines the level above which an observion , or the simulated value at the location of the
observation, is a hit, for RH in % and for U in m⋅s−1. The scale defines the radius within which a hit is searched in the models. (c, f, i,l) show
the differences between the HK scores of AA and HRES

AA, both in structure and placement within the first 24 hr
of the simulation. For longer forecast times, the evolution
of the PL starts to deviate from the observations. On the
morning of 4 March, the PL is observed to be a singular

spiral-like system (Figure 2j). In contrast, after 30 hr of
model integration in SIM-03-00, the PL has divided into
two centres (Figure 2l), a leading one (at 69◦N, 7◦E) and
one at the intersection point of the fronts (68◦N, 0◦E).
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F I G U R E 8 (a, c, e) Average of the potential temperature, relative humidity, horizontal wind speed and wind direction from the
THORPEX dropsondes (black) released during the three flights, and from the analysis of the AA (red) and HRES (green) at grid cells
containing the dropsonde at the corresponding time. The area within which the dropsondes are released are displayed by blue boxes in
Figure 2. The position and measured values of the dropsondes with simulated model fields for some vertical levels are also shown in
Figures S1–S4. In the potential temperature plots, moist adiabats are displayed with grey dashed lines. (b, d, f) The BIAS (solid line) and mean
absolute error (MAE, dashed line) for AA (red) and HRES (green) compared to the dropsondes released during each of the flights shown in
the first column. Also –MAE is added to highlight when a negative BIAS explains the total MAE

The development of two centres originates within the
domain. Already after 19 hr of integration (Figure 2f), a
false leading centre with a closed isobar develops around
71◦N, 5◦E ahead of the frontal intersection at 72◦N, 0◦E,
where the observed PL develops.

Tracks of the PL centre for different AA simulations
are presented in Figure 9a. As described in Section 2.6,
the detection of the PL centre is constrained to condense
the system to one if the separation of the centres is small
enough. In the simulation starting 12 hr earlier, SIM-02-12,
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F I G U R E 9 The tracks of the PL centre, defined by the local maxima in the filtered vorticity, for simulations at different initial times
for (a) AROME-Arctic and (b) ECMWF HRES. Coloured circles and boxes denotes the location of each centre at 1200 UTC on 3 March and
0600 UTC on 4 March, respectively. The location at analysis times is indicated by black crosses. Note that the tracks are influenced by the
boundary of the domain for the final time steps of the PL in AA. (c) depicts the tracks of the different sensitivity experiments performed with
AA

the split of the PL is considerably more pronounced than in
SIM-03-00, and the centre at the frontal intersection moves
out of the domain (Figure 9a; the track of SIM-02-12 dis-
appears at 66◦N, 7◦E since the vorticity centre leaves the
domain). A split of the PL develops also in HRES-02-12
(Figure 9b) which shows that this erroneous develop-
ment is an artefact across models. However, HRES-03-00,
differently from SIM-03-00, correctly simulates one PL
centre, and predicts its location quite accurately for the
mature stage. AA generally overestimates the propaga-
tion speed of the PL in the forecasts. Already at 1200 UTC
on 3 March, AA forecasts the PL considerably further to
the south than observed (Figure 9a; compare orange and
blue circles to the green circle with the “x”, displaying the
analysis time). The displacement grows until 0600 UTC on
4 March, which means that AA overestimates the prop-
agation speed of the system. The sensitivity experiments
presented in the next section reveal that suppressing con-
densational heat release increases the propagation speed of
this PL (Figure 9c), even though it weakens the large-scale
flow (Figure 10i). More discussion about this is given in
Section 4.6. Hence, the faster propagation of the PL in the
AA forecast might be caused by erroneous representation
of convective processes, as discussed earlier.

The spatial verification of AA and HRES against drop-
sondes is also applied to 12–18 hr forecasts (Figure 7g–l).
It reveals that AA loses some of its skill in the small
scales after short forecast times. This is most pro-
nounced in the wind speed for high values (compare
Figure 7d,j), but also appears in the small scales in the
humidity (compare Figure 7a,g). HRES appears not to

lose skill in the short-term forecast when compared
to the analysis. At the analysis time, AA is consider-
ably improved over HRES for high wind speed at small
scales (Figure 7f). AA loses these advantages already
after short forecast times of 12–18 hrs (Figure 7l). It
appears that the error growth is faster for AA than
for HRES. Some of this error growth is attributed to a
larger displacement of the PL for short-term forecasts
by AA than by HRES (compare green and red point in
Figure 9a,b).

In Figure 4e,f,h,i, near-surface wind fields in the 18
and 30 hr forecasts of AA and HRES are depicted for
the mature stage of the PL. The development of the
PL is quite different for the AA forecasts when com-
pared to the near-analysis. The 18 hr forecast simulates
maximum wind speeds in the vicinity of the PL of up
to 31 m⋅s−1 (Figure 4e), whereas 25 m⋅s−1 is observed by
the QUIKSCAT instrument (Figure 4a). The 30 hr fore-
cast experiences the separation and the overestimated
propagation speed of the centre (Figure 4f). In contrast,
HRES forecasts appear to differ considerably less for dif-
ferent lead times (Figure 4g–i). This is in accordance with
Køltzow et al. (2019), who find that model errors grow
faster for near-surface fields in high-resolution models,
such as AA, than in HRES. An explanation could be given
by the conceptual model of three-stage error growth sug-
gested by Zhang et al. (2007): (a) convective instability
causes fast error growth on small scales, which saturates
within approximately 1 hr due to the complete displace-
ment of convective cells, (b) the errors expand in space and
influence the large-scale balanced flow, and (c) baroclinic
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instability leads to slow growth of the balanced large-scale
error component.

In AA, the model error caused by displaced con-
vective cells is larger than for HRES, where convection
is fully parametrized and therefore smoothed. Also, the
qualitative validation presented earlier indicates that in
AA convection is more confined than observed. Hence,
larger initial perturbations are influencing the large-scale
flow and eventually growing by baroclinic instability.
Due to a high Coriolis parameter at high latitudes and
a more shallow troposphere than in midlatitudes, this
growth can be faster in PL active regions. Possibly the
forecast quality of convective-permitting models could
be improved by emphasising a subgrid-scale convective
parametrization.

4 SENSITIVITY EXPERIMENTS

The previous section reveals that AA performs a
high-quality simulation of the PL within the first 24 hr of
the model integration. Forecasts of more than 18 hr show
some deviation from the observations, but the PL is still
reasonably well predicted.

In this section, the development mechanisms of the
PL are further investigated. For this, several sensitivity
experiments are performed. The aim is to improve physical
understanding of the PL development and to identify the
critical components for accurate forecasts of PLs. Hence,
the role of surface turbulent heat fluxes and latent heat
release are investigated. Some of the forecast error in AA
might be associated with a lack of updates to the SST, as
discussed in the previous section. Therefore, the sensitivity
of the PL to the SST is tested. All experiments are initiated
at 0000 UTC on 3 March and integrated for 48 hr, until the
landfall of the PL. A summary of the experiments and their
main results is given in Table 1.

The wind field of the PL in the mature stage, at
0300 UTC on 4 March, in the different sensitivity experi-
ments are displayed in Figure 10. The development of the
PL in the different experiments is compared in Figure 11
by three intensity parameters, (a) the filtered vorticity, (b)
the maximum wind speed, and (c) the minimum sea-level
pressure, as well as by the maximum baroclinicity (∇𝜃850)
in the vicinity of the PL centre. Additionally, the evolu-
tion of the sensible and latent surface heat flux and the
latent heat release by condensation around the PL are
depicted in Figure 12. Section 2.7 provides details about
the computation of these parameters.

Wagner et al. (2011) and Føre and Nordeng (2012)
mainly utilise the SLP for analysis of the PL evolution
in the sensitivity experiments. However, the SLP has to
be considered with caution. The SLP of the PL centre

is constant until 2100 UTC on 3 March (Figure 11a or
Føre and Nordeng, 2012). Afterwards, the SLP rises even
though the vorticity and wind speed are still increasing.
This demonstrates that the local SLP is a misleading mea-
sure of the strength of the PL, since the SLP strongly
depends on the synoptic-scale environment. The SLP of
the synoptic-scale low is strongly affected in the sensitiv-
ity experiments (e.g. noFLX and 2FLX in Figure 10d,f).
Hence, comparing the SLP among simulations can lead
to wrong conclusions on the evolution of the PL itself.
Therefore the SLP is only occasionally discussed in the
following.

Føre and Nordeng (2012) perform experiments
with delayed deactivation of different fluxes, which we
generally consider valuable, but only when combined
with a careful analysis. Because an immediate response of
the SLP is lacking, they conclude that all the investigated
diabatic components have a small direct effect on the PL.
They also conclude, from growing SLP perturbations after
long simulation times, that effects of different heat fluxes
become more important at later stages of the PL. However,
the SLP is a synoptic-scale field that is changing slowly
and perturbations accumulate over time. For this reason,
only the time derivative of the SLP difference from the
control run could allow such conclusions. Other variables,
like the wind speed and the vorticity that are investigated
here, reveal the effects on the PL more directly. Hence
due to inclusion of additional intensity measures, the
analysis of the sensitivity experiments performed here
is more comprehensive than the analysis in the previ-
ously mentioned studies. Additionally, the strength of
the baroclinicity, turbulent fluxes and condensational
heat release in the vicinity of the PL are included. In this
way, the cause and effect of the diabatic components are
distinguishable.

4.1 Control run

In the control run (CTR), the vorticity of the PL increases
until 0300 UTC on 4 March (27 hr into the simulation), the
mature stage of the PL (Figure 10). Afterwards, the vortic-
ity decays. The strongest winds associated with the PL, of
up to 27 m⋅s−1, are simulated between 22 and 32 hr into the
simulation.

The baroclinicity (∇𝜃850) is high (>5K/100 km) until
1800 UTC on 3 March – called the initial baroclinic
stage – and then steadily decreases in the mature stage
(Figure 11a). After 0600 UTC on 4 March, the baroclinic
zone is along the edge of the domain, and therefore these
values are not displayed. However, a simulation with a
domain further south, initialised from interpolation of
the ECMWF HRES without the spin-up phase, reveals a
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F I G U R E 10 The 10 m wind speed (colour shading), sea-level pressure (black contours, spacing 2 hPa) and 500 hPa geopotential height
(m, red contours) after 27 hr of model integration for different simulations starting at 0000 UTC on 3 March 2008. Red dots denote local
maxima in the filtered relative vorticity at 850 hPa which defines the centres of the PL, and the red number indicates the strength in 10−5s−1.
The orange number depicts the maximum wind speed within 400 km of the PL centre. Black numbers show sea-level pressure minima

comparable decay of the baroclinicity in the mature stage
of the PL (not shown).

Both turbulent heat fluxes around the PL increase in
the baroclinic stage of the PL and eventually decrease in
the mature stage after 0000 UTC on 4 March (Figure 12a).
The sensible heat flux is approximately 40% higher than
the latent heat flux until the middle of the mature stage
of the PL at 0600 UTC on 4 March. At this stage, the air

masses around the PL are warmed considerably compared
to the initial stage, so they can hold more moisture.

Interestingly, the release of latent heat by condensation
is smaller than the sensible heat flux in the baroclinic stage
but then it triples within 6 hr in the convective mature
stage. It is also recognised that the latent heat release is
higher than the surface latent heat flux by 20–30% in the
baroclinic stage and more than double in theconvective
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F I G U R E 11 The evolution of the intensity of the PLs, as shown in Figure 10, in experiments with (a, c, e, g) perturbed fluxes, and
(b, d, f, h) perturbed sea-surface temperature. The intensity is expressed as (a, b) the filtered vorticity of the centre, (c, d) the maximum wind
speed within 400 km, and (e, f) the minimum sea-level pressure within 100 km distance of the vorticity centre of the PL. (g, h) show the
evolution of the maximum baroclinicity (∇𝜃850) within 400 km distance of the PL centre. In (a, c, e, g) for +4/6SST where the PL develops two
separate centres, the solid lines show the intensity of the leading centre and dashed lines of the secondary centre. Note different scales in the
strength of the parameters between the two columns.

stage. This indicates that a substantial amount of the
moisture is transported into the PL.

Føre and Nordeng (2012) conclude that low-level baro-
clinic energy conversion dominates the PL development,
while other processes have a minor direct impact on the
PL intensity. Here, we suggest that baroclinicity initiates
and intensifies the PL, and convection maintains the PL in
the mature phase of the PL from 0000 UTC on 4 March. In
the following, more supporting evidence is given for this
hypothesis.

4.2 No turbulent fluxes

The role of heat fluxes from the surface is investigated in
an experiment (noFLX) without both turbulent heat flux
components, the sensible and the latent heat flux, over
water surfaces (Figure 12d).

The maximum wind speed in the first 18 hr, measured
in the western eye-wall of the PL, is somewhat weaker
(4 m⋅s−1) than in CTR. The local wind amplification is
hampered since the sharp frontal structure at the western
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F I G U R E 12 The sensible and latent surface heat fluxes and latent heat release in condensation (W⋅m−2) during the evolution of the
PL for the different sensitivity experiments. The mean in each variable is calculated within a circle of 300 km radius around the PL centre.
Note that the western eye-wall, the area of strongest surface heat fluxes, propagates along the edge of the domain after 0300 UTC on 4 March,
which partly explains the reduced fluxes at that time. Note also the different vertical scales in (c) and (f). In (c) the dashed lines depict values
for the secondary centre

side of the PL does not develop in the experiment with-
out turbulent fluxes (Figure 10d). Since the baroclinicity
(∇𝜃850) is weakened in noFLX within the first 18 hr, it is
suggested that turbulent fluxes act to maintain the baro-
clinicity. Papritz and Spengler (2015) argue that surface
sensible heat flux and latent heat release are among the
main processes for the development of baroclinicity. The
experiments presented later reveal that these two com-
ponents are also important for the baroclinicity for this
PL case.

After 18 hr of simulation, the vorticity and wind speed
of the PL decay quickly, and only a moderate trough is
present at 0300 UTC on 4 March (Figure 10d). Hence it
is concluded that the turbulent fluxes are responsible for
maintenance and further intensification of the system.
These results are in accordance with Wagner et al. (2011)
and Føre and Nordeng (2012) who performed comparable
sensitivity experiments with different models without heat
fluxes in simulations starting at 0600 UTC and 1200 UTC,
respectively, on 3 March. They also found that the deacti-
vation of surface heat fluxes leads to a weakening of the
PL in terms of increasing SLP in the centre and preven-
tion of convection. As here, Føre and Nordeng (2012) argue
that the initial baroclinicity is “consumed” without surface
heat fluxes.

4.3 Doubled turbulent fluxes

A sensitivity experiment (2FLX) is performed where
the turbulent fluxes calculated by the bulk formula are

doubled in the model simulation. This leads approximately
to a doubling of the latent heat flux. In contrast, the sen-
sible heat flux is only increased by approximately 50%
because the near-surface vertical temperature gradient is
reduced faster than in CTR.

In 2FLX, the PL develops similarly to CTR within the
first 18 hr of the model integration, the initial baroclinic
stage (Figure 11a). The baroclinicity is weaker in 2FLX
because the near-surface air is heated more in the shal-
low CAO than on the warm and calm side of the front (not
shown). Presumably, this hampers an even stronger devel-
opment of the PL in the baroclinic stage in 2FLX. Inter-
estingly, the baroclinicity develops the strongest when the
turbulent fluxes are as strong as simulated in CTR. Both
an increase and a decrease of the surface fluxes reduce the
baroclinicity. In noFLX, the baroclinicity is “consumed,”
whereas in 2FLX, the baroclinicity is maintained but at a
weaker level than in CTR.

From 0000 UTC on 4 March, during the convective
mature stage, the intensification of the PL is strongly
enhanced in 2FLX. This is indicated by an increase in the
vorticity, an increase of the maximum wind speed from
27 (in CTR) to 36 m⋅s−1 (in 2FLX) and a decrease of the
SLP by approximately 5 hPa until the PL encounters land-
fall. In this phase, the latent heat release is approximately
doubled compared to CTR, leading to vortex intensifica-
tion. Hence, in conclusion, the increased heat fluxes have
a minor effect in the initial baroclinic stage. However, the
accumulation of additional moisture leads to enhanced
development in the convective stage when the latent heat
is released.
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4.4 No turbulent fluxes in an area
around the centre

In noFLX-A, the heat flux is turned off in a fixed area
(0–10◦E and 68–74◦N, see blue box in Figure 10e) through
which the centre is propagating within the first 27 hr with
a distance of approximately 100 km to the boundary of the
area10. The PL develops comparably to CTR in the initial
baroclinic stage until 1800 UTC on 3 March, even though
surface fluxes in the near vicinity of the PL are suppressed.
In the mature stage, the omitted fluxes in the limited area
prevent the PL intensifying further and developing a cen-
tre (Figure 10e). Most of the CAO, where the highest wind
speed is measured, are receiving the same heat flux in
noFLX-A as in CTR. For this reason, the wind strength is
about the same as in CTR for the first 21 hr. Subsequently,
the wind speed decays in noFLX-A, since the PL does not
develop a mature stage in this experiment.

After 27 hr of model integration, at the time of high-
est intensity of the PL in CTR, the system leaves the area
of suppressed heat fluxes (Figure 10e). However, the latent
heat release does not increase in noFLX-A when the PL
leaves this area, and the trough does not intensify in this
experiment. In the baroclinic stage, the system appears
not to accumulate enough moisture and not to develop a
local statically unstable environment to further intensify
convectively in the mature stage. This is in accordance to
Terpstra et al. (2015) who conclude that interdependent
thresholds in the humidity and instability are necessary for
a diabatic boost of the PL development.

In conclusion, even though the PL receives some mois-
ture from the surrounding, the local heat fluxes, particu-
larly those leading to the accumulation of moisture and
the destabilisation of the boundary layer in the baroclinic
stage, are required for the development of the PL into the
convective mature stage.

4.5 Surface sensible and latent heat
fluxes and latent heat release

First we give some considerations to the role of the two
latent heat components. In the experiment without surface
latent heat flux (noQH), moisture is still present from the
initial conditions and to some extent by the boundary con-
ditions. This moisture leads to a mean latent heat release
of approximately 50 W⋅m−2 around the PL (Figure 12h),
approximately one third of the mean heat release of CTR
in the baroclinic phase. In noCond the condensational
heat release is completely suppressed. Consequently, the
PL is weaker than in noQH, mainly as regard the wind
speed, but also for the convective mature phase when it
comes to vorticity. In general, it seems more meaningful to

investigate the effect of the heat release by condensation
than the surface fluxes of latent heat. The former measures
the consumption of “fuel,” whereas the latter measures
the production of the “fuel,” which is not necessarily con-
sumed.

Now the role of the different diabatic components
is investigated. From the baroclinic phase, the vortic-
ity of the PL is weakened similarly in the experiments
without sensible heat flux (noTH) and with both flux
components suppressed (noFLX; Figure 11a). Differently,
effects on the vorticity are only recognisable later in the
mature phase for suppressed condensational heat release
(noCond), and negligible for suppressed latent heat flux
(noQH). Hence, in the initial baroclinic stage, the sensi-
ble heat flux mainly favours the vortex intensification of
this PL.

In contrast, for both noTH and noCond, the wind
development is weaker than in CTR but stronger than
in noFLX (Figure 11c). This means that the maximum
wind speed is dependent on both sensible heat flux and
latent heat release. Hence, the two diabatic components
act differently on the intensity measures. Also for both
noTH and noCond, the baroclinicity is weakened as in
noFLX. Hence, the sensible heat flux and condensational
heat release appear to be important for increasing and
maintaining the baroclinicity in the initial stage of the PL
(Figure 11g).

In noQH, the wind speed and baroclinicity are less
influenced in the initial stage than in noCond, because the
moisture present still condenses. First in the mature stage,
the wind speed development is weaker in noQH than in
CTR. Both in noQH and noCond the intensification of
the PL in the convective mature stage, which is fuelled
by latent heat release, is hampered. In noCond the latent
energy is not released (by construction) and in noQH too
little moisture accumulates in the baroclinic stage.

Interestingly, even though the latent heat flux is
approximately the same in noTH as in CTR, the PL does
not develop a convective mature stage in noTH, as the
latent heat release and wind speed do not increase. This
raises two suggestions: (a) the PL has to reach a cer-
tain strength before the engine of latent heat release can
maintain the system in the mature stage, and (b) a desta-
bilisation of the boundary layer by sensible heat flux is
required to make latent heat release an effective intensi-
fication mechanism. Both effects may be coexisting and
interacting. This suggests that all diabatic components are
required to accomplish the full PL development.

These results are mainly in accordance with Føre and
Nordeng (2012), but we come to opposite conclusions
in two respects: (a) from theoretical considerations, the
surface latent heat flux cannot be more important than
the condensational heat release for the development of
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F I G U R E 13 The latent heat release by condensation (colour shading) and sea-level pressure (contours, spacing 2 hPa) for (a) CTR, (b)
2FLX and (c) +6SST, all after 16 hr model integration. The red dot denotes the location of the vorticity centre of the PL. The latent heat
release is derived from the precipitation rate and smoothed with a Gaussian filter of 100 km radius

dynamical systems, which is also observed for this PL, and
(b) sensible heat flux is more relevant than the latent heat
flux for the development of the PL in the baroclinic stage.

4.6 Role of latent heat release on the
polar low track

It is observed that the PL is “pulled” towards the area of
the strongest convection. In Figure 9c the tracks of the PL
in the different sensitivity experiments are displayed. At
1200 UTC on 3 March only small differences are visible in
the location since the perturbations had little time to grow.
However, in the experiment without condensational heat
release, the PL at this time is already deflected towards
the east. This deflection is explained by convection and
the associated latent heat release by condensation mainly
occurring on the western side of the PL (Figure 13a).
The heating induces a positive potential vorticity anomaly
below this heat source, hence at low levels, following the
Diabatic Rossby Vortex concept (Terpstra et al., 2015). This
process “pulls” the PL towards the area of the strongest
latent heating and hence reduces the propagation speed
of the PL. Therefore, in the experiment without conden-
sational heating, the missing “drag” from the convection
leads to a faster propagation of the PL until 0600 UTC on
4 March.

Likewise, in the experiments noFLX, noFLX-A and
noQH (where latent heat release in the vicinity of the
PL is dampened), the PL has also propagated faster until
0600 UTC on 4 March (Figure 9c). In contrast, the PL was
slowed down in 2FLX where latent heat release is ampli-
fied (Figure 13b). This is especially recognisable since
the large-scale flow is decreased in noCond and noFLX
(Figure 10), which would decrease the propagation speed

of the PL, and the opposite for 2FLX. In noFLX-A, the
large-scale flow is little affected, but, as for the before
mentioned experiments,the PL propagates faster due to
reduced local convection. The sensible heat flux, different
to the latent heat release by condensation, has a negligible
influence on the PL track (compare noTH to CTR).

4.7 Perturbation of the sea-surface
temperature

In order to examine the sensitivity of the PL to the
sea-surface temperature (SST), experiments are performed
with perturbed SST from –6 to +6 ◦C with 2 ◦C increments.
This generally provides more realistic perturbations of the
surface fluxes than the experiments with adapted flux
components (e.g. noTH, noQH, noFLX and 2FLX). The
increase (decrease) of the SST by 6 ◦C leads to approxi-
mately a doubling (halving) of both heat flux components
in the area of the PL development (Figure 12a–c).

The initial baroclinic stage is highly influenced by
the SST perturbations (Figure 11b,d,f,h). For higher
(lower) SSTs, the baroclinicity is considerably stronger
(weaker) than in CTR. The large-scale baroclinic environ-
ment is enhanced (weakened) by increased (decreased)
SSTs, as the warm area over the sea becomes warmer
(colder) by increased (decreased) heat fluxes, while
the cold region, which is determined by the condi-
tions over the Arctic sea ice, is unaffected. Interestingly,
the baroclinicity does not exceed a value of approxi-
mately 5 K⋅(100 km)−1 for any experiment (Figure 11h),
even though the baroclinic development is faster for
increased SST, as can be seen in higher vorticity and
wind speeds in Figure 11b,d for the initial stage. Likely
at the threshold of 5 K⋅(100 km)−1, the baroclinicity
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is produced and consumed at approximately the
same rate.

The Arctic front develops considerably more strongly
for increased SSTs (compare CTR to +6SST in Figure 13a,c
at 69◦N, 0–7◦E). The initial PL centre in +6SST connects to
the diabatic heating associated with the Arctic front. Since
the front lies ahead of the PL, the initial centre is acceler-
ated and “pulled” out of the baroclinic zone. Therefore the
baroclinicity of the initial PL centre is low from 1200 UTC
on 3 March in +6SST. Some hours later, the PL centre
in +6SST intensifies further and develops into a convec-
tive system with mean values of latent heat release above
300 W⋅m−2 around the centre and of more than 500 W⋅m−2

from 0000 UTC on 4 March, approximately twice as high
as in CTR (Figure 12a,c).

Also in +2FLX the Arctic front is enhanced as com-
pared to CTR, but is considerably less than in +6SST
(Figure 13). The initial PL centre does not connect the Arc-
tic front as in +6SST, possibly since the latent heat release
in the front close to the PL centre is too weak to “pull” the
PL centre out of the baroclinic zone.

In +4/6SST, a second PL centre develops around
1600 UTC on 3 March at the intersection point between
the baroclinic front (73–77◦N, 2◦E) and the convergence
zone (74◦N, 2–30◦E in Figure 13c). It is accompanied by
high baroclinicity which slowly decays, whereas latent
heat release is increasing (dashed lines in Figures 11h and
12c). This also indicates a transition into a convective sys-
tem for the secondary centre. However, this transition is
not finalised before the PL reaches the edge of the domain.
This second centre is significantly slowed down by the
strong latent heat release at the intersection point behind
the centre (Figures 13c and 10c).

In the mature stage, the difference in the PL inten-
sity for various SST perturbations is very pronounced. It
is estimated that 1 ◦C of SST increase leads to enhanced
near-surface winds of 1–2 m⋅s−1 (Figure 11b). The inten-
sity of the PL appears to increase nonlinearly with the
warming of the sea surface. Different observations capture
this.

• The perturbation of the vorticity and SLP nonlinearly
increase with higher SSTs. The vorticity of +6SST
almost doubles compared to CTR, whereas the vorticity
of −6SST is only slightly lower than in CTR. The differ-
ence in SLP between CTR and −6SST is approximately
4 hPa in the mature stage of the PL, whereas the differ-
ence between CTR and+6SST is about 10 hPa. However,
note that the SLP perturbations are partly caused by a
deepening of the synoptic low.

• The kinetic energy increases with the square of the
velocity. The wind speed increases at least linearly with

increased SST, and the area of stronger winds expands
for increased SST (Figure 10k,l)

• With highly increased SSTs (+4/6SST), the PL develops
a second centre (Figure 10c). The intensity of the second
centre is displayed by dashed lines in Figures 11b and
12c. It reaches the same intensity as the first centre in
terms of the wind speed.

The experiments performed here suggest a much
higher sensitivity of the PL intensity to the SST
thanwas obtained by simulation of an axisymmetric
non-hydrostatic idealised model by Linders et al. (2011).
They obtain an increase of the wind speed of about
0.6 m⋅s−1 and a decrease of the core pressure of –0.6 hPa
per ◦C increase in SST. The increase/decrease rates
obtained here are more than twice as high.

The high sensitivity of the PL development to the SST
suggests that updated sea surface fields are essential for a
realistic simulation of PLs. A coupled atmosphere–ocean
weather prediction model could be beneficial for the fore-
cast of PLs, especially since the strong heat fluxes can lead
to a modification of the SSTs. One would expect that the
CAO leads to a cooling of the ocean surface. However for
one PL event, Sætra et al. (2008) demonstratedthat turbu-
lent mixing of warm sub-surface currents by strong winds
led to a rapid surface warming of 1–2 ◦C within a few
hours. This SST warming is a positive feedback for further
PL intensification.

5 DISCUSSION
AND CONCLUSION

In the first part of the study, the capability of the regional
weather-prediction model AROME-Arctic (AA) for repre-
senting the THORPEX PL, which occurred on 3–4 March
2008 in the Norwegian Sea, is validated against observa-
tions and compared to the performance of the global model
ECMWF HRES. In the second part of the study, the devel-
opment mechanisms involved in this PL are investigated
by sensitivity experiments with AA.

5.1 Model validation

The comparison of the simulated cloud fields of AA with
satellite images reveals the high quality of the model. AA
captures the observed cloud types with a comparable struc-
ture at approximately the correct location, which is a large
improvement over HRES. However, AA tends to simu-
late the deep and shallow convective cells more discretely
than observed. The model appears to include too much
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convection in the model dynamics but to underestimate
subgrid-scale convection.

The near-surface wind fields of both models compare
well to the scatterometer wind field from QUIKSCAT. The
largest differences between AA and the satellite product
occur in the zones of dislocated fronts. In this zone, the
sharpness of the front in AA appears more appropriate
than both QUIKSCAT and HRES.

This PL was also measured by dropsondes released
from three flights during the IPY-THORPEX campaign.
A one-to-one comparison of the vertical profiles from
the dropsondes to the model grid cells is inappropriate,
because the correct simulation of a local feature, such as a
convective cell, at a wrong location, leads to a double pun-
ishment in classical error scores. Therefore, the skills in
error statistics, such as the mean absolute error, are similar
for AA and HRES, even though AA improves in the qual-
itative validation. For this reason, a “fuzzy” verification
technique, which relaxes the requirement for spatial col-
location of observations and simulations, is applied to the
dropsonde data. This reveals that AA has higher skill than
HRES for small scales (≤ 10 km) and for high intensities
(e.g. for wind speeds ≥ 20 m⋅s−1).

A few more conclusions are drawn from the compari-
son of AA to the dropsondes:

• The model has a near-surface warm BIAS in the initial
baroclinic stage. The BIAS is likely caused by the lack of
updating of the SST boundary fields in the model.

• The model is statically too unstable in the planetary
boundary layer (Figure 8a,c compare the potential tem-
perature profile to the moist adiabats), which might be
caused by the near-surface warm BIAS.

• The humidity profiles indicate that shallow convection
is too strong in the model. This could be induced by too
weak stability of the boundary layer. Hence, an erro-
neous SST field appears to cause the misrepresentation
of a range of other variables in the model.

• The model might overestimate the depth of deep con-
vective cells, possibly because the implicit treatment
of the model produces cells that are too confined. A
deep convective parametrization scheme could relax
this problem.

For predictions beyond 18 hr, AROME-Arctic deviates
more from reality than the ECMWF operational model.
This is in accordance with Køltzow et al. (2019), who also
observe that error growth is faster in AA than in ECMWF
HRES. Some of the faster error growth is associated with
a larger dislocation of the PL in AA forecasts than in
HRES forecasts. From sensitivity experiments, it is con-
cluded that erroneous representation of convection (and

connected latent heat release) has a considerable influence
on the displacement of the PL in AA.

In this study, only the deterministic forecast of the
models is validated. A comparison of several ensembles of
each model could give additional information about the
model uncertainty. Also, a comprehensive study of more
PL cases would be relevant in order to examine the forecast
time upto which the high-resolution AA provides more
accurate predictions than ECMWF HRES.

5.2 Polar low development

The second focus of this study is the investigation of the
development of this PL. The wind profile, cloud structure,
strength of baroclinicity and heat fluxes indicate that the
PL initially develops in a baroclinic zone, a remnant of an
occluded synoptic-scale low. As it intensifies, the baroclin-
icity decreases, and the PL develops into a quasi-barotropic
convective system with strong latent heat release and a
warm core.

There are two general remarks on the common practice
of the analysis of PLs:

• The sea-level pressure used as an intensity proxy of a
PL has little relevance because it is mainly determined
by the synoptic-scale environment. Most other studies
that have investigated this PL have focused mainly on
this parameter for the comparison of sensitivity experi-
ments.

• The surface latent heat flux has no direct influence
on the PL development. It merely creates the potential
for latent heat release by condensation. The latter is of
significant interest for the investigation of PLs.

Sensitivity experiments, summarised in Table 1, are
performed with AA in order to study the PL in more detail.
The vortex of the PL develops surprisingly similarly within
the first 18 hr of the simulation in all experiments. We
conclude that, in the initial baroclinic stage, the vortex
development is mainly driven by the synoptic-scale envi-
ronment and has limited sensitivity to different diabatic
effects. However, the surface sensible heat flux and con-
densational heat release both contribute to enhance the
baroclinicity. If these heat sources are suppressed, the PL
weakens from the end of the baroclinic stage. In the ini-
tial baroclinic stage, both the sensible heat flux and the
latent heat release locally intensify the near-surface wind
by approximately 2 m⋅s−1. Both diabatic contributions lead
to a sharpening of the frontal zones.

In the mature stage, the baroclinicity is low, and latent
heat release appears to maintain and intensify the PL,
hence it is of a convective nature. At this stage, only
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less than half of the consumed moisture is locally pro-
duced. The convective mature stage does not develop in the
absence of sensible heat flux, latent heat flux, or latent heat
release. Instead, the PL intensity decreases. Also, if the
turbulent fluxes are suppressed in a limited area, through
which the PL propagates in the initial baroclinic stage,
the PL does not intensify further. The vortex intensifies in
the mature stage when the surface fluxes or the SST are
increased. Therefore, we conclude that the development
of the mature stage depends on the sensible heat flux hav-
ing destabilised the local environment around the PL core
sufficiently, and enough moisture having accumulated for
condensational heat release. It is also observed that the
PL is “pulled” towards the area of the strongest convec-
tion. Following the Diabatic Rossby Vortex concept, the
latent heat release associated with the convection induces
a positive potential vorticity anomaly at low levels. This
anomaly intensifies the PL and “pulls” the centre towards
the area of latent heating. Hence, the propagation of the
PL is influenced by the location of the convective area.

Sensitivity experiments with perturbed SST reveal an
increased maximum in near-surface wind speed con-
nected to the PL of 1–2 m⋅s−1 per K warming of the sea
surface. This estimate is more than twice as high as the one
provided by idealised experiments by Sætra et al. (2008).
Further, the intensity of the PL increases nonlinearly with
higher SSTs. For increased SSTs of 4 and 6 ◦C, a secondary
PL centre develops after the first centre has propagated
out of the baroclinic zone. The development of coupled
atmosphere–ocean weather prediction systems with more
sophisticated SSTs might considerably improve the predic-
tions of PLs.

We conclude that baroclinicity provides the cradle for
this PL, and diabatic processes in a conditionally unsta-
ble environment further intensify the system in the mature
stage. The correct simulation of the latter stage appears
to be more challenging for NWP models than the initial
baroclinic stage.
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