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Abstract

In the European renewable energy portfolio, wind has a sizeable share in the total energy production. The Nordic and
altic energy systems in particular are benefiting from wind energy to reach the greenhouse gas emissions reduction objectives

et by the EU. The wind energy production varies with time, and this intermittent characteristic imposes a challenge for full
tilization of renewable energy potential. The power system operator needs to ensure timely power supply of demand. An
ccurate estimation of power output from a non-dispatchable generation resource such as a wind farm is essential for the
perator to ensure the supply–demand balance and adequate sizing of reserve power capacity. Existing methods of feature
xtraction and prediction such as linear regression often overlook the significant variations or do not utilize in the model
uilding. However, this method misinterprets the trend in data. Understanding the properties of the variations in more details
ould reduce the uncertainty and significantly improve the feature extraction to aid in decision making. Furthermore, as the
olume, shape and type of dataset start to increase and new methods are required to extract meaningful information from the
atterns in the big data. The objective of the paper is to present a novel Ramping Behaviour Analysis (RBAθ ) model that

identifies and quantifies the variations in a time-varying dataset. The variations are classified into significant and stationary
events. The former refers to the significant swings beyond a set threshold range and the latter refers to the swings that are
relatively within the threshold limits. The features associated to each event include start time, end time, change in magnitude,
persistence of an event, angle at which the event took place and frequency of occurrences of the features. In addition, the
rain-flow cycles count is extracted from the original data for each event as a sum of half cycles and full cycles. The model
is validated using simulated wind power production data from a virtual wind park spread across Estonia and the results are
elaborated. The spatial dynamics of the virtual windfarm are captured through localized spatial autocorrelation of the events
with the geospatial locations of the turbines. The results demonstrate that RBAθ precisely and accurately identify and quantify
the time varying power generation into events with subsequent features. The volume of the data is significantly reduced in the
process of summarizing time series data into a series of events. Thereby RBAθ can be also used for data compression and
reconstruction with minor losses. The system operators can use the proposed algorithm in operational scheduling, maintenance
and investment-capacity building decisions.
c⃝ 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

t1 Start time for an event (hours)
t2 End time for an event (hours)
τ Set threshold limit

Significant events

∆tm The persistence of a significant event (hours)
w1 Amplitude of a significant event at time t1 (kW)
w2 Amplitude of a significant event at time t2 (kW)
∆wm Change in amplitude for a significant event (up or down ramp) (kW)
θm Slope angle of an event with respect to the time (degree)
σm The mean of the amplitude for a significant event (kW)
λm Frequency of occurrence of features of a significant event
ϕm Rain-flow cycles count during a significant event (cycles)

Stationary events

∆ts The persistence of a stationary event (hours)
σs Mean of the amplitude for a stationary event (kW)
λs Frequency of occurrence of features of a stationary event
ϕs Rain-flow cycle counts during a stationary event (cycles)

1. Introduction

Wind energy resources have an increasing share in the total European Union (EU) energy production landscape.
he total wind energy share is projected to increase to reach the EU objective of 100% renewable energy system by
050 [1]. Nordic countries in particular are benefiting from the wind energy to reach the green-house gas emission
eduction objective imposed by the EU. Wind energy is affected by multiple natural phenomena and it has therefore
stochastic nature. The weather is affecting wind power and its intermittent nature. The uncertain behaviour of the
ind speed results in a high variability in production. This requires additional energy from conventional power

tations which will reduce the overall environmental benefits of this renewable resource. Proper forecasting is
herefore a key solution to make a better and sustainable use of wind energy, together with interconnected grid,
torage technologies and demand side management. The main objective of forecasting is to better handle the
ncertainties that renewable energy integration is causing into the power system. Forecasting is therefore a necessary
nd cost-effective element for the optimal integration of wind power into the energy systems. However, forecasting
equires a deep understanding of the main features of the dataset involved, in order to generate accurate predictions.
he intermittent nature of wind power can be described as a continuous sequence of changes in the output power.
rom this point of view, it is possible to define a wind power ramp event as a sudden change in the output power
ver a set threshold τ . Mathematically, a wind power ramp event can be described as the absolute difference
etween the power produced wt in time t and (t + ∆t) that is above the τ . This concept can be summarized

as
⏐⏐w(t+∆t) − wt

⏐⏐ > τ . Within these power changes, the system operation (SO) has to keep the system balanced,
i.e. the total generation must meet the demand at each point in time. Wind ramp events can be positive or negative
depending on the generation swings. When a ramp event is positive, it might be necessary to shut down the wind
turbine in order to avoid accidents or damages to the system. On the other hand, when the ramp event is negative,
the SO has to find proper alternatives to meet or mitigate the demand. From an economical point of view, both the
energy not used and the energy coming from alternative resources are crucial.

Some of the ramp events are rare events that can damage wind turbines, and they are therefore important to
be addressed, identified, and forecast. Indeed, their proper identification, characterization, and forecast is key for a
better maintenance planning and a longer lifetime of turbines. In order to properly determine potential investments

and optimize real time operations, wind farms usually forecast the wind speed and power production from historical
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data over time. The time interval ∆t is typically 13h for ramp events. Therefore, events are more significant and
accurate in short term forecasting, while they become insignificant when it comes to long term forecasting. For a
whole wind park, the τ is usually set to an absolute value. However, it can also be set to a certain percentage of the
generation depending on the installed capacity. An issue with this practice is that the peak generation capacity varies
through seasons, turbine maintenance or new installations. Even though the τ is dependent on the peculiarities of
a specific wind park, the method to classify ramp events is generic.

1.1. Literature review

Ramp events forecasting has received wide attention in literature both for short term purposes as in [2,3] and
for long term predictions and corrections [4,5]. A survey on techniques for wind power uncertainty quantification
in smart grids is proposed in [6]. In [7] a 6-h and 24-h binary (ramp/non-ramp) prediction based on reservoir
computing methodology is proposed, to avoid damages in the turbines. Simulations of the system are performed,
and the results show that the proposed algorithm can predict about 60% of ramp events in both 6-h and 24-h
prediction cases. In [8] the authors proposed a model to forecast ramp events as well. They modelled observed
wind speeds into forecast models and converted this into power forecasts with the help of the power curve of the
wind turbines. It suggests that the same method could be implemented for solar power plants. The work in [9]
proposed a probabilistic forecasting method, utilizing a Neural Network (NN) to generate possible future scenarios,
employing an objective function based on cumulative distribution functions and auto-correlation functions to train
the NN, primarily teaching it their distribution. Again another work [10] proposed a model to synthesized wind
speed scenarios based on statistical parameters of wind and Markov chains. A robust approach for estimating the
probability of wind power ramp events is proposed in [11] where authors describe an uncertainty quantification
model to estimate the probability of ramp events with distributional robustness guarantee, based on Gaussian mixture
model. Similarly, a continuous gaussian mixture model is proposed in [12] where a probabilistic forecasting method
based on scenario generation is investigated. In contrast, Kaut [13] proposes a new heuristic to generate scenarios
that use copulas instead of common correlation functions. Copula-based probabilistic forecast are proposed also
in [14] and numerical simulation on publicly available wind power data show the high level of reliability of the
method. A data driven optimization approach for the estimation of wind power ramp events is available in [15].

However, the traditional studies available in literature, tend to focus mainly on statistical values (i.e. mean,
median, average variance and the like), which can identify the overall time series properties, but are not enough to
thoroughly describe the individual ramping events. Indeed, some ramping events are rare events, and they should
therefore be studied as single events, by identifying the specific relevant properties of each of them. For instance,
traditional forecasting methods like regression, or ARIMA models, are not accurate when it comes to rare event
detections like wind ramps. When the number of events is low, relative to the number of predictors, standard
regression could produce overfitted risk models that make inaccurate predictions [16]. Authors in [17] show a
diagram where the normalized wind speed variation is represented together with a regression curve on top. The
proposed figure is a clear example of the inaccuracy of traditional regression methods when it comes to wind ramp
events. Indeed, the regression curve proposed in the diagram, completely ignores the positive ramp event and the
negative ramp event that are clearly visible toward the end of the dataset trend. Moreover, despite recent advances,
machine learning models in general, as well as deep learning models in particular, are still limited when it comes
to life-long and one-shot learning, especially in remembering rare events, like wind ramps [18]. There is therefore
high interest among the scientific community, in further developing new frameworks for wind power predictions,
and specifically for wind ramp identification and predictions.

In order to improve the accuracy of wind ramp predictions, it is not enough to rely on time-series, but it is
important to properly identify some key features of the available historical dataset. Indeed, each wind power ramp
event can be described by specific properties (such as the peak, length of time required to reach a certain level of
peak, length of time spent at a certain peak, where a peak represents the sudden change in the wind power value
from an increasing trend towards a decreasing trend or vice-versa). Such features can provide additional relevant
information to better quantify wind power variations and extract trends from time-series dataset.

The identification of key features behind the wind ramp events falls under the research area of “wind ramp
events identification, detection and characterization”. This represents a preliminary step to take before the actual
forecasting tasks, in order to better understand the key properties of a dataset, and better identify which features

are more relevant to be predicted and why.

239
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As opposed to the wind power ramp predictions area, the wind ramp event identification, detection and
characterization has not been addressed much in literature. The studies in [19] and [20] introduced the terminology
for identification of ramp events, ramping behaviour analysis (RBA), which comprises the perspective used in this
study. They also filtered and extracted events and clustered them into groups. More studies have been performed
on identifying ramp events in [21] and [22]. A detection and characterization of extreme wind speed ramps is
proposed in [23]. Another study focused on large wind power ramps characterization can be found in [24] where
generation data from a wind cluster in conjunction with meteorological observations are analysed to determine the
magnitude and frequency of ramping events. Wind power ramp events detection is also addressed in [25] where
authors propose a hybrid classifier to perform a features selection and improve the machine learning models training.
Wind characteristic analysis based on Weibull distribution are proposed in [26].

1.2. Key contribution

The available scientific literature shows that the identification of key features behind the wind ramp events has
not yet been widely addressed by researchers. Therefore, the primary objective of this work is to propose and test a
methodology for wind ramp events identification, detection and characterization. The secondary objectives are: (a)
develop an improved rain-flow counting cycle to find the sum of half cycles and full cycles in events as a unique
feature; (b) extract frequency of occurrences of the events as insight into the dataset and as unique features; (c) test
the proposed methodology on near-real dataset from a wind park with hourly resolution, to show the performance.

The key contribution of this paper is to propose a new algorithm to extract explanatory features from wind data
(information of wind variations over time). Such algorithm can be used for predictions in place of traditional wind
power time-series. The main novelty of this paper is the development of a novel algorithm that focuses on ramp
events identification and characterization, instead of just wind power time-series like traditional works in literature.
By properly identifying the most relevant features of wind ramp events, the algorithm is capable to develop improved
training dataset that can be utilized within forecasting tools or machine learning algorithms. The novel approach of
the proposed study can be summarized as follows: compared to the traditional literature that aims at understanding
“how a time-series dataset will be”, the proposed study takes an innovative approach by shifting focus on “what
kind of events’ features to expect”.

2. Ramping Behaviour Analysis (RB Aθ ) model

The RB Aθ is an algorithm that searches for trends of variations in a discrete time series based on set threshold.
The algorithm determines features of the variation that defines the trend. Moreover, the algorithm classifies the
variations into stationary and significant events. The distinction comes from whether the variation is bigger or smaller
than a predefined τ , where the first is identified as significant and the latter as stationary event. The significant events
features are t1, t2,∆tm, w1, w2,∆wm, θm, σm, λm, ϕm , where t1 is the beginning and t2 is the ending point of the
event; ∆tm the persistence of the event; w1 is the amplitude of the production at t1; w2 is the amplitude of the

roduction at t2; ∆wm is the amplitude of the significant event; θm is the slope; σm is the mean of the amplitude;
λm is a set of the frequencies per features ∆tm,∆wm, θm, and σm of the event over the given dataset; ϕm is the
total cycle counted by Rainflow-counting algorithm during the significant event. The subscript “m” and “s” refer to
the feature belonging to a significant or a stationary event respectively. Significant events stay on slope of θm for
∆tm , with ∆wm of change in amplitude, where ∆w per consecutive t is bigger than chosen τ . The stationary events
features are t1, t2,∆ts, σs, λs, ϕs , where; t1 is the beginning point of the event; t2 is the ending point of the event;
∆ts the length of the event; σs is the mean of the amplitude and; λs are a set of the frequencies per features ∆ts
and σs of the event over the given dataset; ϕs is the total cycle counted by Rainflow-counting algorithm during the
stationary event. Stationary events stay in τ for ∆tm around mean amplitude of σs . Note that the stationary events
are the events which are less than the τ and therefore the change in power is not captured. On the same note, the
angle is not extracted.
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2.1. Conceptualization of RB Aθ model

Fig. 1 depicts the concept of RB Aθ . Fig. 1(a) presents the features of the events where the blue area shows one
stationary event and few up and down significant events. The first significant event took place with ∆wm magnitude
change, θm slope angle for ∆tm time. Fig. 1(b) shows the rainflow cycles (ϕm, ϕs) extracted per subset of the data
where there was an event, e.g. within the first significant down-ramp event, there are three half cycles and two
full cycles in the original data. Note that in case if rainflow cycles extracted from the whole dataset, the cycle
counts will differ. To derive the localized spatial autocorrelation among the turbine locations and the features a
spatial Markov-chain method is implemented for the features ∆tm,∆wm, θm, σm for significant events and ∆ts, σs
for stationary events. The interdependency between production from intermittent sources in two regions where the
relationships is complementary would be more beneficial for the overall production.

Fig. 1. (a) Wind ramp event extraction (b) rainflow cycles counting.

A modified version of the Rainflow-counting algorithm is presented in [27–30]. There are two definitions which
are highly used in literature namely top-level-up cycle and rainflow cycle [29]. This paper uses the later definition.
The Rainflow-counting algorithm was initially introduced for the estimation of stress/strain in a material, essentially
the effect of vibration. The algorithm identifies cycles in form of either full or half. A half cycle can be upward
trending or downward. The algorithm uses the amplitude as the metrics to find the cycles. The input to the algorithm
is a simple series of peaks and valleys, i.e., local maxima and minima, that form hysteresis loops. Closed loops
are full cycles, and unclosed loops are half cycles. The algorithm uses a change in slope as an indicator that the
time series is going through a peak or valley. Only the magnitude of the peak or valley is then entered into the
Rainflow-counting algorithm. The drawback of this method for a time series application is that it identifies one
pattern in the whole time series. This process undermines the small variations and there are high chances for one
long cycle. However, if the time series is broken into pieces then more granular results can be achieved. For this
reason, the algorithm is applied to the ranges, subsets of the original data per event, subsets between t1 and t2.

A first-order Markov chain is the realization of the stochastic process in the discrete data x where every discrete
oint is attained to a discrete state value S = 1, . . . , m. Here, the state of the process depends only on the
revious state and a conditional probability. The theory of spatial dynamics states that the power production from
n individual turbine can be quite different even though they are physically located in one farm and quite close
o each other. The difference might arise from wake effect, terrain condition and other environmental effects. To
apture this relation, a spatial dynamics approach has been considered.

Specifically, spatial Markov chain model [31–33]. A Markov chain has a series of states that are mutually

xclusive of each other thus applicable to discrete dataset. A transition matrix has transition probabilities from
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one state to another where each event placed in to a state. For this study a local indicator of spatial association
(LISA) Markov [33] which is based on Moran’s I and show the transition probabilities while placing each areas
behaviour into quantiles based on whether they behave similarly to their neighbours or not, is chosen.

2.2. RB Aθ model description

The Algorithm 1 presents the pseudo code of the RB Aθ .

The algorithm has 5 procedures — Significant Events, Stationary Events, Frequency of occurrences (λ), Rainflow
cycles count (ϕ), LISA Markov, and Reconstruction. The proposed algorithm is a hybrid architecture meaning
procedure 1 and 2 are parallel. Procedure 3, 4, 5 and 6 can be parallel to each other but are sequental to 1
and 2 as they take the output from 1 and/or 2 as input. The procedure Significant Events and Stationary Events
extract the features for individual events. The λ procedure identifies the frequency of occurrence of features such as
∆wm,∆tm, θm, σ m and ∆t s, σ s in specified bins. Each bin is calculated by dividing the total range of the feature
into windows. The LISA Markov procedure evaluates the transition matrices per major feature from all turbines
taking into account a given shapefile that expresses their locations.
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S. Mishra, E. Ören, C. Bordin et al. Energy Reports 6 (2020) 237–249

t
t
t
l
u

3

i

3. RB Aθ application to the wind energy production

This section outlines the results obtained from applying the model to synthetic wind energy production data
from virtual wind farm. The section begins with introducing the data, followed by τ tests. Consequently, the first
5 significant and stationary events with features are presented for one wind turbine.

3.1. The virtual wind farm with simulated wind energy dataset

The data are obtained from the virtual wind park with hourly time resolution for 3 years, 2017 to 2019. Simulated
wind turbine power production data are obtained with 80 metres hub height from [34,35]. Fig. 2(a) presents the
power output from the virtual wind park for 8760 h. The data has certainly many power swings and it can be seen
more clearly when a smaller time-window is chosen. However, the data is demonstrated with a top view to show
the pattern in seasons. For example, the winter season has dense power production in comparison to lighter one in
summer.

Fig. 2. (a) Hourly wind power production from 8 turbines for a year (b) distance based neighbouring relationships of the virtual wind farm.

A shapefile containing the geospatial locations of the turbines in the coastal regions of Estonia is chosen using
he QGIS as an input. Fig. 2(b) shows the location of the virtual wind farm and the neighboring relationships of
he turbines to one another. The calculation of the spatial weights that express the neighbouring relationships of the
urbines are done using the mentioned shapefile and are based on a threshold distance of around 180 km. If two
ocations are closer than the threshold distance, then the turbines are considered neighbouring. These weights are
sed to calculate spatial relations between turbines per event feature using LISA Markov [33] method.

.2. Results and discussion

The RBA algorithm has been tested using the dataset outlined in the sub-section 3.1. The number of events
s increasing with decreasing τ . Note that the results are for the first wind turbine. A threshold test is conducted

considering 10 τ values from 0.5 to 0.9 to identify how the number of events extracted change along the increasing
threshold. Then the change for maximum of σm with threshold values is investigated. Fig. 3 presents the changes in
significant and stationary events with reference to ascending threshold for 8 wind turbines. With increase in threshold
the number of identified events decrease, so as the means. In order to investigate the full spectrum of events 0.1
threshold is chosen for the study. Different time varying data have different sensitivity, thereby different threshold
values should be tested to find the optimum threshold. Rainflow-cycle counting algorithm reduces a spectrum of
variations into an equivalent set of simple reversals. These reversals are classified as half-cycle and full-cycles
depending on whether the variation is a half or a whole hysteresis loop. The rainflow cycles count, ϕ for every event
as the sum of the cycles that are exclusively taking place over the duration of the particular event is extracted. Fig. 4
presents the rainflow cycles by applying the cycle-counting between t1 and t2 to extract ϕ values per event, on the

right side for the significant events and on the left side for the stationary events, for the first turbine. Fig. 5 presents
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Fig. 3. Threshold tests for change in events.

Fig. 4. Rain-flow cycles on the wind power plot.

the turbine-wise extracted events and corresponding features. The events are further classified into significant and
stationary events. The significant events are comprised of up and down ramp events. Essentially the upward or
rising events are up-ramp and downward or falling events are down-ramp events. The relatively less variations are
classified as stationary events and often persistent. These events are highlighted on top of the hourly wind power
production dataset. Notice that the figures are for a 120-hours period to provide a clear picture. The significant
events are associated with a sudden and significant changes in energy.

While stationary events are associated with relatively minor changes in energy. This is an improvement to the
existing form of event extraction presented in [36,37] by introducing the context of significant and stationary along
with the features. Wind ramp prediction techniques presented in [4,7,38,39] can be further improved by introducing
the features extracted in this paper. Similarly the wind farm controls as in [16] to either avoid a catastrophe or pose
to extract the maximum potential energy from the wind flow can be realized.

Beyond that the features can be embedded into wind turbine model for investment planning as in [40,41]. The
features corresponding to significant and stationary events are demonstrated in Tables 1 and 2 respectively.
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S. Mishra, E. Ören, C. Bordin et al. Energy Reports 6 (2020) 237–249

T

d

Fig. 5. Significant and Stationary events extracted from turbine-wise wind power production data.

able 1. RBA results of significant events.

Event t1 t2 ∆tm w1 w2 ∆wm σm θm λ (∆tm) λ (∆wm) λ (θm) λ (σm) λ (θm , σm) ϕm

1 0 20 20 0.8 0.2 −0.6 0.5 −70.6 242 144 462 653 45 2.5
2 20 24 4 0.2 0.5 0.3 0.4 81.3 605 335 488 653 68 0.5
3 24 34 10 0.5 0.1 −0.4 0.3 −76.3 492 205 462 330 30 0.5
4 42 50 8 0.1 0.5 0.4 0.3 78.1 605 198 488 330 35 0.5
5 58 63 5 0.4 0.1 −0.3 0.3 −81.6 605 205 462 330 34 0.5

Table 2. RBA results of stationary events.

Event t1 t2 ∆ts σs λ (∆ts) λ (σs) λ (∆ts , σs) ϕs

1 8 12 4 0.34 4374 1105 368 2
2 13 17 4 0.37 4374 1105 350 1
3 33 43 10 0.09 457 374 55 2.5
4 49 58 9 0.45 457 1105 120 2
5 74 113 39 0.98 9 1020 3 5

The first 5 extracted events are listed in Table 1 for the first turbine. For instance, the first significant event is a
own ramp event which lasted for 20 h with power variation of 0.6 with an angle of −70.6 and 0.69 mean value.

Similarly, the first stationary event lasted for 4 h with mean of 0.34. Stationary events that have persisted longer
than 3 h are taken into account. The frequency of occurrences (λ) is a measure to count how many times a given
feature repeats within a corresponding time window. The time window is chosen for this study is 10, meaning that
the total range is sliced into 10 parts. Note that the slope angle can be positive and negative making it an up or
down ramp event. The frequency of occurrences for features of significant events λ (∆tm), λ(∆wm), λ (θm), λ (σm),
λ (θm, σm) are calculated and presented in Table 1. Similarly, λ (∆ts), λ (σs), λ (∆ts, σs) for stationary events are
presented in Table 2. Fig. 6 presents the relation among significant and stationary events mapped through parallel
coordinates for each turbine. Note that the dataset for the significant events are widely and densely distributed across
∆wm while sharply divided for θm and dense across σm . The major significant event is extracted from fifth turbine
on November 2018 with amplitude of 0.99 and persisted for 43 h. The major stationary event occurred on eighth
turbine on October 2017 for a period of 75 h. The significant event with maximum persistence, 111 h, occurred on

eighth turbine on October 2019.
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Fig. 6. Turbine wise significant and stationary events and their association.

Fig. 7. Spatial dynamics autocorrelation of features.

The LISA-Markov [32] constructs the transition matrix that contains the probabilistic inter relationship among
turbines utilizing the weights from the shapefile of the locations of the turbines and the series of features. The
transition probabilities for the features ∆tm,∆wm, θm, σm,∆ts, σs are evaluated. These probabilities represent the
spatial autocorrelation on Moran’s I. Moran’s I has four quadrants, first referring to observations of high values
surrounded by high values, third referring to low values surrounded by low values, second referring to observations
of low values surrounded by high values, and fourth referring to observations of high values surrounded by low
values. The results as presented in Fig. 7 identifies that ∆wm has more mobility for observations in first (HH)
and third (LL) quadrants. While θm,∆ts and ∆tm are evenly distributed across the quadrants. The σs and σm are
distinctly present in second (LH) and fourth (HL) quadrants. This implies the amplitude of events throughout the
virtual wind farm are positively correlated but the mean of these events is dissimilar. The spatial dynamics of wind
turbines shows that they have similar variations on different levels. Furthermore, the turbines in closer proximity

has more impact on each other while all turbines influence each other. A null hypothesis test is conducted on the
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transition matrices of the features and the results clarify that there is statistical significance in the dataset. Since the
wind is a phenomenon that is influenced by various global factors, it is important to consider the spatial dynamics
in relation to the features extracted. There is further room for investigation considering wind parks in different
locations in place of wind turbines.

The extracted features are used to reconstruct the original data with losses. For reconstruction the features starting
ime, ending time, magnitude at t1, and magnitude at t2 (t1, t2,∆wt1

m , ∆wt2
m ) are given as input that defines the outer

boundary for an significant event. In the process of reconstruction, the t1, t2,∆wt1
m , ∆wt2

m are joined together by
using linear interpolation. The RMSE loss between the original and reconstructed dataset is 0.008. The shape of
original data for 3 years hourly wind power production data is 26 480*1, while the shape of compressed dataset
is 1558*4. The size of original data and the data needed for reconstruction when saved in csv format are 46 kB
and 178 kB respectively. The original data size is reduced by 74% in the process of compression. Fig. 8 presents
the original data and the reconstructed data visualization with difference as a bar plot. As visually noticeable, the
reconstruction is with losses. Furthermore, different curve fitting methods can be used to improve the efficiency.

Fig. 8. Data reconstruction from features.

4. Conclusion and future work

This paper proposes a novel algorithm, Ramping Behaviour Analysis (RB Aθ ) for detection and quantification
of changes in time varying dataset. Thereby summarizing the time-series data to a series of events with associated
features. RB Aθ classifies variations into significant or stationary events given a threshold. The threshold acts as a
range of magnitude, beyond which significant event takes place and stationary events within. The features include
the start time, end time, magnitude change, average magnitude change, persistence (time duration), slope angle at
which the event took place and frequency of occurrences. Thereafter, a modified rainflow cycle counting is applied to
extract cycles per event as sum of half and full cycle counts. The spatial effects on the temporal events are calculated
using localized spatial autocorrelation with location of the turbines and extracted features as inputs. Simulated wind
power production data for a virtual wind park located in high wind speed regions in Estonia are used as input for
a case study to validate the proposed model. To demonstrate how threshold changes the result, a threshold test
considering 10 thresholds are conducted. To extract the full spectrum of events a low, 0.1, threshold value is chosen
for this study. RB Aθ accurately and precisely identified and quantified the events residing in the dataset. The
extracted events can be used by the system operator for making decisions such as- scheduling the maintenance of
the wind turbines and capacity building of the wind park. Moreover, the extracted events and associated features
can be used in both operational and investment decision making process. The events extracted by RB A are used to
θ
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reconstruct the original data with minor losses. The volume of the data is significantly reduced thereby the proposed
model can also be used to compress the time varying data volume. For instance, if an event took place for 20 h then
the RB Aθ summarizes it in its amplitude and persistence. The proposed model is applicable to any time varying
data set with different objectives such as data compression, significant events, stationary events, etc.

Future work will be dedicated to optimizing the computational time of the proposed algorithm and perform
benchmarking in comparison to other existing relevant algorithms. Further investigation is required to identify
optimal threshold considering the inter-relation among the features such as the slope angle with varying threshold.
In a future direction of research, the extracted events will be used for prediction, meaning predication of ramp
events rather than whole time series to benchmark the model in parallel with traditional prediction techniques. In
this study localized spatial autocorrelation is explored to enumerate the inter-relation among space and time on the
wind power data. Further investigation is required to better understand the relationship and causality of the events.
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