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Abstract

This thesis presents a research study on bioreactor design and biochemical processes for conversion of
biomass into bioenergy and develops mathematical models that can be used for designing better reactors
and control systems. Good design of the bioreactors and understanding of the biochemical process is
essential to control the process for maximizing the yield. Improving the performance efficiency of
bioreactors is necessary for large-scale biomass deployment to energy conversion systems and their
economic viability.

Large scale production mostly deploys continuous stirred tank bioreactors (CSTBR) involving single,
or polycultures. Many micro-environmental parameters in the reactor such as system pH, dilution rate,
inlet substrate concentration etc. simultaneously affect the process and also the production of the desired
output. Due to concurrent influence on many variable-limits, the process has multiple steady states, and
the slight variation in one parameter leads to deviation from a steady-state operation and microbial
growth is affected reactor may stall.

Bioprocesses within these reactors can be expresses as a set of nonlinear equations. The output variables
(e.g. bioenergy products; gaseous or liquids) depend simultaneously upon a parametric range of a
number of input variables such as pH, dilution rate, temperature, substrate concentration etc. It may be
inferred that the biosystems are parametrically sensitive with respect to specific parameters. Thus, the
sensitivity of a biosystem is studied for understanding the operation of a reactor. From the process
engineering perspective, it is a challenge to determine a priori region of parametric sensitivity, i.e., to
determine the set of values of system parameters beyond which the biosystem becomes highly sensitive.

Kinetics constants for the mathematical model need to be determined experimentally. Thus the
experiments were performed using two types of lactic acid bacteria, namely, Pediococcus acidilactici
and Lactobacillus casei using the batch reactor to find the optimum pH for microbial growth and other
kinetic variables that define microbial growth characteristics. From the experiments, the Kinetic
constants for both bacteria strains were found. The maximum specific growth rate (imax) and substrate
saturation constant (Ks) provide the guideline for a working range of feed stream flow rate and its
concentration for designing continuous processes. For Pediococcus acidilactici, the optimum pH value,
maximum specific growth rate (Umax) and substrate saturation constant (ks) to be 6.7, 1.0775 h™* and
4.5017gL™, respectively. The kinetic constants for Lactobacillus casei, the optimum value of pH,
maximum specific growth rate (imax) and substrate saturation constant (Ks) were found to be 6.75, 0.6
h™ and 0.814gL?, respectively. Although both the strains are LAB and their optimum pH are quite
similar, other kinetic parameters are different.

When the product is gaseous such as methane or hydrogen, that itself can retard the growth of bacteria
and its own production if allowed to accumulate in the reactor headspace. In order to study the effect
of accumulated hydrogen on the process in a reactor, the third series of batch experiments were
conducted by using a hydrogen-producing bacteria, Clostridium acetobutylicum. From these
experiments, the maximum specific microbe growth rate (Umax), Substrate saturation constant (ks), a
critical hydrogen concentration at which growth ceased (H2") were determined, 0.976 h™%, 0.63 + 0.01
g/L, and 24.74 mM, respectively. The degree of inhibition was 0.4786.



Two models based on a set of ordinary differential equations were developed to derive a dimensionless
multiplicity criterion, o, that indicates a set of values of input parameters corresponding to multiple
steady states in a reactor. Using the kinetic variables obtained experimentally model can gquantitatively
predicting the parametric range of operating variables for steady operation of the process and optimal
yield for a reactor

Parametric sensitivity of pH with respect to input variables specifically dilution rates and concentrations
of nutrient and alkali stream for pH control in the regions of multiple and unique steady states in a
CSTBR was determined using the mathematical model. The parametric sensitivity of pH was observed
over the entire region of operation under study, and the model estimation was in agreement with those
of the experimental observations.

The first model studied the nonlinear behaviour of a CSTBR using Lactobacillus casei. Parameter space
was determined where the system exhibits sensitive behaviour through normalized objective sensitivity.
Parametric range of inputs for controlling optimal pH range conducive for the microbial growth was
determined. The influence of input parameters, which are directly intricate pH of the system, is observed
by determining normalized objective sensitivity of pH. A generalized criterion, i.e., a specific range of
certain input parameters, e.g., 6, R and pHo corresponding to the system's maximum sensitivity was
determined.

The second mathematical model studied the reactor process for producing biohydrogen. The multiplicity
analysis of steady states was determined using the classical theory of bifurcation analysis with the help
of local stability analysis. It was found that in a particular range of di (a dimensionless form of dilution
rate of feed stream), from 0.44 to 0.4453, the CSTBR operation becomes unstable as it comes across
multiple steady states condition. On the other hand, CSTBR enters to instability due to another essential
operating parameter Xz (a dimensionless form of feed substrate concentration) when the operating
region of Xy within 9.5717 to 13.658 where steady-states of CSTBR system bifurcated to multiple
steady states.

The present study also endorses some scope for further research works, such as more output variables
namely, temperature, the concentration of byproducts needing to be analysed for designing and safe
operation of a continuous stirred tank bioreactors. In the case of biohydrogen production, there are other
metabolites such as volatile fatty acids (VFA) produce along with the hydrogen can alter the system pH,
which can be unfavourable for microorganisms and shift the metabolic pathway of microbial reactions.
So, the influence of the concentration of VFA and adopt a kinetic model is recommended to study
further. The validation of the model-predicted data with the experimental study shows the critical value
of input parameters for which the CSTBR becomes sensitive. The interaction between input parameters
or the points corresponding to the limits of the region of instability is recommended to be investigated.
Moreover, the impact of model kinetic parameters on system stability is the scope where further work
is suggested.

The mathematical models presented in this thesis can be used to investigate the operation of similar

processes in CSTBRs. Using the kinetic parameters, relevant to different microbial growth, the

developed model can be used to perform a stability analysis of a CSBTR and obtain parametric

sensitivity regions of the process. Such quantitative analysis of CSTBRs will benefit in selecting design

and adopting strategies for safe, controlled and economical utilization of CSTBRs. The information
iv



obtained from the present research study contributes to the general field of bioenergy conversion
processes and the design and optimization of bioreactors, such as the production of biomethanol ethanol
and biohydrogen.



List of symbols

A, B constant of equation 2.14

C inhibitor concentration, (gL ™?)

Cerit critical inhibitor concentration, (gL ™?)

D dilution rate, (h%)

D, the dilution rate for the base feed stream, (h)

H cumulative value for substate degradation, (h™?)

H> critical molar concentration of hydrogen at which microbial reaction ceases, (M)
Hmax maximum cumulative value for substate degradation, (h™)
K overall mass transfer coefficient

Ka, Kb constants of equation 2.13

Kc constant, (gL™?)

K biomass decay constant, (h™?)

Ki inhibition constant, (gL ™)

Ks Monod constant or substrate saturation constant, (gL 1)
N number of bacterial cell

P product concentration, (gL ™)

R max maximum rate, (h™?)

S substrate concentration, (gL 1)

So initial substrate concentration, (gL ™)

Serit critical substrate concentration, (gL™?)

X dry cell biomass concentration (gL ™)

Xmax maximum biomass concentration, (gL ™?)

Xo initial biomass concentration, (gL™)

X20 dimensionless form of feed substrate concentration
Yeix product yield coefficient, (gg?)

Y xis biomass yield coefficient, (gg?)

a,b,c constant of the polynomial equation 2.12

ke apparent specific growth rate, (h™?)

m degree of substrate inhibition

n degree of cell inhibition

p molar concentrations lactic acid

e microbial growth rate, (gL *h™?)

Sa molar concentrations of sodium lactate

Sp regulate the rate of neutralization of the acid
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time, (h)

non-growth-associated product yield coefficient
specific growth rate (h™)

maximum specific growth rate of cells, (h™)
reaction rate in the absence of inhibitor

reaction rate in the presence of inhibitor

vector containing the m system input parameters
one element of the parameter vector, ¢

lag time, (h)

experimentally observed value
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1 Introduction

Human energy consumption can be grouped under three broad categories: heat, grid electricity, and
transportation fuels until the twentieth-century humankind have been dependant primarily on fossil fuels
to meet all kinds of energy demands. However, by the mid 20" century, it was widely acknowledged
that the use of fossil fuels is associated with an increased level CO; of in the atmosphere leading to
global warming and climate change. Energy consumption of energy worldwide has increased 13-fold
in the twentieth century, tripling since 1960, which is faster than the increase in population size [1].
This increased consumption of fossil fuels has caused severe environmental pollution that is affecting
the quality of life and health issues in urbanized worlds. Thus, alternative energy sources are needed,
one for meeting the carbon emissions target to combat climate change and two to meet the increasing
energy demand. Solar, wind, wave and bioenergy are alternative energy sources that are replenished on
human time scale, unlike fossil fuels and are regarded as renewable energy sources.

1.1 Bioenergy

Plant sources are classified as renewable energy sources. From prehistoric times, humans burned
biomass from plants and trees, to produce heat used for comfort, cooking, and in increasingly
sophisticated industrial processes, such as ceramic firing to produce pottery and glass and then smelting
to produce metals such as bronze and iron.

Biowaste, such as municipal solid waste, agricultural waste and forest waste is also a source of biomass,
which can be biologically and chemically processed to produce bioenergy products in gaseous and liquid
forms. These products can be combusted to generate electricity and heat. Thus bioenergy is an important
renewable energy source. Still, there are two significant challenges for creating bioenergy: first, there
must be a net energy gain during feedstock production, and second, greenhouse gas emissions from the
green energy must be lower than those from fossil fuels. The targets can be met by increasing the yield
of the feedstocks such as, target crops per unit land area, better collection and sorting systems of
biowaste and improving the conversion technologies. The technologies should be capable of proper use
of the lignocellulosic component of biomass and development of better pretreatment, extraction, and
fermentation technologies to retrieve the energy captured in the biomass. The conversion technologies
for biomass into energy forms are classified as first, second and third generation. Combustion and
fermentation of sugars are humankind’s earliest and most direct routes for obtaining bioenergy and
biofuel from biomass. They have been classified as first-generation (1G) energy conversion technology,
followed more complex and evolving conversion technologies, classified as second-generation (2G),
third-generation (3G), and so forth (Table 1). Depending on the bioenergy feedstock and the energy
processing platform (Table 1), there are three major biofuel products: bioethanol (1G and 2G), biogas
(1G and 2G), and biodiesel (3G). Biogas, sometimes called synthesis gas or syngas, is currently used
for electrical generation. Use of syngas to produce transportation biofuels is possible, but thus far, this
technology is primarily at the demonstration and precommercial scale. Both bioethanol and biodiesel
are currently used as transportation fuels. Ethanol is also an essential raw material in the chemical
industry, capable of replacing petroleum. Therefore, sustainable economic production of bioethanol is
particularly crucial for switching modern society from a petroleum-based to a biomass-based economy.



Table 1-1 Conversion technologies for biomass to biofuel

Biofuel Feedstock Technology Output

Generation

15T Generation  Nonfood plants: Conventional burning Heat for steam for
lignocellulosic  plants, e.g., generating
trees & weedy grasses; electricity
sugarcane bagasse and trash
Food crops: Conventional fermentation ~Fermentation
Starch (maize), sugar fuels
(sugarcane) (bioethanol,

biodiesel)

2\P Generation  Nonfood crops: Pretreatment (physical & Fermentation
crop residues, plant stover biological saccharification) fuels (bioethanol,
sugarcane bagasse in the crop & Fermentation biodiesel)
residues section

Gasification & Syngas, synthetic

Fisher-Tropsch synthesis  cellulosic  fuels
(alkanes and
diesel), electrical
generation

3RP Generation  Oilseed crops: Conventional,  currently Biodiesel, aircraft
(canola, oil palm, existing fuel
soybean), & algae

4™ Generation  No biomass: Solar-to-fuel, Liquid fuels
waste CO2 ina bioengineered
photosynthetic reaction hydrocarbons

The critical challenge for developing the next generations of biofuels is acquiring economical feedstock.
Feedstock cost contributes 80% to 90% of the final fuel price for most processes and is a serious issue
to the economic viability of future generations of biofuels. There is probable space in the marketplace
for all biofuel generations, with each generation broadening the feedstock and technology options and
improving fuel economics and performance. Potential future biofuels, will not be based only on biomass
but utilizing microorganisms, waste CO,, sunlight, and water and therefore, will not compete with food
production because they use nonarable land. Companies such as Amyris, LS9, Joule Unlimited, Algenol,
and Naturally Scientific are involved in developing and deploying this 4G technology (Table 1). The
electrofuels will also ultimately be classified as 4G.

1.2 Bioprocesses

Biomass conversion technologies can be broadly divided into two categories: thermochemical processes
and biochemical processes. The thermochemical process is a method to convert biomass into biofuels
using heat. These processes do not primarily produce useful energy directly, but under controlled
temperature and oxygen conditions are employed to convert the original biomass feedstock into more
valuable forms of energy carriers, such as producer gas, oils or methanol. The thermochemical processes
include pyrolysis, torrefaction, combustion and gasification. These conversion processes can not be
considered as energy-efficient as they need heat.



Biomass biochemical conversion technologies refer to the conversion of biomass into similar products
through certain physical, chemical, and biological pretreatments. Pretreatments in the biochemical
conversion technologies of biomass aim to help reach ideal conversion effects, not to produce final
products, which is the essential difference between those mentioned above physical and chemical
conversion of biomass.

Microbes utilize a variety of substrates (cellulose, hemicellulose, starch, glucose, xylose, etc.) to
produce biofuels. By selecting different microorganisms in the biochemical conversions of biomass,
different products, such as hydrogen, biogas, ethanol, acetone, butanol, organic acids (pyruvate, lactate,
oxalic acid, levulinic acid, citric acid), 2,3-butanediol, 1,4-butanediol, isobutanol, xylitol, mannitol, and
xanthan gum etc. can be produced [2]. Compared with other conversion technologies, biomass
biochemical conversion technologies are clean and efficient. Moreover, biomass can be turned into
various intermediate products by screening different enzymes or microorganisms through biochemical
conversion technologies, thus providing many platform substances for the conversion of renewable
materials, fuels, and chemicals. Therefore, various biochemical conversion technologies of biomass are
being developed for bioenergy using multiple microbes. Different microbial cells require an optimal
environment for growth within a bioreactor, which is a closed system where biological reactions take
place, and microbial cell reproduction occur using enzymes or living cells as biocatalysts. Therefore, to
maintain such favourable conditions for microbial growth and production of metabolites, the design and
control bioreactors becomes critical in bioenergy production processes.

1.3 Bioreactors

Bioreactors are used in various biological conversion processes in a variety of fields, like food and
agriculture, health and medicine. Especially closed bioreactors can provide the ideal environment for
microbial growth and metabolism as well as bio-energy production. Biogas production by anaerobic
digestion, hydrogen production by photo-fermentation or dark-fermentation, alcohol production by
fermentation, and fatty acid production by microalgae all employ bioreactors.

Microbial biofuel conversion is a complex biochemical process that is much dependent on the
configuration of a bioreactor. Microbial cells are sensitive to variations in their surroundings, and any
instability is detrimental to their growth and product synthesis. The conversion process is mainly divided
into an upstream treatment process that includes fermentation for microbial growth and product
generation, and a downstream treatment process that provides for product purification, isolation, and
collection [3]. In order to improve energy conversion efficiency, the specifications of the bioreactor
should integrate not only the correct structural configuration but also precise operational control for
optimized multiphase flow as well as heat and mass transfer in the reaction solution. During the
microbial biofuel conversion process, product yields are affected by many factors including temperature,
pH, nutrient content, organic loading rate, type of reactor, hydraulic retention time and solids retention
time [4-6]. Therefore, the abovementioned environmental parameters within the bioreactors need to be
maintained at near-optimal ranges to enhance microorganism growth and product accumulation and fine
control of operating conditions for microorganism growth, metabolism, and product synthesis is
essential for optimal production of biofuels.

Various methods are employed to control the operating environment within the reactor. For example,
the pH can be maintained at suitable levels by adding buffer solutions, a thermostatic water bath can



control the temperature, and the hydraulic retention time (HRT) of wastewater can be controlled by
regulating the inward feeding rate.

Research has developed various configurations of bioreactors with optimized operating conditions to
maximize biofuel output [7]. So far, the most commonly used configurations include (i) conventional
anaerobic reactors, such as the anaerobic sequencing batch reactor, the continuous stirred tank reactor,
and the anaerobic plug-flow reactor; (ii) sludge retention reactors, such as the anaerobic contact reactor,
the up-flow anaerobic sludge bed reactor, the up-flow anaerobic solid-state reactor, the anaerobic baffled
reactor, and the internal circulation reactor; and (iii) anaerobic membrane reactors such as the anaerobic
filter reactor, the anaerobic fluidized bed reactor, and the expanded granular sludge blanket.

The conventional anaerobic reactor is a single-tank system that utilizes the same tank for substrate
treatment and fermentation [8]. All steps of microbial biofuel conversion take place in a single tank,
which means that downstream treatment processes, as well as the intermediate byproducts, can have
significant negative influences on the upstream treatment processes. Thus, efficient approaches to avoid
the interactive effects of different reactions are essential to enhance bioreactor performance.

The configuration of sludge retention reactors is relatively complicated compared to conventional
reactors. Sludge retention reactors usually contain two main components: the liquid-phase reaction
module and the solid-phase recycling or gathering module. For example, the anaerobic contact reactor
includes an agitated reactor module and a solid phase setting module to recycle the microorganisms. In
contrast, the up-flow anaerobic sludge bed reactor contains the liquid-phase reaction module at the top
of the reactor and a dense sludge bed located at the bottom of the reactor. Sludge retention reactors
provide good contact between wastewater and biomass, which prevents washout of microorganisms.
Sludge retention reactors are often used to process effluents containing high concentrations of suspended
solids.

Anaerobic membrane reactors are constructed with a supporting membrane to enhance contact between

wastewater and the bacterial microorganism. The bacterial biofilm accumulates and grows on this
supporting membrane, causing a separation between bacterial biomass and the wastewater in the reactor.
For example, the anaerobic filter reactor contains a filter on which the bacterial biofilm grows. In the
anaerobic fluidized bed reactor, inert particles like fine sand and alumina are provided for the thin
bacterial biofilm to grow on. The configurations of anaerobic membrane reactors enhance the resistance
of the microbes to inhibitors, thereby improving biofuel production.

The function of conventional anaerobic reactors is to supply relatively stable operating conditions in an
established temporal sequence. Owing to its simple structure, the anaerobic sequencing reactor has
advantages of operational simplicity and low cost. However, the self-immobilization of the conventional
anaerobic reactor is poor, and the channelling and clogging effects severe. These disadvantages limit
reactor performance and biofuel conversion efficiency. The major function of sludge retention reactors
is recycling of microbial biomass, thus avoiding biomass washout. These reactors rapidly achieve
steady-state due to short hydraulic retention time [9]. In addition, some configurations of sludge
retention reactors can have special functions. For example, in the anaerobic baffled reactor, the flow
patterns of waste influents can be regulated by arranging the baffles, serving to separate acidogenesis
and methanogenesis along the vertical axis of the reactor and allowing different bacterial communities
to develop under independently suited conditions [10]. The function of the anaerobic membrane reactor
is based on the supporting membrane material used for microbial biofilm formation, which serves to
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separate influents from microbial biomass. By generating this microbial biofilm, biomass washout can
be avoided, and the microbes have a longer retention time than the hydraulic retention time. As a result,
the mechanical mixing and sludge settling that occur in sludge retention reactors can be avoided in
anaerobic membrane reactors [11].

1.3.1 Bioreactor design

Bioreactor design is critical for various applications of biochemical engineering, including bioenergy.
The design of a bioreactor includes determination of operating conditions, reactor size, mixing and mass
transfer capabilities, temperature and sterility conditions, the means of feed introduction and product
removal, and control of operating variables such as pH, oxygen concentration, and illumination [12].
Usually, watertight structure, high heat and mass transfer efficiency, good mixing performance, low
energy investment, and high product output are essential considerations in the design of bioreactors.
Presently, bioreactor design is based on empirical measures. The structural configuration of a bioreactor
closely aligns with its functional advantages. For example, the leakage resistance of a bioreactor is
critical when applied to biogas production.

Reactor size and shape usually influence biofuel output capacity. Increasing the size of the container
can improve biofuel production to some extent, but can also cause biomass concentration gradients in
the reactors, which hinders biofuel production. Bioreactors operated at low temperature are less prone
to thermal instability and degradation. However, some thermophilic bacteria prefer high ambient
temperatures of up to 65°C; bioreactors must maintain the standard for thermotolerance. Generated
byproducts can dissolve and accumulate in the bioreactor over time, inhibiting microbial growth and
metabolism. Thus, in order to maximize the efficiency of microbial biofuel conversion, bioreactor
design must incorporate some mechanism to remove such byproducts quickly.

1.4 Stability analysis and parametric sensitivity

For biomass energy conversion a wide range of reactors are used depending on the requirement of
different applications. Microorganisms play a vital role in case of bioreactors for biomass energy
conversion. Therefore, a bioreactor needs to provide a precise environment condition to facilitate the
growth of microorganism and produce metabolites. On the other hand, to perform a successful operation,
different limitations occur due to complex interactions between microbe and the environment of the
reactor system. Depending on the mode of operation, bioreactors are classified as batch, fed-batch and
continuous type bioreactors. In the case of batch and fed-batch bioreactors, a proper operative
environment is achieved by attaining a suitable reactor startup. Continuous type bioreactor, which are
the most extensively used reactors designed for continuous production of products in large quantities,
often encounters stability phenomena such as steady states multiplicity, oscillations of process variables,
bifurcations and chaos. These phenomena unfavourably affect the productivity of industrial
bioprocesses, and consequently, their profitability in most of the cases. Therefore, stability and
consistency are the most crucial factor for a bioprocess in bioreactors. As the microorganisms are the
participant for biochemical reaction in the bioreactor, sufficient knowledge of microbial growth
dynamics and stability in needed in order to adapt the industrial requirements. These can be helpful to
understand, optimize and control a bioprocess in a continuous type bioreactors.

On the other hand, bioprocesses for energy conversion in bioreactors are complex and are sensitive to
disturbance in process parameters. The biochemical reactions inside of the reactors often show drastic
changes in the output variables with small changes in one or more of the reactor input parameters. This

5



kind of occurrence in the reaction system is called parametric sensitivity behaviour of the reactor.
Continuous type of bioreactors follows the nonlinear dynamic response due to the mechanism of
microbial growth and generation of secondary metabolic products. The impact of operating conditions
on microbial growth and generation of secondary metabolic products directly affect continuous type
bioreactors. In bioreactors, the growth of microorganisms is subjected to changes in the environment
such as temperature, pH, the concentration of metabolic products, partial pressure and dissolved oxygen.
In order to understand the influence of these environmental parameters, parametric sensitivity analysis
comes into the picture. The parametric sensitivity analysis is a mathematical tool to analyze any system
behaviour concerning changes in system parameters. Therefore, to design, optimize bioreactor for
bioenergy conversion, a competent knowledge on processes design through stability and parametric
sensitivity analysis is essential.

1.5 Research Gaps

The above discussions infer that for an efficient bioenergy conversion process, especially in continuous
reactors type, there is a need for having an optimal design of a reactor maintaining an optimized
environment within the reactor. Although studies on stability and parametric sensitivity of continuous
type chemical reactors are well advanced in this field, there is limited information available in case of
continuous type bioreactors. As it is mentioned in the previous section above, the stability of continuous
bioreactors is susceptible to many system parameters such as pH, temperature, hydraulic retention time,
the concentration of metabolites, oxygen loading rate and partial pressure of the reactor. For a better
bioreactor design, the simultaneous influences of all these parameters on the reaction system and how
these parameters affect the microbial growth in the bioreactors, need to be taken into account, which
warrants a thorough investigation of these influencing factors.

In many cases, the mechanisms behind the growth of microorganisms and generation of metabolic
products, and their correlation with conditions of operating variables are not well understood. Also, the
development of kinetic models, which mathematically explain the influence of system parameters on
microbial reactions and provide essential information for designing continued type bioreactors, are
desirable. For instance, every bioreactor for biofuel production, which involve microbial reactions is
affected by system pH. However, according to the author’s knowledge, no such article dealing
simultaneously with both parametric sensitivity of pH and multiplicity of steady states in continuous
type bioreactors is currently available. Since a priori determination of both phenomena, i.e. parametric
sensitivity and multiplicity may save the continuous type bioreactors from ‘out of control situations’,
such studies are also required for bioreactors. The experimental verifications of parametric sensitivity
and stability analysis also lack for continuous type bioreactors.

Secondly, in the case of biohydrogen production in bioreactors, one of the vital parameter other than
pH and soluble metabolites, is partial pressure exerted by gaseous hydrogen. In this case, produced
hydrogen itself restrict the microbial growth as well as the hydrogen production rate. Therefore, in order
to adopt control strategies for biohydrogen production processes, development of the kinetic model is
essential to examine the adverse influence produced hydrogen on microbial growth, which is not well
described in the previous studies.



1.6 Aim

Motivated by the research gaps discussed above, the present thesis aims to develop a mathematical
model of a continuous stirred tank bioreactor (CSTBR) for the analysis of stability and parametric
sensitivity for bioenergy production.

1.7 Thesis organization

The thesis is divided into five chapters which are included as follows:

Chapter 1 describes the general background, statement of the problem, research gaps, significance of
the study, aims of the research, and organization of the thesis.

Chapter 2 deals with the state of the art review of literature related to the present research areas. In the
background of existing knowledge, the objectives to achieve the aim of the research are also presented

Chapter 3 provides the research methodology adopted for the study to be carried out. This chapter
presents the theoretical analysis, which includes the development of mathematical models and
simulation processes. Information about the different experimental procedures, which are performed to
fulfil the objectives of the present study, also provided in this chapter

Chapter 4 presented the results from the theoretical research as well as the experimental observations.
This chapter presents the analysis of the obtained results through discussions as well.

Chapter 5 summarises the present investigation through concluding remarks followed by
recommendations for future works.



2 Literature Review

This chapter reviews the previous research work relevant to the topic of the thesis. Primarily, economic
viability bioenergy conversion and biological waste treatment processes are dependent upon the overall
process efficiency.

Several technical aspects influence the efficiency of the bioprocesses. They can be divided into the
technology of the feedstocks, the fermentation, the separation processes, and technology of the use and
treatment of waste. Complete knowledge of static and dynamic behaviour of bioreactor is required to be
understood, in order to operate, control and optimize the bioprocess.

Mathematical models are essential for correctly reproducing the dynamic behaviour of the process and
analyzing the stability of the bioreactor system, and good knowledge of the system is vital to develop a
suitable design of the operations. Several research studies already described the various features of
bioreactor stability analysis of bioreactor used for bioprocesses. The review of available research studies
is presented in the following sections.

2.1 Stability analysis of bioreactors

The stability analysis of the conditions in the bioreactors provides insight into the control environment
and processes for the production of metabolites and growth of microorganisms in a bioreactor. Stability
analysis of bioreactors also offers information on the limitations for carrying out a successful process
due to complex biological reaction mechanisms in the bioreactors. There are various mathematical
models such as, based on physical laws, statistical, empirical data that can describe the dynamic
behaviour of biochemical networks. In general, a bioreactor can be modelled by a differential equations
system. If uniformity (perfect mixture) inside the bioreactor is assumed, solely variations concerning
the time occur, and the system can be defined by a set of first-order ordinary differential equations.
These equations result from material balances formulation for components considered in the system

For the stability analysis of bioreactors [13] formulated mathematical models for microbial growth in
batch and continuous bioreactors. The models were referred to as distributed models since the microbial
population in the reactor is observed upon as mass distributed uniformly throughout the culture. Growth
was observed as the increase in this mass by the conversion of medium components into biological mass
and metabolic products. Two sets of models were presented. The first arises from introducing additional
considerations into the model proposed by Monod to account for the stationary phase and the phase of
decline in batch culture. These were referred to as unstructured, distributed models since they do not
recognize any form of structure in the protoplasmic mass. The models in the second set were referred to
as structured, distributed models. The arrangement was introduced by considering the protoplasmic
mass to be composed of two groups of substances which relate to each other and with elements in the
environment to harvest growth. The structured models subject to the dependence of growth on cell
growth; thus, they predict all growth phases detected in batch cultures, whereas the unstructured models
do mot predict a lag phase. The full implications of the models are discussed for continuous propagation,
as determined by the method of stability analysis and transient calculations. Using the observation form
Ramkrishna et al. [13] the transient behaviour of a single-vessel continuous fermentation was studied
theoretically by Yano et al. [14]. In this study, the microbial growth in the bioreactor inhibited by its
products. By the stability analysis, the occurrence of diverging as well as damped oscillations was found
when the product formation was negatively growth-associated; otherwise, no oscillation was observed,



the product formation was either completely growth-associated, completely non-growth associated, or
partially growth associated. The dynamic behaviour of isothermal biological continuous type bioreactors
modelled by idealized cell and substrate balance equations has been investigated by Agrawal et al. [15]
adopting the model developed by Ramkrishna et al. [13]. The stability of the bioreactor model was
analyzed theoretically in terms of multiplicity and stability of steady states and existence and stability
character of limit cycles. Various types of dynamic behaviour have been classified in terms of a
Damkdhler number and two other system parameters. The predicted examples of behaviour have been
illustrated by numerical computation of cell and substrate concentration trajectories.

Fermentation processes in Continuous type bioreactors often face the occurrence of oscillation or
cycling of the substrate, biomass, and product concentrations under certain fermentation conditions [16—
19]. The mechanism causing oscillation in continuous ethanol fermentation by Zymomonas mobilis
under certain operating conditions was examined by Daugulis et al. [20]. In this study, forced oscillation
fermentation experiments were performed, in which exogenous ethanol was added at a controlled rate
to generate oscillatory behaviour, in order to obtain estimates for the model parameters and to validate
the proposed model. From this study, the lag in the cells’ response to a changing environment was shown
to be the significant factor contributing to the oscillatory behaviour in continuous fermentation under
certain operating conditions. Skupin et al. [21] studied the stability analysis of Continuous fermentation
processes where the continuous fermentation processes involving yeast Saccharomyces cerevisiae or
bacterium Zymomonas mobilis often exhibit oscillatory behaviour. In this research study, two substrates
were fed to a continuous type bioreactor, and an unstructured mathematical model described the kinetics
of fermentation process with product inhibition on cell growth was considered. From the bifurcation
analysis for stability, it was found that an appropriate ration of both substrates to the mixture allows for
the induction and elimination of oscillatory behaviours.

Several researchers studied the stability analysis of bioreactors for biofuel production, such as
bioethanol and biohydrogen [22-26]. A mathematical model for continuous ethanol fermentation to
study the mechanisms of the self-sustained oscillations of ethanol concentration was analyzed by Skupin
et al. [26]. The model was considered on the assumption that microorganism cells response to the
inhibitory effect of product (ethanol) concentration with a delay. From the stability analysis, it was
observed that the delay time is one of the crucial factors for the occurrence of oscillations. For critical
delay time, the fermentation process undergoes a Hopf bifurcation. The analysis showed the operating
variables and kinetic parameters have a significant effect on the dynamical behaviour of the fermentation
system. The oscillatory behaviour can be avoid by proper manipulation of the operating variables. On
another study, the dynamic responses of bioethanol fermentors to sinusoidal periodic perturbations of
the feed concentration have been investigated by Abashar et al. [25]. It was shown that the steady-state
autonomous model of the unforced fermentor could be reduced analytically to a cubic polynomial. This
analytical form enables to implement the global bifurcation analysis to divide the parameter space into
regions with a different number of steady-state solutions; moreover, the discriminant of the cubic
polynomial is used for the study of the nature of the steady-state solutions. It was shown that within the
parameters range studied, the best policy for the production of bioethanol is to operate the forced
fermentors in the frequency locking regions at small forcing amplitudes.

The stability analysis becomes sometimes challenging when the microbial growth kinetics undergoes
metabolic overflow and certain inhibition phenomena due to substrate, product, and some toxic
chemicals. One of the often observed mechanisms of microorganisms is the so-called metabolic



overflow [27-31]. This term is used to describe the phenomena of excessive uptake of the substrate and
corresponding overflow of intermediate metabolite(s) under conditions of high extracellular substrate
concentration. In general, the substrate consumption rate and product formation rate of many
microorganisms are dependent on the nature of growth limitation and growth rate and the extracellular
substrate concentration in a relatively wide range [31]. In a continuous culture of Klebsiella pneumoniae
anaerobically grown on glycerol, it has been experimentally shown that the extracellular substrate
concentration also strongly affects cells' dynamic behaviour, leading to sustained oscillation and
multiplicity under certain conditions [32]. On the other hand, using extended forms of the Monod model
which separately took substrate and product inhibition into account, Yano et al. [14] showed that
although substrate inhibition does not give rise to sustained oscillation, the product inhibition can lead
to both damped and sustained oscillations depending on the nature of products.

Lorencez et al. [33] considered the interactions of the substrate and product inhibition and their effects
on the stability of the growth of Methylomonas clara. No oscillation was reported for this culture. The
result of product inhibition on the occurrence of multiple steady states was considered by Axelsson et
al. [34] for Saccharomyces cerevisiae. The combined influences of enhanced rates of substrate
consumption and product formation, together with inhibition by substrate and product on the dynamic
behaviour of culture, are not clear. In general, little is known about the multiplicity of bioreactions [35].

One of the most popular applications of bioreactors is in the field of wastewater treatment. The stability
of activated sludge reactors with substrate inhibition kinetics and solid recycle studied by Bertucci et al.
[36]. In this study, an analytical relationships were developed for the continuous stirred tank reactor;
numerical simulation was performed for other bioreactors. The occurrence of multiple solutions and
hysteresis behaviour is examined as a function of spacetime, recycle ratio, recycle solids concentration,
and sludge age. The sensitivity of the outlet substrate conversion as a function of the degree of substrate
inhibition and hydraulic mixing is calculated. Criteria were suggested to operate such bioreactors and
to prevent washout occurrence. In another study, a continuous bioreactor with cell recycle involving the
biodegradation of mixed wastes is analyzed by Ajbar et al. [37]. The biodegradation of the different
substrates follows Andrew’s inhibitory kinetic models. The stability analysis revealed that the model
exhibits a number of singularities, including hysteresis and pitchfork, that occur at clean feed conditions.
The effect of the growth Kinetic and operating parameters on its stability behaviour was also examined.
A similar type of study on stability analysis of the biodegradation of mixed wastes in a continuous
bioreactor with cell recycle was observed by Ajbar et al. [38]. The continuous bioreactors system
involves a pure culture of Pseudomonas putida and media containing phenol and glucose as carbon and
energy sources. The stability analysis carried out using the bifurcation theory's elementary principles
shows rich dynamics characteristics of the reactor model, including steady-state multiplicity and
hysteresis. The effect of the bioreactor operating parameters on the stability behaviour of the model was
observed. A practical criterion was derived for the safe operation of the unit and to prevent the
occurrence of washout conditions. Most of the time, the kinetic model for microbial growth with or
without inhibition are gererally adopted from Monod model by incorporating inhibition term. But Ajbar
et al. [39] investigated the static and dynamic behaviour of a continuous flow bioreactor for the aerobic
biodegradation of municipal and industrial waste where, the kinetic model for the bioreactor was
described by the biomass-dependent Contois model. This kinetic model is known to explain the aerobic
biodegradation of solid municipal organic waste well. In this investigation the analysis of the unsteady-
state model was conducted for both analytically and through numerical simulations. The results show
the ability of the model to predict a wide range of behavior, including oscillations for some range of
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kinetic and operating parameters. The analysis also showed that the inconsistency of the yield coefficient
is essential for the presence of Hopf points in the model. The influences of the operating variable on the
performance of the bioreactor were also examined.

2.2 Influence of pH

The microbial reactions in the bioreactors are controlled by a wide range of environmental variables,
including pH, temperature, salinity, nutrient availability [40,41]. Among these environmental factors,
pH appears as a primary control [42—44]. pH correlates strongly with microbial communities across a
wide range of biochemical conditions.

2.2.1 Bioethanol production process

Ethanol is considered to be one of the biofuels that can be used as a fuel supplement for the internal
combustion engine. Ther are research articles that reflect ethanol can produce biological processes using
a different kind of organic waste material as feedstocks. For the production of ethanol from sugar cane
molasses using Zymomonas mobilis and Saccharomyces cerevisiae strain Vuuren et al. [45] found, pH
plays an important role. This study concludes pH had a noticeable effect on ethanol production if the
reaction system maintains the optimum range of pH for those particular strains. In the case of continuous
fermentation for ethanol, pH also shows an important role. The effects of temperature and inlet pH of
the medium on the ethanol productivity and activity of the immobilized Z. mobilis cells during
continuous fermentation of glucose was studied at various temperatures and pH by Bajpai et al. [46].
On changing the temperature from one steady-state level to a new one, 6-8h was required in order to
experience the effect of a change in temperature entirely, whereas 8-20 h was needed to alter the pH. In
order to obtain maximum ethanol productivity and ethanol yield, the optimum temperature of 37°C was
required whereas, pH range was broad as 4.4-6.0. The fastest growth of yeast Zymomonas mobilis for
bioethanol production was 5.5-6.5, with an apparent optimum at 6.5 was observed by Lawford et al.
[47]. From this study, it was observed that the specific rates of glucose utilization and ethanol production
were relatively unaffected by pH over the range 7.0-5.5 but increased sharply as the pH was further
decreased below 5.5 to 4.0. Under these conditions, the ethanol yield was unaffected by pH over the
range 4.0-6.5 but decreased markedly at a pH of 7. The formation of ethanol by the polymorphic fungus
Aureobasidium pullulans was examined by Madi et al. [48] under a range of culture pH values and
aeration conditions. Although culture pH had a profound effect on fungal morphology, with a
significantly increased proportion of the biomass in the unicellular form at pH 6.5, there appeared to be
no direct link between morphological structure and ethanol formation. The levels of ethanol noted may
have influenced the morphology. The effects of lactic and acetic acids on ethanol production by
Saccharomyces cerevisiae in corn mash, as controlled by pH were examined by Graves et al. [49]. In
this study pH of corn mash was adjusted by acetic acid and lactic acid, and the growth inhibition of
Saccharomyces cerevisiae with the variation of pH range was examined. Results from this study suggest
that the inhibitory effects of lactic acid and acetic acid on ethanol production in corn mash fermentation
when setting at a pH of 5.0-5.5 are not as great as that reported thus far using laboratory media. Sweet
sorghum has the potential to be used as a renewable energy crop and is a viable candidate for ethanol
production. In this respect, the influence of temperature, pH, and yeast on in-field production of ethanol
from unsterilized sweet sorghum juice was studied by Kundiyana et al. [50]. The main objective of this
study was to evaluate the effects of pH and nutrients on fermentation process efficiency. Saccharomyces
cerevisiae, an ethanol-producing yeast, was used in this study. Results indicated that both strains of
Saccharomyces cerevisiae tested were able to perform fermentation within a wide ambient temperature
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range, and maximum ethanol produced was 7.9% wv* in 12h under ambient temperature conditions.
Other process variables, such as lowering pH, did not significantly improve the sugar to the ethanol
conversion efficiency of yeasts. Results indicate that in-field fermentation of sweet sorghum juice to
ethanol is possible with minimal or no process controls and is a feasible process for ethanol production.
The influence of pH was observed for the production of ethanol and glycerol by Saccharomyces
cerevisiae in cassava mash by Zhang et al. [51]. The pH was varied from 4.0 to 6.0. Inhibition of
microbial growth was observed as the pH of the reaction medium declined. Complete inhibition of
ethanol fermentation was observed in mashes at pH 4.0. Glycerol production linearly decreased with an
increased undissociated propionic acid concentration in all mashes at all pH levels, which partly
contributed to increased final ethanol production when the propionic acid concentration in mashes was
low. Waste gases containing carbon monoxide (CO) can be utilized for generating valuable fuels like
ethanol by biological conversion using acetogens.[52,53]. Several bioreactors can be used for gas
treatment or bioconversion [54,55]. The bioconversion of carbon monoxide to ethanol and acetic acid
by Clostridium autoethanogenum was investigated by Abubackar et al. [56] by varying pH in the range
of 4.75-5.75. A maximum ethanol concentration of 0.65 gL was obtained under the following
conditions: pH = 4.75. Such maximum ethanol concentration is considerably higher than that achieved
(0.06 and 0.25 gLt) with C. autoethanogenum in previous studies [57,58].

2.2.2 Biohydrogen production process

The operational pH is one of the most critical parameters that determine the ideal metabolic pathways
for hydrogen production as well as the inhibition of the hydrogen consuming processes, which may
coincide [59-61]. An acidic operational pH (below 6) mainly inhibits the methanogenic activity under
both mesophilic and thermophilic conditions. Still, the inhibition of hydrogen consuming homo-
acetogenic activity can only be achieved under thermophilic conditions at the initial pH of 5.5 [62].
Thus, the control of the process pH plays a vital role in achieving high biohydrogen conversion rates by
minimizing the activity of hydrogen consumers. The pH is one of the critical parameters that can
influence the metabolic pathways as it may directly affect the hydrogenase activity, an iron-containing
enzyme which plays a significant role in DF [63,64]. An acidic pH affects the activity of the hydrogenase
enzyme, although it is one of the essential parameters for the inhibition of methanogenic activities in a
mixed culture system [59,65]. The optimum pH range for biohydrogen production varies from pH 4.5
[59] to 9 [66] in DF of sucrose. The conceivable justifications for the disagreements in optimum pH in
the different studies can be differences in inoculum sources, inoculum enrichment methods, substrate
types and applied oxygen loading rate [6]. The operational pH influences the metabolic by-products and
biohydrogen yields.

In most of the studies, for favourable hydrogen production, acetate and butyrate are the major end
products. However, Khanal et al. [59] concluded the independence of the acetate and butyrate levels
from different initial pH ranges studied (4.5-7.5). Similarly, Luo et al. [67] reported butyrate as a
significant VFA in the DF of cassava stillage in both BHP tests carried at the initial pH 5 and 7. Luo et
al. [62] found acetate as a primary metabolic product when the operational pH was 7. In contrast,
butyrate dominated at an initial pH 5.5 in the BHP tests carried under mesophilic (37°C) conditions
using an acid pre-treated inoculum. Luo et al. [62] further reported the inhibition of homo-acetogenesis
could be achieved at pH 5.5 and thermophilic temperatures (55°C). The dark fermentation of cheese
whey from mozzarella production at different pH ranges (5.5-7.7) and a temperature of 39°C, De
Gioannis et al.[68] reported, pH 6 as the optimal pH and acetate levels were higher in all the tests except
at pH 6.5 where butyrate and propionate levels exceeded those of acetate. A lower pH (64.5) favours
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the solvent production [69]. In the DF of glucose by C. pasteurianum, a pH below 5 favours the butanol
and acetone production [63]. The selection of the operational pH is also substrate type and OLR
dependent, which determines the VFA concentrations and thus the pH of the solution. The optimum pH
for organic food waste varies from 4.5 to 7, for the lignocellulosic waste, it varies from 6.5 to 7, whereas
a neutral pH is optimal for animal manure [70]. However, Tang et al. [71] reported an optimum pH of
5.5 at 45°C for the DF of cattle wastewater. Thus, it is crucial to determine the optimum pH conditions
for the DF of a selected substrate type at a particular loading rate and operational temperature.

2.3 Effects of partial pressure

High concentrations H; in the liquid phase, which is corresponding to the high partial pressure of H,
according to Henry's law, results in process inhibition and decreases bio-hydrogen production Bio-
hydrogen is produced from the dark fermentation process mainly through the reduction of protons by
Fdrea or NADH. At high H, concentrations in the liquid phase, the reduction of protons to H, is
thermodynamically unfavourable [72]. Instead, the reduction of Fux is favoured, resulting in the
oxidation of H, to proton and a decrease in H, production. On the other hand, Dong et al. [73] reported
that high H. partial pressure might inhibit the conversion of long-chain fatty acids into acetate and H.
while van Niel et al. [74] revealed that high H; partial pressure could result in a metabolic shift to favour
lactate, ethanol, acetone and butanol formation at the expense of Ha.

Several strategies have been employed to decrease the H; partial pressure during dark fermentation
processes and increase biohydrogen production. These include continuous gas release [75-77], larger
headspace volume [78], vacuum stripping [79], or sparging with an inert gas like N, or CO; [80,81].
Logan et al. [75] compared an alternate release method with a continuous release method and reported
higher H production with the continuous gas release technique. Similarly, Chang et al. [76] reported
higher H, production with a continuous gas release method as compared to the intermittent release
method. The same authors also reported that the continuous release method could be further enhanced,
bypassing the gas released through an alkaline solution of NaOH [76]. Kim et al. [82] compared N and
CO; sparging on biohydrogen production and reported increased gas production for the N2 and CO;
sparging systems relative to the control. The authors also observed that CO; sparging resulted in higher
H> production than N sparging [82]. Likewise, Nguyen et al. [80] reported an increase in H. yield of
78% (with glucose as substrate) and 56% (with xylose as substrate) for N sparged system as compared
to the control setup. In the same study, Nguyen et al. [80] also studied the potential of using large volume
headspace to decrease H. partial pressure and reported a headspace: liquid volume ratio of 2:1 in the
reactor as the optimum value for maximum biohydrogen production. Similarly, Oh et al. [83] compared
the use of a high volume headspace of 81%by intermittent gas release method with that of a continuous
release method and reported an H, yield 14% higher for the intermittent release as opposed to the
continuous release method. Besides, Beckers et al. [84] studied the influence of H. partial pressure on
biohydrogen production using Clostridium sp. and reported an increase in H, production of 9.2% and
22.5% when the pressure was decreased from 1.18 bar to 1 bar and 0.89 bar respectively.

2.4 Kinetic models

There are mathematical expressions to define the bio-reaction kinetics. The microbial growth, perhaps,
is the process that has generated more difficulty for its modelling due to the multiple interactions
between cells and the environment, and to the significant amount of biochemical reactions affecting the
microbial activity.
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Kinetic models provide useful information to adopt control strategies for any bioprocess processes.
Kinetic models are also helpful in describing the influence of substrate overdose, temperature, pH,
dilution rate (in case of the continuous operation), and soluble metabolites, which are produced during
fermentation [85].

2.4.1 Kinetic models describing the progress of the fermentation process

Monod model is the most popular and simplest model for describing the microbial reaction of microbial
growth within a single substrate. The reaction kinetics are expressed as:

Cell(X
Substrate(S) lz more Cells(X) + Product (H,) (2.1)
_ d_X _ MmaxS
Te = %~ Kets X (2.2)

According to Monod:

W= % i_f — L}l{n;_T: (2.3)
where,

e microbial growth rate, (gL *h™?);

X cell biomass concentration (gL ™);

t incubation time, (h);

Hmax  Maximum specific growth rate of cells, (h™);
S substrate concentration, (gL™%);
Ks Monod constant or substrate saturation constant, (gL ?);

Some kinetic models have been proposed to describe such changes in substrate concentrations, microbial
growth rate, hydrogen, and some soluble metabolites. Among them, the modified Gompertz model (Eq.
(2.4)) developed by Zwieteringet al. [86] was widely used to describe the progress of substrate
degradation, HPB growth, hydrogen production and some soluble metabolite production in a batch
fermentative process [87-93].

Rmax
H = Hyaxexp {—exp [Kaxe A-v)+ 1]} (2.4)
Where,
H cumulative value for substate degradation, (h™);

Hmax  maximum cumulative value for substate degradation, (h™);

Rmax  Mmaximum rate, (h™2);
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A lag time, (h);
t time, (h);

When Equation (2.4) was used to describe the progress of substrate degradation in batch tests, H and
Hmax denote the cumulative degraded substrate value and the maximum degraded substrate value,
respectively. As shown in Figure 2-1, in a batch test, H increases very slowly with increasing cultivation
time from 0 to A, and then increases rapidly almost at the rate of Rmax and finally reaches an asymptotic
value Hmax with further growing the cultivation time.

Cumulative value H

Time t
Figure 2-1 A curve for modified Gompertz model

Besides, a Logisticmodel (Eq.(2.5)) was also used by Mu et al. [94] to describe the progress of microbial
growth in the batch tests.

Xoexp(kct)

X= 2.5
1-(g2) (1-exp(ket) 25)

Where,

Xo initial biomass concentration, (gL™);

Xmax  mMaximum biomass concentration, (gL™);
ke apparent specific growth rate, (h™?);

2.4.2 Kinetic models describing substrate inhibitions

A substrate is usually carbohydrates that can provide carbon and energy sources for microorganisms.
Thus it is of great importance to microbial growth and thus for the fermentation process. Some kinetic
models have been proposed to describe the effects of substrate concentrations on the rates of substrate
degradation, microbial growth, and product formation. Among them, the classical Monod model (or
Michaelis—Menten model) (Eq. (2.3)) was widely used. When a substrate inhibits a microbial growth at
much higher concentrations, the classical Monod model becomes unsatisfactory. In this case, modified
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Monod models with the item of substrate inhibition can be used to describe the effects of substrate
concentrations on microbial growth and product formation. Among these models, the Andrew model
(Eq. (2.6)) was the most widely used [95-98].

— |>1maxs52 (26)
KS+SiK_I
where,
Ki inhibition constant, (gL ™?);

Moreover, Wang and Wan [99] used the Han—Levenspiel model (Eqg. (2.7)), an extended Monod model,
to describe the effects of glucose concentrations on hydrogen production rate in batch tests. Besides,
Wang and Wan [99] also compared the ability of the Andrew model and the Han—Levenspiel model to
describe the effects of glucose concentrations on hydrogen production rate in batch tests and concluded
that the Han—Levenspiel model was the most suitable one [95].

s m
RmanS(155)
Scrit

R= S+KS(1_SCsrit) 27)
Where,

C inhibitor concentration, (gL™2);

Ceit  critical inhibitor concentration, (gL™);

Seit  critical substrate concentration, (gL™?);

m, n  degree of inhibition;

2.4.3 Kinetic models describing product inhibitions

It has been found that some volatile fatty acids or salts may change the intracellular pH of bacterial
strains, increase the maintenance energy requirement of bacteria or inhibit some specific enzymes
related to product formation and thus, they can inhibit bacterial growth and then inhibit the product
formation. So far, some kinetic models have been proposed to describe the inhibitory effects of some
volatile fatty acids, salts or hydrogen on the fermentative hydrogen production. Among them, the
modified Han—Levenspiel model (Eq. (2.8)) was widely used.

R = Rpnax (1 — Cccm)n (2.8)

R = —max (2.9)
1+(x)

R= % (2.10)

R= Rmax& (1 - Scsrit)m (1 B Cccrit)n (2.11)
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Where,
Kc constant, (gL ™);

The value of R decreases from Rmax to zero with increasing inhibitor concentrations from 0 to Ccit Which
is shown in Figure 2-2.

Rate R

Inhibitor concentration C

Figure 2-2 A curve for modified Han-Levenspiel model

Besides, Wang et al. used Eq. (2.9) to describe the inhibitory effects of sodium acetate concentrations
on the specific rates of sucrose degradation and hydrogen production in batch tests [100]. Moreover,
Liu et al. used Eq. (2.10) to describe the inhibitory effects of butyrate concentrations on specific growth
rates of wild Clostridium tyrobutyricum ack and deleted mutant of C. tyrobutyricum in fed-batch tests
[101]. Furthermore, van Niel et al. used Eq. (2.11) to describe the combined inhibitory effects of sucrose
and sodium acetate concentrations on the specific growth rate of Caldicellulosiruptor saccharolyticus
in batch tests [74]. Also, van Niel et al. also developed a model incorporating cell lysis to describe the
inhibitory effects of sodium acetate concentrations on the specific growth rate of C. saccharolyticus in
batch tests [74].

2.4.4 Kinetic models describing the effects of pH

pH is another critical factor influencing fermentative hydrogen production because it can affect the
activity of microorganisms considerably by changing the ionization states of the active components of
the cells and substrates [102].

In general terms, the addition of the pH effect in the growth rate equation can take several forms, as
reviewed by Andreyeva and Biryukov[103]. Here a polynomial equation (Eqg.(2.12) is used to describe
the influence of pH on the growth rate of pure cultures

u=a(pH)? + b(pH) + ¢ (2.12)

where,
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u specific growth rate, (h™);
a, b, ¢ constant of the polynomial equation 2.12

Lallai et al. [104] studied the effect of pH on specific growth rate y, yield factor Y and specific substrate
consumption rate U for two mixed microbial populations in a batch reactor with a limiting substrate
(phenol). In other studies, Andrew model (Eqg. (2.13)) was adopted to describe the effects of H*
concentration on the specific hydrogen production rate [11,55]. In addition, using it to describe the
effects of H* concentration on the rates of substrate degradation, microbial growth and some soluble

metabolite production is recommended.

Rumax[H"] (2.13)

2
Ka+[H*] +%

R=

[H]  molar hydrogen ion concentration

Ka Kp constants of equation 2.13

As shown in Figure 2-2, R-value increases first and then decreases with increasing H* concentration.

Rate R

H* concentration

B — R ——_ad

Figure 2-3 A curve for the Andrew model

In practice, it is convenient to use pH rather than H* concentration in the model. In addition, the
Ratkowsky model (Eq. (2.14)) may also be a good candidate to describe the effects of pH on R.

R= [A(pH - pHmin)]Z{l - eXp[B(pH - pHmin)]Z} (214)

A, B constant of equation 2.14

2.4.5 Kinetic models describing the effect of dilution rates

Dilution rate is a significant factor influencing fermentation processes in a continuous type bioreactors
because it can affect the capability of microorganisms to degrade substrate and thus can influence the
fermentation processes. Some models have been proposed to describe the effects of dilution rates on
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hydrogen production rate, hydrogen production, and concentrations of substrate, biomass, and some
soluble metabolites in a continuous fermentative hydrogen production process [105,106]. Chen et al.
[105] used the single-substrate models without biomass decay (based on Egs. (2.15), (2.17) and (2.18))
to describe the effects of dilution rates on hydrogen production and concentrations of sucrose, biomass,
acetate, propionate, butyrate and ethanol in a continuous stirred tank reactor for hydrogen production.

_ DKs
S= RoeD (2.15)
Considering death rate,

_ (D+kd)KS
Sl S (2.16)
P=Yp /XX (2.18)
Where,

D dilution rate, (h™%);

P product concentration, (gL ?);
Yex  product yield coefficient, (gg?)
Yxis  biomass yield coefficient, (gg™)
Kq biomass decay constant, (h™?);

Moreover, Chang and Lin [107] used Eq. (19) to describe the effects of dilution rates on the specific
sucrose degradation rate in an up-flow anaerobic sludge blanket reactor for hydrogen production.
_ D+kyg

R= Yx, (2.19)
S

2.4.6 Kinetic models describing the relationship among the substrate
degradation, microbial growth and product formation rate

Luedeking-Piret model (Eg. (20)) and its modified form (Eq. (21)) were widely used to describe the
relationship between microbial growth rate and product formation rate [108].

dp dx
& =Yp, 1 px (2.20)
Where,

B non-growth-associated product yield coefficient

dp dx
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dp ds
at — Plsat (2.22)
to describe the relationship between the rate of substrate degradation and the rates of hydrogen
production, acetate production and butyrate production Mu et al. [94] used Eq. (22), while van Niel et
al. [109] used Eqg. (33) to describe the relationship between substrate degradation rate and the growth
rates of C. saccharolyticus and Thermotoga elfii.

2.5 Gaps in existing knowledge & objectives

From the above literature review, it is apparent that there is a need for having an improved design of a
reactor and maintaining an optimized environment within the reactor for the efficient bioenergy
conversion process. This requirement becomes more critical in case of continuous type reactors. The
stability and parametric sensitivity analysis studies are well advanced in the field of chemical processes;
however, in the case of bioprocesses, such analyses of bioreactors are not explicitly available in the
literature.

From the research studies, it is well understood that the performance of bioreactors depends upon several
system variables such as pH, temperature, hydraulic retention time, the concentration of metabolites,
oxygen loading rate and partial pressure of the reactor. The stability and parametric sensitivity analysis
of these variables can help to inspect the performance of bioreactors. The influences of operating
parameters on the behaviour of bioreactor can also lead to better control of bioprocesses within the
reactor. The parametric sensitivity of batch type bioreactor is adequately investigated, and the studies
are reported in the literature. However, the continuous type bioreactors, which are mostly used in
industry, the comprehensive studies are not available.

A good design of a bioreactor requires the knowledge of the impact of operating parameters on the
reaction system. A thorough investigation of the influencing factors and how their operating parametric
range affects the microbial growth in the reactors need to be taken into account. In many cases, the
mechanisms behind the growth of microorganisms and the generation of metabolic products, and their
correlations with operating variables conditions are not well understood. The development of kinetic
models that mathematically explain the influence of system parameters on microbial reactions is
desirable for providing essential information for designing these bioreactors. The experimental
verifications of parametric sensitivity and stability analysis also lack for continuous type bioreactors.

For instance, every bioreactor for biofuel production, which involve microbial reactions is affected by
system pH. pH is an important factor for most microorganisms as it affects cell metabolism and its
structured integrity by a small pH variation. At the same time, the temperature is generally an essential
factor for temperature-sensitive bacteria. Naturally, a large group of bacteria can grow at optimum room
temperature, but there is no optimum pH value where a large number of bacteria can grow. Each type
of bacteria responds uniquely at different pH value. According to the author’s knowledge, no such
information dealing simultaneously with both parametric sensitivity of pH and multiplicity of steady
states in continuous type bioreactors is currently available. Since a priori determination of both
phenomena, i.e. parametric sensitivity and multiplicity may save the continuous type bioreactors from
‘out of control situations’. Therefore such studies are required for bioreactors.

Furthermore, in the case of biohydrogen production in bioreactors, one of the vital parameter other than
pH and soluble metabolites, is partial pressure exerted by gaseous hydrogen. In this case, produced
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hydrogen itself restrict the microbial growth as well as the hydrogen production rate. Therefore, in order
to adopt control strategies for biohydrogen production processes, development of the kinetic model is
essential to examine the adverse influence produced hydrogen on microbial growth, which is not well
described in the previous studies. In the case of the biohydrogen production process in a continuous type
bioreactor system, one of the critical issues generally appears that the reacting system distributed in two
phases, because of gaseous production. The design of the reaction system becomes complicated as the
mass transfer mechanism comes into the picture, along with biochemical reactions. Although there are
some articles which investigate the stability analysis of continuous type bioreactor in the application of
biodegradation of mixed waste, activated sludge processes and other biofuel production processes, but
research studies on the stability analysis of steady-state to investigate the performance of continuous
type bioreactor involving biohydrogen production is still lacking. In the background of the existing
knowledge and above discussion regarding gaps in understanding, the following objectives will be
achieved in this thesis:

2.6 Objectives

e To investigate the influence of pH on microbial growth experimentally in a batch reactor, and
develop a kinetic model to determine constants which will describe the nature of microbial growth.

e To develop a mathematical model of a continuous stirred tank bioreactor (CSTBR) system with the
help of the kinetic parameters to derive a simple dimensionless steady-state multiplicity criterion
for the CSTBR. The approach should be able to identify the set of values of input variables, which
lead to multiple steady-states.

e To derive an expression for theoretical sensitivity functions of pH concerning different input
variables, namely dilution rates of nutrient and base streams and concentrations of substrate and
base stream for pH control.

e To conduct experiments to study the parametric sensitivity for sets of input parameters belonging
to the regimes of multiple and unique steady states as determined using multiplicity criterion. The
experimental and simulated transient behaviours of pH will be analyzed and compared to verify the
existence of parametric sensitivity under both multiple and unique steady-state conditions.

e To develop a generalized criterion for sensitivity with the help of normalized sensitivity analysis,
which does not depend upon the topology of pH contour for recognizing the extent of input
parameters where a CSTBR exhibits sensitive behaviour.

e Toexplore the influence of hydrogen on microbial growth and evaluates how the produced hydrogen
in the reactor headspace hinders the rate of production of hydrogen.

e To examine the adverse effects of produced hydrogen on microbial growth experimentally and to
develop kinetic models to explain how the produced hydrogen influences the bacterial growth and
hydrogen production rate simultaneously.

e To investigate the effects of the operating parameters on the stability behaviour of a CSTBR for
biohydrogen production. The stability analysis will be carried out using elementary principles of
bifurcation theory shows the dynamics characteristics of the reactor model, including a steady-state
multiplicity analysis.
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3 Methodology

The methodology followed in the research work consists of theoretical, numerical and experimental
methods to describe, simulate microbial growth and kinetic reactions for in bioreactors. In this chapter,
the underpinning theoretical basis of microbial growth reactions and developing of the mathematical
models is presented. The details of experimental that are conducted for calibrating the mathematical
models are also described. The developed model was then used to study various cases studies to predict
performance variables for better design and performance of bioenergy conversion processes.

3.1 Theoretical background

Microbial growth mechanism, which includes different microbial population phases, is an important
aspect in biochemical processes, and the Microbial growth rate, can be determined theoretically by
considering the simplest population growth model defined by Monod.

First of all, the bacterial growth curve is considered. When bacterial cultures are allowed to grow into a
suitable liquid medium, its growth follows a specific course [1]. If bacterial counts are made at intervals
after inoculation and plotted with time, a growth curve is obtained (Figure 3-1)

Exponential Stationary Death phase:
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Figure 3-1 Microbial growth curve

After adding the bacterial culture in the growth medium, there is no apparent increase in number;
however, there may be an increase in the size of the cells. This initial period is the time required by the
cells for the adaptation to the new environment, during which the necessary enzymes and metabolic
intermediates are built up in adequate quantities for multiplication to proceed. The period of the lag
phase differs with the species, size of the inoculums, the composition of the growth medium and
environmental factors such as temperature. After the lag phase, the cells start growing, and their
numbers rise exponentially or by geometric progression with time. If the logarithm of the cell number
is plotted against time, a straight line will be obtained.
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After the end of exponential growth, cell division ceases due to the reduction of nutrients and
accumulation of toxic products. The number of progeny cells formed is just enough to replace the
number of cells that die. The viable count remains stationary as equilibrium exists between the dying
cells and the newly formed cells.

The phase of decline or death Phase is the phase at which the bacterial cells decrease due to cell death.
Besides, nutritional exhaustion and toxic accumulation, cell death may also be caused by autolytic
enzymes.

3.1.1 Calculation of microbial growth rate

In the exponential phase, a typical microbial cell uptakes the nutrients from the culture media and
converts them into complex cellular matter through cell metabolism. The growth rate is directly related
to cell concentration, and cell reproduction is the usual outcome of this reaction. The rate of microbial
growth is expressed as specific growth rate and is defined as follows:

p=12 (3.2)
Where,

X bacterial cell concentration (gL™?)

t incubation time (h)

M specific growth rate (h™)

When the specific growth rate is expressed in terms of cell number, it is represented through the
following equation (3.2),

W=Sa (3.2)
Where,
N number of bacterial cell

3.1.2 Microbial growth kinetics

A wide range of well established kinetic models viz. unstructured and structured, non-segregated and
segregated is available to predict the microbial growth kinetics. Among these models, the structured and
segregated models are the most realistic ones, but they are computationally complex [110]. In the present
study, a simple Monod model is considered to explain the process kinetics and to predict microbial
growth.

Monod model is an unstructured, non-segregated growth model. Monod equation describes substrate-
limited growth when the microbial growth is slow, and the population density is low. This is applicable
in case of uninhibited growth, and it resembles Langmuir- Hinshelwood kinetics in classical chemical
engineering system or Michaelis- Menten kinetics for enzymatic reactions in biochemical systems.

Monod equation (3.3) can be described as follows,
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_ HmaxS
M= kets (32)

At very high substrate concentration,
ie.S> KS

The eq. (3.2) becomes

K = Hmax

Therefore, a zero-order correlation exists between [ and S.

Where Wmax is the maximum specific growth rate at saturating substrate concentration.
At a low range of substrate concentration,

i.e. S < Kg

The eq. (3.2) becomes
— (Hmax
H= ( Kg )S
Therefore, the 1% order correlation exists between p and S.

3.1.2.1 Determination of Kinetic parameters

The kinetic parameters pmax and Ks for the Monod model can be determined by taking reciprocal of both
sides of Eq. (3.2) as follows:

1_ K1, 1

[ Hmax S + Hmax (35)
If the Monod model is valid, the plot of 1/u versus 1/S should be linear in nature and pmax, and Ks can
be determined from the intercept and slope of the linear plot. The kinetic parameters may also be
determined through the regression analysis of the data on p against different substrate concentrations.
During the determination of pmax and Ks, initial values of p against each concentration of limiting
substrate have been used to avoid the inhibitory effect of metabolic products on growth kinetics.

3.1.2.2 The kinetic model describing pH influence

In general terms, the addition of the pH effect in the growth rate equation can take several forms. Here
is a polynomial equation (Eq. (3.6)) used to describe the influence of pH on the growth rate of pure
cultures

MmaxN = A + BpH + CpH? (3.6)

Here, the normalized pmax, 1.€. Mmaxn IS expressed as a function of pH in terms of a second-order
polynomial.

Where,
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Hmax,N = —fmax (3-7)

Hmax,opt

In the above equation (EQ. (3.7) Mmaxopt SPecify the value of pmax at optimum pH. Therefore, eq. (3.2)
can be written as:

_ Mmaxopt (A+BpH+CpH? )S
K+S

(3.8)

The value of pmax0opt Can be experimentally determined with the varying pH. pH at which the pmaxreaches
its maximum is considered as optimum pH for particular microorganism. After the determination of
Mmax,0pt & plot of pmaxn Versus pH can be obtained using Eq. (3.6). From the plot, the constants of the
second-order polynomial of Eq. (3.6) can be evaluated shown in Figure 3-2.

| Hmax N :A+BPH+CpH2‘

Mmax,N

pH

Figure 3-2 Variation of pmaxn with respect initial pH

3.1.2.3 The kinetic model describing the influence of partial pressure

In the case of microbial reactions where gaseous hydrogen formed, one of the essential factor
influencing microbial growth is the partial pressure. For hydrogen-producing bacteria, the microbial
reaction can be expressed as follows:

Cell(X
Substrate(S) l? more Cells(X) + Product (H,) (3.9

and the rate of reaction will be:

I¢ =i—f=‘;{‘2—f‘:x (3.10)
where,

e microbial growth rate, (gL *h™2);

X dry cell concentration, (gL ™);

t time, (h);

Hmax  Maximum specific growth rate of cells, (h™);
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S substrate concentration, (gL™?);
Ks Monod constant or substrate saturation constant, (gL ?);

A situation is considered that gaseous H; is forming and accumulated in the reactor headspace. In order
to investigate the influence of accumulated H, in the reactor headspace on microbial growth; the
headspace gas concentration is varied. Microbial growth inhibition occurs typically due to the excess
presence of substrate, product, or other inhibitory substance in the cell growth medium. Hans and
Levenspiel [111] express the inhibition of microbial growth model as:

Where,
H.*  critical molar concentration of hydrogen at which microbial reaction ceases, (M);
n degree of cell inhibition;

m degree of substrate inhibition.

The degree of inhibition is defined as below,

v
Degree of inhibition =
Yo

Where,
Vo reaction rate in the absence of inhibitor
Vj reaction rate in the presence of inhibitor

3.1.2.4 Evaluation of the growth associated kinetic constants

Taking inhibition of microbial growth Equation (3.11) into account, Equation (3.2) can be expressed as
a generalized Monod model:

max,o s'S
n= “Ksoﬁ (3.12)
where,
obs experimentally observed value.

1 dX
H=3"a (3.13)
Hmax,obs=Hmax (1 - H_f)n (3.14)

) - Hz

X m

Ks,obs = Ks (1 - F) (3.15)
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By reciprocating Equation (3.12), the following equation is obtained

1_ Ksobs 1 + L (3.16)

K Hmax,obs S Hmax,obs

1/nand 1/S can be plotted for each initial hydrogen concentration in reactor headspace, which is shown
in Figure 3-3. pmaxobs @nd Ks obs at each headspace H. concentration can be calculated by evaluating the
intercepts and abscissas on Figure 3-3.

1/p

H,: \Jncreasing
H>

1/ Mmax,obs3 y/ HZ,Z

~/

1/ Hmax,obs2 e
/\. Ve
7 /1 /I‘IZ,I

/ -
A A
- I// S \ l/pmax,obsl

g - /
- I
= ¥ ¢ — 1/S
'I/kS,obsl ‘l/kS,osz -1/kS,obs3

Figure 3-3 Evaluation procedure of pmax.obs and Ks,obs at various concentration of inhibitor

After determining the values of pmaxobs aNd Ksobs at different headspace H, concentration, constants in
Equation (3.11) can be evaluated. On taking logarithms of Equation (3.14), i.e.,

In(Wmaxobs=) =1 In (1= 22) +1n (tinay) (3.17)
2

The plot of In(Umax.ons) and In(1—-Hz/H,") provides the values of pmax and n. If the values of H," is not
evaluated from the experiments, then a guessed value of H>" has to be considered. A corrected value of
H," can be calculated until a straight line is obtained, which is shown in Figure 3-4.

ln(}lmax,obs)
Wmax
s e R RS e
}
|
|
goessed Hy" :
too low s,
yelf ¥
4 e {
- / |
e |
VAN v
¢ ;
guessed Hy" |
Just too high |
right slope =n : wl H>
> 1| 1-
0 H'

Figure 3-4 Evaluation procedure of umax, N and Hz* for product inhibition
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3.2 Mathematical modelling of CSTBRs

Mathematical models are an essential part of establishing a real-life case for reactor operation. In this
section, mathematical modelling is examined, and it is seen how vital modelling is. Main features and
process of mathematical modelling will be mentioned in this section.

3.2.1 Modelling of CSTBR

One of the more critical features of modelling is the frequent need to review both the basic theory
(physical model) and the mathematical equations, representing the physical model (mathematical
model), in order to achieve agreement, between the model prediction and actual process behaviour
(experimental data).

3.2.1.1 Material balance

One of the basic principles of modelling is that of the conservation of mass or matter. For a steady-state
flow process, this can be expressed by the statement:

(3.18a)

(Rate of mass ﬂow)

(Rate of mass flow )
into the system

out the system

Most real situations are, however, such that conditions change with respect to time. Under these
circumstances, a steady-state material balance is inappropriate and must be replaced by a dynamic or
unsteady-state material balance, expressed as,

_ (Rate of mass flow Rate of mass flow

(Rate of accumulation ) ( ) _ ( )
~ \ into the system out the system

of mass in the system (3.18b)

Here the rate of accumulation term represents the rate of change in the total mass of the system, with
respect to time, and at steady state, this is equal to zero. Thus, the steady-state material balance is seen
to be a simplification of the more general dynamic balance. At steady state

(Rate of accumulation ) _ Rate of mass flow Rate of mass flow

of mass in the system/ ~ - ( into the system ) B ( out the system ) (3.18c¢)

therefore, when steady state is reached the above equation (3.18c¢) reduced to equation (3.18a)

3.2.1.2 Component balance

The previous discussion was in terms of the total mass of the system, but most processes streams, faced
in general, comprise with more than one chemical component. If no chemical reaction occurs, the
generalized equation for the conservation of mass can also be implemented to each chemical component
of the system. Therefore, for any particular component

Rate of mass flow
of component
into the system

Rate of accumulation
of mass of component
in the system

of component
out of the system

Rate of mass flow
] (3.19)

Where a biochemical reaction occurs, the change can be taken into account by adding a reaction rate
term into the component balance equation. Thus in the case of material balance will be
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[ Rate of
accumulation
of mass of
component
lin the systemJ

flow of flow of /consumption
component into component out of the component
the system of the system by the reaction

(3.20)

Rate of mass \ [ Rate of mass ‘ [Rate of production
- t+

While the principle of the material balance is straightforward, its application can often be quite tricky.
Therefore, it is important to have a clear understanding of the nature of the system (physical model),
which is to be modelled by the material balance equations and also of the methodology of modelling.

In the case of a microbial reaction in a CSTBR, bacterial cell consumes nutrients (substrate) increases
its population and yields products. The flow rate of feed into and out of the reaction mixture's reactor
and volume are Fin, Fout and V, respectively shown in Figure 3-5.

C CX,out

S,in > Cs.out

Fin . D N D Fout
CXin V CP,uut

Figure 3-5 Schematic of Continuous Stirred tank bioreactor
The general biochemical reaction is as follows:
Cell(X)
Substrate (S) —— more cell (X) + product (p) (3.21)
Therefore, the mass balance for each component can be expressed as

For substrate:

Rate of Rate of Rate of / Rate Oft. \
accumulation | mass flow | mass flow COfrlsu;np ion 022)
of substrate | ~ | of substrate of substrate out bo bs_u Etrat.e | :
in the system in the system of the system y brochémica
reaction
ds
Va = FinSo — FoutS — (=15).V (3.23)
For cell:
Rate of Rate of Rate of fRate O_f
accumulation mass flow mass flow ormation
= - + of cell (3.24)
of cell of cell of cell out bv biochermical
in the system in the system of the system y blochemica
reaction
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dx
V= FinXo — FourX + (ry). V (3.25)

For product:

Rate of Rate of Rate of Rate Otf
accumulation | mass flow _ mass flow N gefnera:jlon 126
of product |~ | of product of substrate out of product (3.26)
in the system in the system of the system by bloch.em1cal
reaction
dp
Vo = 0= Foup + (rp).V (3.27)

There are several computational tools available to solve the above equations numerically. The solution
of these design equations can be solved by knowing the biochemical reaction kinetics.

3.2.2 Stability analysis

An important criterion for good modelling of bioprocesses is the ability of the model to describe the
static and dynamic behaviour of the industrial process dependably. In this regard, it is known that
depending on the Kkinetic and operating parameters continuous bioreactors can exhibit a variety of
nonlinear behaviour, including unique steady states, the coexistence of non-trivial steady-states with
wash-out conditions, and the hysteresis phenomenon, as well as sustained oscillations.

Therefore, stability analysis of steady-states becomes essential to be analyzed in order to avoid the
unfavourable situation for bioreactor operation. In general microbial reactions inside the bioreactor
characterize by a nonlinear equation. Considering governing equations of a CSTBR through ordinary
differential equations.

dxq

E = Fl(Xl'XZ' ..Xn)

dx,

dx dt = FZ(XIJXZJ .....Xn)

—=F®Xx)

= fort=0 (3.28)

dx
ld—t“ = Fo(X1, X2, e e Xp)

With the initial condition: X(t = 0) = X,,, and F(x) is a matrix nonlinear function of X. Then Taylor’s
Expansion:

F(x) ~ F(<') + Zl x=x)+ (3.29)

=0 ]&) x=x*
The fixed points are:

(Fl(Xllle sans .Xn) =0
FZ(XI'XZ' T .Xn) =

F(x*) —» . (3.30)
=0

o

an(Xl,Xz, wXp) =0
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The Jacobian matrix will be as below:

oF, oF,
B
J(x) = [aF Lo J (3.31)

Let's consider a very small perturbation from x* and it is given by x = x — x*. Then equation (3.28)
will be

d(ox) _
dt

J(x*) fort>0 (3.32)

With the initial conditions, 8x(t = 0) = x, — x*, and J(X") is a constant matrix independent of x.
The general solution of the above equation (3.30) close to the fixed points is

A; = eigenvalues

= x* n -V }\it-
() = X"+ 2 aiVi et V; = eigenvector

} of J(x*) (3.33)

the characteristics equation is

det|J(x*) —A1| = 0 (3.34)
a;j are the constants determined by using initial conditions.

The procedure for stability analysis of fixed-point are as below:

e Determine the fixed points vector, x” by solving equation (3.30), F(x*) = 0
OF(x)

Tox

e Compute eigenvalues of J(x") by solving equation (3.34).

o Determine the nature of fixed point, i.e., whether it is a stable or unstable fixed point based on
eigenvalues' real part.

If all eigenvalues have real parts less than zero, then the fixed point x* is stable. If at least one of the

eigenvalues has a real part greater than zero then the fixed point x* is stable. Otherwise, there is no

conclusion and require an investigation of higher-order terms.

e Construct the Jacobian matrix, J(x) =
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Table 3-1 Nature of Stability

Eigenvalues Graph
Allreal and negative :

Allreal and one or more
are positive

negative and there are
imaginary parts

Allreal eigenvalues are os [

One or more eigenvlaues 2 /\
have a positive real part : : —
and there are imaginary
parts

Real parts of the
eigenvlaues are zero and
there are imaginary parts

AWAWAWA
JAVAVAVA!

The concept of sensitivity has now generated a useful mathematical tool, called sensitivity analysis,
which is widely practised in various fields in science and engineering. Systems control, process
optimization, chemical and reactor design, cell biology, and ecology are the areas where generally it is
used. The wide applications arise as the concept of sensitivity determines a relation between system
behaviour and a parameter, and the sensitivity value determines this relationship.

In general mathematical models provides an explicit or implicit relationship between the system
behaviour and the input parameters. This behaviour is described by the state or output variables, which
is indicated in general as dependent variables that change in time and space. The physicochemical
parameters of the systems (such as those related to reaction kinetics, thermodynamic equilibria, and
transport properties) as well as initial conditions, operating conditions, and geometric parameters are
considered as the input parameters. The physicochemical parameters are measured experimentally or
calculated theoretically. Therefore, these parameters are always subject to uncertainties.
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On the other hand, the initial and operating conditions may change in time for a variety of reasons. Both
of these affect system behaviour. In particular, parametric sensitivity specifies the effect of variations
of the input parameters on the system behaviour.

3.3.1 Local sensitivity

Considering a chemical system for a single variable y, which changes in time according to the following
general differential equation,

d
= o0 (3.35)

With initial condition

y(0) =y (3.36)
where,

y dependent variable,

t time,

0 vector containing the m system input parameters

The function, f is considered to be continuous and continuously differentiable in all its arguments. They
confirm that the above equation has a unique solution called the nominal solution, which is continuous
intand ¢, represented by

y =yt ) (3.37)

By changing the y™" parameter in the parameter vector ¢, from ¢; to ¢; +A ¢;. Then, the corresponding
solution for y, the current solution, becomes

y=yt ¢ +Ad)) (3.38)

where for shortness, only ¢;, the parameter changed only. Since y is a continuous function of ¢;, the
solution of equation (3.38) can be expanded into a Taylor series as follows:

ay (t, ;)
ad;

Py(tbj+6-A¢) Adf
Gl 2

(3.39)

y(t &5 + Ady) = y(t, ;) + “Ad; +

where 0 < 8 < 1. If A ¢; is sufficiently small, i.e., Ad; << ¢; the Taylor series can be reduced after the

linear term, leading to

9y (t.dj)
By = y(t & + Ady) — y(t, b)) ~ =3 Ady (3.40)

where Ay represents the variation of y due to the change of the input parameter ¢;, given by A¢;. If an
infinitesimal variation is considered (A¢; — 0), it follows from Equation. (3.40) that

ay(td;j) lim y(t¢j+Ad;) -y (td;) (3.41)

0d; Adj—0 Ad;

s(v; ¢y) =
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This is defined as the first-order local sensitivity, of the dependent variable, y, with respect to the input
parameter, ¢;. Although higher-order local sensitivities can be represented in a similar fashion, the
treatment will be limited to first-order local sensitivities, since most applications are based on linear
sensitivity analysis. The local sensitivity, s(y; ¢;), is also called the absolute sensitivity.

Another quantity related to local sensitivity, commonly used in sensitivity analysis, is the normalized
sensitivity. The normalized sensitivity of y with respect to ¢;, S(y; ¢;) is defined as

9.0y _ 0In®) _ ¥, oo g 42
y a0~ ameey ~y SO H) (3.42)

S(yv; dy) =
which serves to normalize the magnitudes of the input parameter ¢; and the variable y. In the literature,
the normalized sensitivity is sometimes also referred to as the relative sensitivity. Once the local
sensitivity s(y; ¢;), is known, the calculation of S(y; ¢) is straightforward.

When the sensitivity of y with respect to each parameter of ¢ vector is considered, m sensitivity indices
will be obtained which can be defined as the row sensitivity vector,

Tov ) =22 = [ 9 . Y] _ ey R P
S (yi d)]) - ad - [611)1 3¢, a¢m] - [S(Yf ¢1)S(Y: ¢2) S(Y: q)m)] (343)
In the case of a system described by n dependent variables, the dynamics are in general given by a set
of differential equations,

Y=y, yO0) =y (3.44)

For a biochemical system, the n vector of the dependent variables, y, may include the involved
biochemical species and other state variables. At the same time, ¢; is the m vector containing the system
input parameters. For a selected input parameter, ¢;, each variable's local sensitivity, yi, can be computed,
based on equation (3.41). Thus, there will be n sensitivity indices with respect to the same input
parameter, which constitutes the column sensitivity vector,

T
Wiy = o= 32 2 Ba =[5y sty - sG] (345)

Now combining all the row and column sensitivity vectors, an nxm matrix of the sensitivity indices is
obtained, which is usually referred to as the sensitivity matrix,

ay, ay,
) - [s(y1;¢1) s(y1;¢m)] -
Sy;p)= ¢ = i |= : : 3.46
|% .. On S(Yn;q)l) S(Yn;q)m)
o, ™ 0wl

3.3.2 Objective sensitivity

In general, the sensitivity analysis is performed, when a specific behaviour of the system is the objective
of interest, then it is referred to as the objective or objective function. This can be one of the system-
independent variables which can be determined from the system-independent variables, such as, the
conversion of a reactant at a specific time or position; the magnitude of the pH minimum in time or
space; the time required by a reactant to reach a particular conversion value; concentration maximum of
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an intermediate product in a complex reaction network; selectivity of the desired product at the reactor
outlet.

The first four performance indices can be obtained from a direct solution of the relevant model
equations. At the same time, the latter three are computed, through a proper definition, from the model
solution. Assuming that the objective function, I, is a continuous function of a chosen j" parameter, ¢;
in the parameter vector, ¢, the corresponding sensitivity with respect to ¢;, s(I; ¢;), is defined as

I(j+Ad))-1(d;)
A¢,—>o Ad;j

s dy) =~ = (3.47)

which will be denoted as the objective sensitivity. Similar to Equation. (3.42), the normalized objective
sensitivity, S(I; ¢;), is defined as
91 _ @ _ ¢

d). N
S ) = 26, aln(e) =5 sl ) (3.48)

3.3.3 Computation of sensitivities

For the single-variable system (3.35), to compute the local sensitivity of y for the j* input parameter, ¢;,
both sides of system equation (3.35) is first differentiated with respect to ¢;. Then, considering the
definition (3.41) for the local sensitivity leads to

d(ay/a¢,) ds(y;;) _ of ay
at =5 ety = ay SO + oy (3.49)

which represents the local sensitivity equation. The initial condition can be obtained by differentiating
the initial condition (3.36). Depending on which input parameter in the vector ¢ is chosen, then

. [0 =y
s(v; &)l = { L =y (3.50a)
Or in more concise form
s(y; )], = 8(d5 — v (3.50)

where 8 is the Kronecker delta function. By simultaneously solving the model equation (3.33) and the
sensitivity equation (3.47), along with initial conditions (3.34) and (3.48), Both of the dependent variable
y and the corresponding local sensitivity s(y; ¢;), are functions of time. This method is called the direct
differential method (DDM) for computing local sensitivities.

For the model given by equation (3.42), have n dependent variables, then in order to obtain the
sensitivity of the i"" variable, y;, to the j" input parameter, ¢;; computation of the sensitivities is needed
for all the n variables to ¢;, as they may interact with each other. Thus, in this case, n sensitivity equations
needed to be solved together with the n model equations. The n sensitivity equations can be presented
in the form

M =) - s(y; ;) + 22 "“t) (3.41)

Where, s(y; ¢;; ) is the column sensitivity vector defined by equation (3.43), and
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_&_

[& &] 00;

a a af,
l(t)=2—;= Do i,ffjf_)=aT>j (3.52)

af, af, j :

| 0 |

are usually referred to as the n x n Jacobian matrix and the n x 1 nonhomogeneous term, respectively.

3.4 Nonlinear system analysis: Bifurcation theory

A model for dynamical systems may contain one or more parameters. In general, the dynamics of a
system is affected by the magnitude of the parameters. Typically, this effect is continuous, and the nature
of dynamics is unchanged. However, in some cases, the changes are discontinuous, and the character of
the dynamical behaviour transforms. The value of the parameter at which such a change occurs is called
the bifurcation point. The phenomenon itself is called the bifurcation. It can be stated that bifurcation
has happened if the topological structure of the phase plane changes. Some of the changes are listed
below

Change in the number of fixed points (steady states)

Changes in the stability of fixed points

Formation or destruction of closed orbits

Formation or destruction of closed path joining a saddle point (homoclinic bifurcation)
e. Formation or destruction of saddle connection (heteroclinic bifurcation)

A variety of bifurcation phenomena have been identified and classified. They are typically classified as

below:

oo o

3.4.1 Saddle-node bifurcation:

This bifurcation is characterized by the fact that at this point of bifurcation, fixed points are either
generated or destroyed.

2.0fn..
wsp T
E
k=)
al1of
=]
[-¥]
A
=
0.5]
0.2 0.4 0.6 0.8 1.0
Parameter

Figure 3-6 Example of Saddle Node bifurcation, Stable (solid line), Unstable branch (dotted line)
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3.4.2 Transcritical bifurcation (flip bifurcation):

In this case, the number of fixed points does not change. But they exchange their characters at the critical
value of the parameter. In another way, there is an exchange of stability at the bifurcation point in the

case of transcritical bifurcation.

Fixed points

0

Parameter

Figure 3-7 Example of Transcritical bifurcation, Stable branch (solid line), Unstable branch (dotted line)

3.4.3 Pitchfork bifurcation:

Pitchfork bifurcation is characterized by splitting of a single fixed point into three (including the original
fixed point). The two new fixed points are symmetrically placed about the original fixed point. The
original fixed point also changes its stability at the critical point. This bifurcation arises in cases where

the system has symmetry.

Fixed points
[—]
T
|
]

]
|
|
|
|
|
|
]
]
|
|
|
1
]

Parameter

Figure 3-8 Example of Pitchfork bifurcation, Stable branch (solid line), Unstable branch (dotted line)

3.4.4 Fold bifurcation:

Consider the following equation,
x=x(1-x)%+a (3.53)

The fixed points are given as solutions of
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x(1—-x)?+a=0o0rx>—2x2+x+a=0 (3.54)
For a cubic equation of the form x3 + bx? + cx + d = 0, we define,

1 1 P\ 4y’
_ = Ch2) g = _ 3 — (£ 1
p =3 (3c—b?),q == (27d — 9bc + 2b%),R (3) +(2)
If R >0, there is only one real root. If R = 0, there are three real roots, two of which are equal. If R <0,
there are three real and unequal roots. For the present case, b =-2¢, ¢ = 1 and d = a. Hence,

=l gmatrtanar=t 2
P=rgdmaryy et =y Ty
It can be observed that if a> 0, R > 0 and there is only one fixed point. If a = 0, and there are two fixed
points. If -4/27 <a <0, R <0 and there are three fixed points. If a —<-4/27, and there is only one fixed
point.

Case 1: a=0: In this case, the fixed points are x;= 0 and x;= 0

dX, ,

vl (1 —xp)* —2x¢(1 —xp) = (1 = xp) (1 — 3x¢)
Xf

Note that

an():O(X) — 0
dx

xf=1

Thus a=0 is a bifurcation point

Case 2: a > 0: There is a single fixed point, x; < 0 . In this case, bifurcation cannot occur since
(1 — x¢)(1 — 3x¢) cannot become zero for negative values of x:.

Case 3: -4/27 < a <0, there are three fixed points now.

Case 4: a<-4/27: there is only one fixed point now.

Therefore, the critical values of the parameters are a = 0 and a = —4/27. The fixed point at which
bifurcation can occur are: xs =1for a = 0 and xs = 1/3 for a = —4/27.

Xa(xp) =x¢(1—xp)%+a=0 (3.55)
The corresponding value of a is

1 1\2 4
a= Xf(l - Xf)2 = ;(1 - 5) = 37 (356)

38



Fixed points, Xt

0

Parameter, a

3.5 Experimental details

General information on materials and equipment used for experiments is described below. Later the
description of analytical methods applied for quantification of products is given.

3.5.1 Chemicals

Different chemicals were used for the preparation of bacterial growth, medium and solutions methods
as listed in Tables 3-2 to 3-4

Figure 3-9 Example of Fold bifurcation, Stable branch (solid line), Unstable branch (dotted line)

From the above Figure 3-9, it can be observed there are two bifurcation points, 0=a and -4/27=p. As the
bifurcation diagram folds back and hence this bifurcation is called the fold bifurcation. Such a system
shows a phenomenon called hysteresis.

Table 3-2 DeMan, Rogosa and Sharpe (MRS) media composition in 2100mL solution

CHEMICALS AMOUNT (g)
Peptone 1.0
Beef extract 0.8
Yeast extract 0.4
Glucose 2.0
Sodium acetate trihydrate 0.5
Polysorbate 80 (also known as Tween 80) 0.1
Dipotassium hydrogen phosphate 0.2
Triammonium citrate 0.2
Magnesium sulfate heptahydrate 0.02
Manganese sulfate tetrahydrate 0.005
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Table 3-3 Cooked meat (CM) medium in 100mL solution

CHEMICALS AMOUNT (9)
Beef extract 4.5
Glucose 0.2
Peptone 2.0
NaCl 05

Table 3-4 Chemicals used for DNS methods

Chemicals

Sodium hydroxide
3,5-dinitro salicylic acid
Sodium-potassium tartrate

Deionized water

3.5.2 Microorganisms

There are three microorganisms used in this research study, two of them are probiotic lactic acid bacteria
and one hydrogen-producing bacteria. The details are given below:

1. Pediococcus acidilactici (NCIM-2292),
2. Lactobacillus casei (NCIM-2360),
3. Clostridium acetobutylicum (NCIM 2337)
All of these microorganisms were procured from NCIM, Pune, India.

3.5.3 Equipment

The list of equipment used in a different stage of experiments are presented in Table 3-5
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Table 3-5 List of equipments used for experiments

Equipment Manufacturer

BOD incubator shaker G. B. Enterprises, Kolkata, India
Autoclave G. B. Enterprises, Kolkata, India
Ultracentrifuge Superspin R-V/ FM, Plasto Crafts, India)
Hot Air Oven G. B. Enterprises, Kolkata, India
Laminar Air Flow G. B. Enterprises, Kolkata, India
Magnetic Stirrer Remi; 5SMLH, India

Fermenter B. Braun Biotech International
Peristaltic pump Enertech electronics Pvt. Ltd, India
UV-visible spectrophotometer Varian. India

Reverse Phase HPLC (YL9100) Technolab Systems

pH meter. Sartorius, PB-11

ORSAT apparatus G. B. Enterprises, Kolkata, India
GCFID GC-2014, Shimadzu Analytical Pvt. Ltd

3.5.4 Preparation of seed culture

3.5.4.1 Seed culture for lactic acid bacteria

An autoclaved 250ml conical flask containing 100ml sterile MRS broth was taken. Syringe filtered
Glucose substrate is added to the conical flask and shaken well to dissolve the glucose completely in the
medium. A slant test tube culture of chosen bacteria was taken, and a loopful of the bacteria was
carefully taken out from the test tube with the help of a sterile inoculating loop. The cotton plug of the
conical flask is removed, and the loopful of the bacterial inoculum is inserted into the flask. The sterile
MRS broth was then inoculated with the bacterial culture by dipping the loop containing the inoculum
and transferred it to the media by gentle shaking. The loop was taken out from the flask, and the cotton
plug is placed to the mouth of the flask and sealed tightly with the parafilm strip. The flask is kept in
the incubator at 37 °C and incubated for 24h. The total procedure was performed in the laminar airflow
bench, maintaining strictly sterile conditions. From the 24h old broth culture, several subcultures were
prepared as required for the experiment.

3.5.4.2 Seed culture for clostridium acetobutylicum

An autoclaved 250ml conical flask containing 100ml sterile CM (Cooked meat) media broth was taken.
Syringe filtered Glucose substrate is added to the conical flask and shaken well to dissolve the glucose
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entirely in the medium. A slant test tube culture of chosen bacteria was taken, and a loopful of the
bacteria was carefully taken out from the test tube with the help of a sterile inoculating loop. The cotton
plug of the conical flask is removed, and the loopful of the bacterial inoculum is inserted into the flask.
The sterile CM broth was then inoculated with the bacterial culture by dipping the loop containing the
inoculum and transferred it to the CM media. As this bacteria is strictly anaerobic an inert gas Argon
was purged for 3min to remove oxygen from the headspace of the conical flask. After proper purging,
a rubbed stopper was used to seal the whole system tightly. The neck of the flask was also sealed with
the parafilm strip. The flask was kept in the incubator at 37°C and incubated for 72h. The total procedure
was performed in the laminar airflow bench, maintaining strictly sterile conditions. From the 72h old
broth culture, several subcultures were prepared in the same manner as described above as required for
the experiment.

3.6 Analytical methods

In order to determine the quality and quantity of the product, several analytical procedures were adopted.
The adopted analytical methods are described below.

3.6.1 Spectrophotometry

The spectrophotometric method was used for the determination of bacterial cell concentration. For the
generation of the standard plot, the dry cell weight method was followed. In this method, the optical
density versus its corresponding known cell concentrations was plotted. For measuring the dry cell
weight, 15mL of bacterial cultures of different incubation period were centrifuged at 10,000xg, at 4°C
for 15 minutes. The supernatant was discarded, and the cell precipitate was washed with distilled water
and transferred to aluminium cups of known weight. The cups containing the cell mass were dried in a
hot air oven for 24h at 80°C. The weight of the dry biomass was calculated by subtracting the weight of
the aluminium cup. The biomass concentration was determined using the sample volume and weight of
the dry cell. The samples were analyzed spectrophotometrically at 600nm, and the optical densities were
plotted against the corresponding biomass concentration determined through dry cell weight method.
The standard plot was used for the measurement of the biomass concentration from their corresponding
optical density.

3.6.2 DNS method

The amount of glucose consumed by the bacteria was determined by the used of DNS method. For this
analysis, each liquid sample was centrifuged at 10,000 rpm, and the supernatant was collected to find
out the reducing sugar concentration using the dinitrosalicylic (DNS) acid reagent [20]. For analysis
1ml DNS was added to each test tubes containing supernatant. The test tubes were cotton plugged and
were placed in a boiling water bath for exactly 15min and cooled on ice to room temperature. Finally,
9mL of deionized water was added, mixed well by inversion and the concentration of glucose was
determined through analyzing the optical density obtained from spectrophotometry at 540nm, against
blank. The preparation of DNS acid reagent is described as below.

3.6.2.1 Preparation of DNS solution

In order to prepare DNS a colouring reagent solution (Solution 1) was prepared by dissolving 12g of
sodium-potassium tartrate in 8mL of 2M NaOH by direct heating and constant stirring. Another solution
was prepared (solution 2) by dissolving 0.1 M of 3,5- dinitrosalicylic acid in 20mL of deionized water
by direct heating and continuous stirring. Solution 1 was then added slowly into solution 2 and mixed
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well by stirring. Deionized water was added to the mixture of solution 1 and 2 to make up the volume
to 100mL. The prepared DNS was then stored in a coloured bottle at room temperature and was stored
in the refrigerator.

3.6.3 GC-FID

The gaseous products were analysed in this study by the use of Gas Chromatography Flame lonization
Detection Method (GC-FID). In this study, the gaseous products were mainly CO, and Hydrogen. The
analytical method was used only for the detection of hydrogen. Therefore each time the produced gases
were first passed through the ORSAT instrument containing 1N (hormal) potassium hydroxide to
remove CO,. The remaining gas composition was then analyzed by gas chromatography. On a molecular
sieve column (13%, 180 cm by 14 inch, 60-80 mesh), the gases were separated where argon was the
carrier gas at 100 °C. A 406 Packard GC equipped with a thermal conductivity detector (TCD) of 100
mA was used to measure hydrogen concentration.

3.6.4 HPLC

Reversed-phase HPLC analysis was done using a YL9100 HPLC system which consists of YL9101
vacuum degasser, YL9110 quarternary pump, YL9131 column compartment, YL9120 UV/Vis detector
with manual sample injector Rheodyne 9725i. The analytical column was a Tracer Excel 120 ODSA,
250 mmx4.6 mm, and with particle size five um. Chromatographic separation was carried out at the
column oven temperature 40°C + 2°C with a flow rate 1.0 mL/min of isocratic elution using two solvents:
A — (3-102 mol/L HsPOy in water) and B — acetonitrile HPLC grade in ratio 88:12 v/v. The injected
sample volume was 20 uL. The quantitation wavelength was set at 200 nm. For optimization of
separation of analytes, aqueous solutions of HsPOs in three different concentrations were tested: 1st —
1.2-102 mol/L, 2nd — 2.1-102 mol/L and 3rd — 3.1-102 mol/L.

3.7 Experimental method

There are several batches, and continuous type experiments were conducted in order to achieve the aim
of this study. The detailed procedure of the experiments is provided below.

3.7.1 Batch experiments to examine pH influence on microbial growth

There are two types of Lactic acid bacteria which were used to perform the batch experiments in order
to investigate the influence of pH on bacterial growth. Moreover, Batch experiments were conducted to
determine the kinetic parameters of bacterial growth.

3.7.1.1 Growth study for pediococcus acidilactici

The bacterial strain was maintained in MRS medium. Composition of MRS medium is provided in
Error! Reference source not found. The growth kinetics of Pediococcus acidilactici were determined b
y conducting batch experiments in Erlenmeyer flask using 50mL modified MRS (MMRS) medium. The
temperature was maintained at an optimum value of 37°C. Initial pH was varied in the range of 4.0-8.0.
At each initial pH, experiments were conducted by varying the MMRS medium’s initial glucose
concentration in the range of 5.0-30.0g/L. The concentrations of all components other than glucose in
mMRS medium were always the same as those of MRS medium. At each initial substrate concentration,
the microbial growth pattern was studied for 24h. Samples were withdrawn at 2h interval during
incubation. Each sample's biomass concentration was determined using the spectrophotometric method
[112], and glucose concentration was determined using the DNS method [113]. Each sample was
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centrifuged at 10000rpm, and the supernatant was analyzed for Lactic acid using HPLC. Each
experimental run was repeated three times to ensure the repeatability and the statistical accuracy of the
results.

3.7.1.2 Growth study for lactobacillus casei

The procedure of batch experiments was the same as for described for Pediococcus acidilactici. The
differences were the bacteria was lactobacillus casei, the range of variation of glucose concentration
was from 10g/L to 50g/L, and the pH was varied from 3 to 8, respectively.

3.7.1.3 Growth study for clostridium acetobutylicum

Batch experiments were conducted in 250 mL cork fitted Erlenmeyer flask having an outlet port at the
bottom. A cork was fitted to a glass tube and connected to a gas measuring tube for gas sampling. The
batch experimental setup is shown in Figure 2a, and the whole system is presented schematically in
Figure 2b.

Equilibrium
Flask

Gas

measuring

tube V4

1. Erlenmeyer flask 2. Liquid sample collector; 3. Gas Measuring tube;
4. Equilibrium Flask; V1, V2, V3, V4 - Flow Control Valves.

Figure 3-10 Experimental setups for batch test (a); schematic diagram of the experimental setup (b)[114]

An Erlenmeyer flask was half-filled with the CM medium and 1% (v/v) of inoculum into the medium
then the remaining void was filled completely with the CM medium. The composition of CM medium
is provided in Table 3-3. The flask was then firmly sealed with the cork, and 150 mL of argon gas was
passed through the flask by a glass tube for displacing the CM media from the bottom of the flask. Thus,
the flask was left with 100 mL of CM medium with bacterial culture, and a mixture of argon and
hydrogen occupied 150 mL headspace. The whole setup was then kept in the incubator at maintaining
the temperature of 37 °C and pH of 7.2, which are the ideal conditions for this bacteria. Initial hydrogen
concentration in the reactor headspace were varied in the range of 0% (v/v) to 50% (v/v). Initially, H;
experiments were performed by varying the modified CM medium's glucose concentration in the range
of 2 g/L to 5 g/L. At each initial substrate concentration, microbial growth pattern was observed for 30
h. An interval of 3h, samples were collected. The produced gas was accumulated in the reactor
headspace and was taken out from the flask using a gas sampling tube, connected with the flask for
examining the gas composition after each interval. Each experimental run was repeated three times to
ensure the repeatability and the statistical accuracy of the results.

Each sample's biomass concentration was determined in terms of optical density with a
spectrophotometer at 600 nm wavelength. The spectrophotometry method is described above. Each
liquid sample was centrifuged at 10,000 rpm, and the supernatant was collected in order to find out the
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reducing sugar concentration using the dinitrosalicylic (DNS) acid reagent [20]. Next, 100 mL of gas
was collected after every 3h interval from the batch reactor's headspace using a gas sampling tube.
Collected gas was then passed through an ORSAT apparatus for the removal of CO; gas present in the
gas sample. Furthermore, the remaining gas composition was analyzed by gas chromatography which
is described in Chapter 3.6.3.

3.7.1 CSTBR operation

Continuous flow reactor operations were conducted in a 2L Braun bioreactor. The total bioreactor set
up was autoclaved to make it free from any contamination prior to adding microbial growth. 10g of the
substrate (glucose) was sterilized and added to the reactor. The media was inoculated with the bacteria
by adding a previously calculated amount of inoculums of the bacteria, maintaining a biomass's desired
concentration. A feed tank is prepared by adding 2L of fresh MRS medium in a conical flask with an
outlet near its bottom. UV-sterilized glucose (20 g) was added to the feed tank media, and a rubber pipe
fitted with a flow control valve was attached to the outlet. Another feed tank was prepared by adding
2L of fresh distilled water in a conical flask having an outlet port. Sodium hydroxide (1.6g) was added
to this feed tank, and a rubber pipe fitted with a flow control valve was attached to the outlet. The flow
rate of the feed stream was adjusted to the desired value as per the optimized values of the dilution rate
(D) and the dilution rate for the base feed stream (D1).

@
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=/ (Fd .
ROTAMETER
o
PUMP 1 ED I—
PUMP 2
4
TANK 1 Ly i Ih
TANK?2 [—A2]

TANK 1 Feed tank; TANK 2 Base dosing tank; TANK 3 Effluent tank; FI Rotameter; PHI pH meter

Figure 3-11 The flow-sheet of the reactor set up[115]

After adding the substrate and bacterial inoculum to the bioreactor, the connecting pipe from the feed
tank and base dosage tank was connected with the bioreactor through the input channel. The control
valves were used for maintaining the flow rate of the feed tank and the base tank. The feed tank and the
base dosage tank were connected to the peristaltic pump. The product outlet was connected to the sample
outlet channel through a peristaltic pump to continuously draw effluent from the reactor vessel. The
effluent was collected in a 1000ml conical flask. After connecting all of the parts of the entire set up the
feed and output flow streams are started. The flow rates of the inlet the feed stream, as well as base feed
stream and the outlet stream, are adjusted to same values according to the dilution rate (D) and dilution
rate for base feed stream (D) of the system so that the working volume of the reactor must be maintained
at a constant value. The reactor's sample is collected after every one hour from the outlet stream and
kept in sample vials in the refrigerator for further analysis. The reactor is operated up to a specific
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estimated time. The samples are used to obtain the growth of the Biomass as well as to check the pH of
each of the sample. The reactor system was maintained at 37°C, and the pH of the reactor medium was
kept at 6.7. The flow-sheet of the reactor set up has been represented in Figure 3-11.

3.8 Case Studies

Four case studies were conducted to fulfil the research objectives set at the beginning to achieve the
overall aim of the thesis. Table 3-6 lists the Case study and the objectives that each case study address

Table 3-6: Details of case studies and corresponding objectives

Case

Objective
number

Objectives

Case 1
Case 2
Case 4

1

To investigate the influence of pH on microbial growth experimentally
in a batch reactor, and develop a kinetic model to determine constants
which will describe the nature of microbial growth.

To develop a mathematical model of a continuous stirred tank
bioreactor (CSTBR) system with the help of the kinetic parameters.

Case 1

To derive a simple dimensionless steady-state multiplicity criterion for
the CSTBR. The approach should be able to identify the set of values
of input variables, which lead to multiple steady-states.

To derive an expression for theoretical sensitivity function of pH
concerning different input variables

To conduct experiments to study the parametric sensitivity for sets of
input parameters belonging to the regimes of multiple and unique
steady states as determined using multiplicity criterion.

Case 2

To develop a generalized criterion for sensitivity with the help of
normalized sensitivity analysis which does not depend upon the
topology of pH contour for recognizing the extent of input parameters
where a CSTBR exhibits sensitive behaviour.

Case 3

To explore the influence of hydrogen in the reactor headspace on
microbial growth Experimentally in a batch reactor.

To develop kinetic models to explain how the produced hydrogen
influences the bacterial growth and hydrogen production rate
simultaneously.

Case 4

To investigate the effects of the operating parameters on the stability
behaviour of a CSTBR for biohydrogen production. The stability
analysis will be carried out using elementary principles of bifurcation
theory shows the dynamics characteristics of the reactor model,
including a steady-state multiplicity analysis.
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4 Case studies results and discussions

In this chapter, the details of the four case studies, along with the procedure of obtaining the
mathematical results are described. Other calculation details are given in the Appendix section.

The results obtained and their discussions are presented in the following sections.

4.1 Case 1: Parametric sensitivity of pH and steady-state
multiplicity in CSTBR

In the first case study, an anti-pathogenic bacteriocin production process called pediocin from lactic acid
bacteria pediococcus acidilactici was considered. Experiments were conducted in a batch reactor, and
the experimental data is analysed to determine the Kinetic parameters of microbial growth and their
dependence on pH. Using the fundamental knowledge of microbial growth and dimensionless variables
unstructured mathematical model for the CSTBR is derived.

The mathematical model is then used to derive a simple dimensionless steady-state multiplicity criterion
for the CSTBR. This criterion then identifies the set of values of input variables which lead to multiple
steady states. Different input variables, namely dilution rates of nutrient and base streams and
concentrations of substrate and base stream for pH control, influence the pH within the reactor.
Theoretical expressions are derived for pH sensitivity to all these input variables. The parametric
sensitivity for sets of input parameters belonging to the regimes of multiple and unique steady states as
determined using multiplicity criterion. The experimental and simulated transient behaviours of pH are
also analyzed and compared to verify the existence of parametric sensitivity under both multiple and
unique steady-state conditions.

4.1.1 Determination of Growth Kinetics

The growth kinetics of Pediococcus acidilactici has been determined using classical Monod type growth
model, which was described in chapter 3.1.2. Kinetic parameters of the Monod model, were determined
using the initial specific growth rate at each initial glucose concentration obtained at each initial pH. Eq.
(3.2) can be linearized in the form of Eq. (4.1) to find out the kinetic parameters (umax and Ks) by making
double reciprocal plots of p versus S at each initial pH.

1 Kg 1
K HmaxS Hmax

(4.1)

Regression analysis is used to find the best fit for a straight line on a plot of 1/ p vs 1/S and the values
of tmax and Ksare determined. The variation of pmax With initial pH would determine an optimum value
of pH at which pmax is maximum, thus describing optimum conditions for the microbial growth. By
plotting the values of normalized pmax, i.€. ptmaxn VErsus initial pH, a second-order correlation was then
obtained, as given in Eq. (4.2)

Hmax,N = (A +B-pH+C- pHZ) (4-2)

Where,

Hmax,N = uH& (43)
max,opt
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Therefore, Eq. (3.2) was written as

_ Hmax,opt(A+B'pH+C'pH2)s

K Ks+S (44)

This correlation defines the influence of pH on the specific microbial growth rate. To establish a
mathematical model of a CSTBR, design equations for mass or molar balance for each component are
expressed with the help of the kinetic model (Eq. 4.4). The constants were obtained from the batch
experiments.

4.1.2 Biochemical reactions in the CSTBR

The biochemical reaction occurring in the system is represented as follows:
X + Glucose(S) = nX + CH;CH(OH)COOH (p) (4.5)

The desired product is pediocin, and its formation is influenced by the system pH. To control pH, NaOH
has been fed to the system. The acid-base neutralization reaction may be written as follows,

CH5CH(OH)COOH (p) + NaOH(s;,) — CH5CH(OH)COONa(s,) + H,0 (4.6)

The pH is correlated to the concentrations of salt and lactic acid according to the Henderson-Hasselbalch
equation [116] equation as follows

pH = pK, + logs?A 4.7
Where,

Ka Equilibrium dissociation constant for lactic acid,

Sa molar concentrations of sodium lactate

p molar concentrations lactic acid

4.1.3 Mathematical model for CSTBR for pH control

The continuous bioreactor setup is schematically represented in Figure 4-1.
The mathematical model for the CSTBR was developed using the following assumptions:

1. The bioreactor is uniformly stirred, i.e., concentration within the reactor is spatially
uniform.
2. Temperature effect of the reaction is negligible.
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Figure 4-1 Schematic of a Continuous Stirred Tank Bioreactor

The differential mass and mole balance equations for different components, namely biomass, substrate,
lactic acid and sodium lactate are as follows:

Mass balance Equations:

Biomass:

dx

w=W-D-Dy) (4.8)
Substrate:

dx 1

T = D(SO - S) - D1$ - K/S MX (49)

Mole balance equations:

Lactic acid:
d YP/ 10
= -Dp+ w——Di(sp +p) (4.10)

Sodium Lactate:

dSa

o = D;(sp —Sa) — Dsp (4.12)

pH dynamics:

Differentiating equation (4.7), with respect to time,
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Since bacteriocin is a growth-related product [117,118], the influence of the sensitivity of pH towards
bacteriocin formation is expected to be similar to that of biomass. For the model's simplicity, the mass
balance of bacteriocin has been excluded from the mathematical analysis.

4.1.4 Generalized criterion for multiplicity

In order to obtain a generalized criterion for multiplicity the mass, molar and pH balances equations (Eq
(4.8) to (4.12)) are suitability transform dimensionless where initial substrate concentration S and the
dilution rate of feed concentration D are considered as scaling parameters for concentration and time,
respectively. The detailed definition of each dimensionless variables are provided in Table 4-1.

Table 4-1 Definitions of the dimensionless variable used in the model

Parameter definition Parameter definition
X
tD
X SO YX/S T
> H
y So 0 D
pMa D1
Z SOYP/S el F
Sp Mp, Hm
R So m D
SAMC Ks
L So n S,

In dimensionless form, the system equations (4.8) through (4.12) were written as follows:

= (0-0, — Dx (4.13)
L= (1-y)—0x—0;y (4.14)
L= —ztOx—0 [MbM;p/s R+ z] (4.15)
= [x—;R—L] 0, — L (4.16)

dpH _ 1dL 1dz

ac = Lat 2 (4.17)

And

0=y (4.18)
n+y

50



And
H = A + BpH + CpH? (4.19)

When a process or system has a single steady-state for a particular value or a set of input or manipulated
variables, it is defined as uniqueness. On the other hand, if the system offers more than one solution or
multiple solutions for a set of input parameters, then its called multiplicity.

Under steady-state, the left-hand sides of equations (4.13) - (4.17) become zero. After further
mathematical operations, the following condition with respect to pH has been obtained,

In(a + BpH + ypH?) = —% (4.20)
Where,

a=(M+n(1l+mMA) —p,) ;‘—m (4.21)
B = (nmMB)=; (4.22)
y = (amMC) %, (4.23)

The details of mathematical operations have been provided in Appendix 2. Equation (4.20) was
represented in the following form:

f(pH, o, B,Y) = In(a + BpH + ypH?) + 2o = 0 (4.24)

2303

The multiplicity of solutions of the transcendental equation (4.24) is dependent only on the values of a,
f and y. The number of solutions was obtained as the number of intersecting points of the function, f(pH
a B and y) with the abscissa of pH-f system of coordinate. This was obtained by setting

of
3o = 0 (4.25)

This leads to the following roots,

pH1; = %(—1 +VI-w) (4.26)
Where,

_ 4y(2.303B+0).
O = " 4606+8)? (4.27)

For a higher value of @ (>1), the radicand in equation (4.27) is negative. Using the same principles, as
cited by Kauschus et al. [119], one steady state at the most is obtainable for ®>1, and more than one
steady states are possible form<1. Therefore, it is understandable that the nature of steady states is
extremely influenced by o and hence the values of o,  and y.
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4.1.5 Theoretical parametric sensitivity analysis

The parametric sensitivity analysis was done on the basis of the differential equations (4.8) - (4.12). The
generalized form of the model equations is as follows:

B =FEy.¢) (4.28)

Where y is a vector of dependent variables, in the present investigation, ‘y’ may be concentrations of
biomass, substrate, product and salt, x is an independent variable namely time, and ¢ represents the
vector of input parameters of the system.

The first order local sensitivity or only local sensitivity with respect to vector ¢ is given by,

__ dyj(téi)

iy = —nq; (4.29)
Where,

i any output variable

i any input vector

by differentiating equation (4.29), the following equation, is obtained

T Jog + T (4.30)

Where J is the jacobian matrix of the system. The initial conditions for the above equation (4.30) is Syi=
0 att=0. For the CSTBR under consideration,

y1 =XY¥2=S,y3 =D, Y4 = Sa¥s = pH

dX dS dp _dsp dpH

F,=—, Fy=—  F3=— F, =— andFs=——
L T 25 Qe 3 T a4 T ae M T ¢

and
¢1 =D,y =Dy, 3 =5sp,Ps =S
The dynamic equations for the parametric sensitivity in a CSTBR for any variable y;become,

d rg 1 [0Fi9F; OF; 9F; OF;dX dS dp dspdpH)" | [OFy OF; OF; OF, 0F5]" 431
S]¢1 = ( . )

Equation (4.31) may be written with respect to D as follows:

i[d_x] — @&&&"Fl”d_xﬁﬂd&dpﬂr &] (4.32)
delap] — L ax as ap s, apHl ldDdDdD dD dD aD '
4451 _ 082 08 OF, OF 0F: | [d_XEQd&@_H]T oFs) (4.33)
delap] — L ax as ap ass dpHl ldDdDdD dD dD aD '
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S [d] _ [0 985 OF, 08 98] [dX 05 dp dsg dpH] T [0F) (4.34)
dtldpl ~ lax @s ap as,opHl l[dDdDdD dD dD aD '
S [dsa] _ 08, OF, 98, OF, 0F, | [AX 45 dp dp dpH)T, [0k (4.35)
dtldp |~ |ax as ap as, apHl ldDADdD dD dD aD '
S [doH) _ [0Fs 0% 98 OFs OFc [dX d dp dia dpH)T [0k (4.36)
dtldp |~ l'ax as ap as,opHlldDdDdD dD dD aD '

The overall set of dynamic equations for the parametric sensitivities of different output variables with
respect to all input variables are provided in the Appendix 2.

4.1.6 Results

4.1.6.1 Influence of pH on microbial growth

The influence of initial pH on the microbial growth was studied by conducting batch experiments, and
the results were presented in Figures 4-2 to 4-6. In these figures, the time history of dry cell
concentrations was showed when pH at each batch reaction was varied initially. From these figures, it
was observed that initially altered pH has a significant impact on microbial growth.
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Figure 4-2 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=4

At first, when the batch experiments were started the initial pH of the reaction medium was 4, and the
initial glucose concentration was varied in the range of 5.0g/L to 30 g/L. At each variation of glucose,
the microbial growth pattern was observed for 24h. The time histories of microbial growth were
presented in Figure 4-2. From this figure, it can be seen that the microbial growth was started
immediately for 20g/L and 30g/L initial glucose concentration. Whereas, in the case of 5g/L and 10g/L
initial glucose concentration, the microbial growth started after 2h of inoculation. The maximum dry
cell concentration was observed for 30g/L glucose which was 0.625g/L.
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As the initial pH of the batch reactor was changed to 5 there was no significant change in Lag phase of
microbial growth observed. On the other hand, a substantial shift in the microbial growth rate was seen.
The time histories in this initial pH=5 were shown in Figure 4-3. The trend of microbial growth, in this
case, was the same as pH= 4 as the exponential growth was ended at 12h. The Maximum dry cell of
1.46g/L was obtained in this case when initial glucose concentration was 30g/L.

1.6

—+—5.0gL
——10.0 gL
200 gL
—+—30.0gL I

1.4

1.0

0.8

0.6

Dry cell concentration (g/L)

0.4

=
th

10 15 20 25
Time (h)

Figure 4-3 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=5

No substantial change in microbial growth was observed when the pH of the reaction medium altered
initially to 6. In this case, almost the same phenomenon was observed compare to pH= 5 conditions.
The time histories of microbial growth with the variation of glucose concentration at initial pH=6 were
presented in Figure 4-4. Here also the microbial growth was stated immediately after the inoculation,
and the exponential phase was ended at 12h. The maximum dry cell concentration of 1.79g/L was
observed.
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Figure 4-4 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=6

When the initial pH of the reaction medium of batch reactor change to 7, a monotonic increase in
microbial growth was observed, which was shown in Figure 4-5. In this figure, the time histories of
microbial growth with the variation of initial glucose concentration with fixed initial pH were presented.
In this case, the same growth pattern was observed for each initial glucose concentration. The lag phase
of microbial growth initiated immediately whereas; the exponential phase stoped at 12h after

inoculation. The maximum dry cell concentration of 1.96g/L was found when initial glucose
concentration was 30g/L.
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Figure 4-5 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=7
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As the pH of the reaction medium of batch reactor altered initially fro 7 to 8, a different scenario in
microbial growth pattern was observed. In Figure 4-6, the time histories of the microbial growth rate at
pH=8 at different initial glucose concentration were presented. In this case, the microbial growth rate
decreased compared to pH=7 condition. Although the microbial growth pattern was similar to that of
pH=7 condition, the maximum dry cell concentration lowered to 1.55g/L.
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Figure 4-6 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=8

4.1.6.2 Determination of Kinetic parameters

In the present experiments, at each initial pH, the substrate concentration was varied from 5g/L to 30g/L.
For each combination of initial pH and substrate, the specific growth rate of microorganisms was
determined. By using Equation (4.1), plots of 1/u and 1/S were obtained at each initial pH. pmax and ks
at each initial pH were determined by evaluating the intercepts and abscissas on Figure 4-7. The values
of Umax and ks are provided in Table 4-2.
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From Table 4-2, it can be observed that ks, does not change in any systematic manner with the change
of pH. Therefore, one can easily state there is inhibition due to substrate concentration. By plotting pmax
vs initial pH, it was found that pmax became maximum when the value of initial pH is 6.7, which is
considered as the optimum pH and the corresponding plmax IS Optimum Pmax,i.€. Mmax.opt.

Table 4-2 Values of observed rate constants from experiments

Initial pH Mmax ks

pH 4 0.278 4.70
pHS5 0.766 4.45
pH 6 1.042 4.47
pH 7 1.059 4.46
pH 8 0.864 4.35

Now plotting the values of pmaxn, Which can be obtained from Equation (4.3) as a function of initial pH,
a second-order correlation, as shown in Equation (4.5) was obtained. The plot of pmaxn VS initial pH is
shown in Figure 4-8. The values of second-order correlation constants along with other growth
associated kinetic constants are provided in Table 4-3.
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Table 4-3 Values of kinetic parameters

tn

Kinetic parameters Values
Mmaxopt (M) 1.0775
Ks(gL™) 4.5017
Yxis (99™) 0.1
Yox (997 0.065
Yors (997 0.0065
A -3.76195
B 1.4368
C -0.10835

4.1.6.3 Sensitivity of pH through theoretical analysis

Time-trajectories of the sensitivity of system pH with respect to input variables D, D1, So and s, have
been plotted in Figure 4-9. From the analysis of the figure, it is clear that D, D: and sp are the most
influencing input variable with respect to pH sensitivity. This may be due to the fact that D, the dilution
rate, affects the concentration of Lactic acid being generated by the biochemical reaction from the
hydrodynamic point of view and D; and s, regulate the rate of neutralization of the acid. On the other
hand, Soplays a passive role regarding pH sensitivity because yield coefficient (Y s) of Lactic acid with



respect to the substrate, glucose, is only 0.0065gg™?, as reported in Table 4-3. Thus the input variables
D, D: and sy have been chosen for further experimental studies on parametric sensitivity.
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Figure 4-9 Time trajectories of Sensitivity variables, Sei

4.1.6.4 Critical multiplicity criterion and decision on experimental conditions

From the definition of multiplicity criterion (®) described in the Mathematical analysis section, the
critical value of o is unity, and unique states will occur if @ > 1 and otherwise, multiple steady states
will be encountered. Based on this concept, the following conditions for conduction of experiments on
parametric sensitivity of pH are reported in Table 4-4 with respect to D, D; and sp.

Table 4-4 Summary of the results obtained from the present study

Sp = 0.008M D=0.1h? D; =0.007h* to D; = 0.008h
Mutiplicity D:=0.008 h' D=0.1h? Sp = 0.007M to s, = 0.008M

D, =0.008 h* Sy = 0.008 M D =0.1h"to D=0.12h*

s, = 0.002M D=0.1h! D, = 0.06h to D; = 0.065h!
Unigueness D;=0.06 h' D=0.1ht Sp = 0.002M to s, = 0.003M
D;=0.06 h! sp = 0.002M D =0.08h1to D=0.1h1

4.1.6.5 Experiments on parametric sensitivity

Effects of different parameters, namely D, D: and s, on parametric sensitivity, have been studied by
conducting experiments using the operating parameters satisfying either multiplicity (system with
multiple steady-state) or uniqueness (system with single steady-state) criteria, as indicated in Table 4-
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4. Initial conditions for all experiments in the CSTBR have been provided in Table 4-5. The
concentration of glucose in the inlet MMRS medium has been maintained at 10 g/dm®,

Table 4-5 Initial conditions for experiments on parametric sensitivity

Initial biomass concentration (gL™) 0.004
Initial substrate concentration (gL™) 10.0
Initial pH of the system 6.7
Initial lactic acid concentration (mM) 0.001
Initial concentration of sodium lactate (mM) 0.008

4.1.6.6 Numerical simulation

Model equations (4.8) to (4.12) were simultaneously solved using ODE23 of MATLAB-7 2010a for the
conditions of input variables, either corresponding to unique or multiple steady-state regions. During
the solution of equation (4.12), a very small value of the initial concentration of salt (s4=0.001mM) and
lactic acid (p=0.001mM) have been used, to avoid ‘division by zero’ situation.

4.1.6.7 Effect of D on sensitivity of system pH

The reactor was first operated with D= 0.1h", D;=0.008h* and s,=0.008M. The system pH was recorded
with a pH meter. The simulated and experimental patterns of the transient behaviour of pH under this
condition have been shown in Figure 4-10. It has been observed that pH shows oscillatory behaviour
and never stabilizes. After 50h, the pH has been observed to reach 7.23. Keeping the values of D; and
sp unaltered another experiment was conducted by setting D= 0.12h.
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Figure 4-10 Simulated (lines) and experimental (Points) time histories of pH in the region of multiplicity with D as
a parameter

From Figure 4-10, it is evident that although the transient goes through fluctuation up to 12h, it
ultimately reaches almost a steady value of pH=6.1. After propagation of the same reaction time, i.e.,
50h, the final pH has been observed to reach 5.97. Therefore, it is clear that the system shows parametric
sensitivity, as evident from drastic change of behaviour of pH transient corresponding to a very small
(16.6%) alteration in dilution rate in multiplicity region. Figure 4-11 depicts the simulated and
experimental trends of time trajectories of pH at fixed values of D, =0.06 h** and s,= 0.002M and two
values of D=0.1h" and 0.08h%, judiciously selected in the region of the unique steady state. From the
figure, it is evident that for D=0.1h", the value of pH monotonically increases to 9.7 at 15h. When D's
value was altered to 0.08h1, the same monotonic rising trend is observed with pH = 8.8 at 15h.

100
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95 ——D=0.11" (simulated)
D=0.08L* (exp erimental)
A D=0.1K! (exp erimental)
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Figure 4-11: Simulated (lines) and experimental (Points) time histories of pH in the region of uniqueness with D as
a parameter
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Therefore, it may be inferred that in the unique steady states regime, there is a shooting tendency in pH.
The experiments could not be run beyond 15h due to this abnormal overshoot in pH value. The
occurrence of parametric sensitivity may be nullified if operating time is restricted to 13h. However,
over a period from 13-15h, the system may be considered to show parametric sensitivity of pH with
respect to D. Overall, the system may be considered to be moderately pH-sensitive with respect to D in
the region of unique steady states. The agreement between the simulated and experimental values is
satisfactory both in the regions of multiplicity and uniqueness as the coefficients of the nonlinear
regression analysis (R?) are 0.987, 0.991, 0.981 and 0.986 for D;=0.045h", 0.055h, 0.06h* and 0.065h
respectively.

4.1.6.8 Effect of D1 on sensitivity of system pH

Figure 4-12 shows the simulated and experimental time histories of pH when D1= 0.0045h* is set at
D=0.1h" and s, =0.008M. From the plot, it is clear that pH transient shows initial fluctuation and
ultimately stabilizes at a steady-state value of 6.18 at 12h. After that, the pH remains almost constant
(pH=6.15) even up to 48h. Next, the value of D; was changed to 0.0055h keeping D and s, unaltered.
The analysis of the time trajectory of pH reveals that it always goes through fluctuations and at 48h, it
reaches the value of 7.3, much different from that obtained with D;= 0.0045h. Absolutely different
patterns of pH transients for a slight variation of D; from 0.0045h to 0.0055h™, particularly beyond
12h, suggests that parametric sensitivity of pH with respect to D; exists in the region of multiplicity.

=D, =0.0045k" (simulated) +
—8-D, =0.0055) (simulated)
[ D= 0.0045L1 (exp erimental)

¢+ D,=0.0055 I (exp eri.mental.)

>

L 4
*
<

0 10 20 30 40
time (h)

n
(=3

Figure 4-12 Simulated (lines) and experimental (Points) time histories of pH in the region of multiplicity with D1 as
a parameter

On the other hand, time-trajectories of pH shown in Figure 4-13 exhibits monotonically increasing
pattern at both D;=0.06h" and 0.065h* at fixed values of s,= 0.002M and D=0.1h" in the region of
unique steady states. Over 15h pH reaches the values of 9.7 and 10.5 respectively for D;=0.06h"* and
0.065h. Thus the parametric sensitivity with respect to D; is moderately present in the unique steady-
state region. Even in this case, the experiments could only be run up to 15h due to the problem of pH
shooting. The analysis of Figures 4-12 and 4-13 reveals that simulated predictions agree well with the
experimental results as the coefficients of the nonlinear regression analysis (R?) are 0.987, 0.991, 0.981
and 0.986 for D;=0.045h, 0.055h%, 0.06h* and 0.065h respectively.
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Figure 4-13 Simulated (lines) and experimental (Points) time histories of pH in the region of uniqueness with D1
as a parameter

4.1.6.9 Effect of sp on sensitivity of system pH
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Figure 4-14 Simulated (lines) and experimental (Points) time histories of pH in the region of multiplicity with sb as
a parameter

In Figure 4-14, the time trajectories of pH, as simulated using model equations (5.4) to (5.8) have been
plotted along with their experimental counterparts for sp= 0.007M and sp,= 0.008M and D;=0.008h"* and
D=0.01h. For both s,= 0.007M and sp,= 0.008M the agreement between simulated and experimental
results is satisfactory as the coefficients of the nonlinear regression analysis (R?) are 0.988 and 0.985,
respectively. As evident from Table 4-5, both sets of operating parameters fall under the region of
multiple steady states. For s,=0.007M, the pH trajectory passes through a fluctuating phase up to 12h
after which steady state is attained, and pH remains almost constant at 6.18 to 6.15 even up to 48h.
When the value of s is slightly altered to 0.008M, keeping other parameters constant, the pH-transient
shows fluctuating behaviour throughout the operating period up to 48h. The value of pH at 48h is 7.3.
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Since a very small change in sb completely alters the pH dynamics, the system appears to exhibit strong
parametric sensitivity with respect to sy in the region of multiplicity.

11.0 4 .
=5, =0.003M (simulated)
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100 1 . Sp =0.002 M (exp erimaental)
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70 -
65
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Figure 4-15 Simulated (lines) and experimental (Points) time histories of pH in the region of uniqueness with sp as
a parameter

In Figure 4-15, time-trajectories of pH are plotted using simulated and experimental data for two sets of
operating parameters sp= 0.002M and sy,= 0.003M and D;=0.06 h*, D=0.1h" in the region of unique
steady state. The trends of the plots clearly indicate that the pH increases monotonically to 8 and 10.5
over 15h, respectively, when s, is set at 0.002M and 0.003M. Thus the parametric sensitivity of pH with
respect to s, is present even in the unique steady-state region. In all cases, the agreement between
simulated and experimental results is satisfactory as the coefficients of the nonlinear regression analysis
(R?) are 0.982 and 0.989 for s,= 0.003M and sp= 0.002M.

In all cases, the agreement between simulated and experimental results is satisfactory. From the analysis
of Figures 4-10 to 4-15, it may appear that the increasing trend of pH, in some cases, is due to
overfeeding of base. However, the change of pH is not only a function of base dosage. The truth
underlying the trend is that pH behaviour is affected by three main input parameters, namely D (dilution
rate of nutrient stream), D1 (dilution rate of base stream) and sb (concentration of base). According to
the multiplicity criterion o (difined in equation derived in the present investigation, unique steady-state
condition prevails for a set of values of input parameters (D, D1 and sy)which correspond to an increased
pH condition. The interesting features of Figures 4-10 to 4-15 show that the system is parametrically
sensitive in both uniqueness and multiplicity regions.

4.1.6.10 Transient variation of sensitivity variable (S¢i)

In Figure 4-16 and 4-17, time course of theoretical (equations A.34 to A37 ) sensitivity of pH with
respect to D, D1, So and s, have been plotted at fixed values of D= 0.1h"* and s,=0.008M, So= 10gL* for
D;=0.0045h" and 0.0055h* respectively.
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Figure 4-16 Time histories of all theoretical sensitivity variables in the region of multiplicity at D1 =0.0045h-!
(D=0.1 h'%; sp = 0.008M)
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Figure 4-17 Time histories of all theoretical sensitivity variables in the region of multiplicity at D1 =0.0055h-!
(D=0.1 h'%; sp = 0.008M)
According to the multiplicity criterion, i.e., ®<1, both combinations of values of D, D1 Sp and s, used in
these figures fall under multiplicity region. From the analysis of figures, it appears that parametric
sensitivity of pH exists for parameters, namely D, D1 and s,. Since the order of values of sensitivities is
different for different parameters, sensitivities of pH against individual input variables have been plotted
in Figures 4-18, 4-19 and 4-20 respectively for D, D; and s, for the same set of values of D, D, and s
available in Table 4-4. These figures vividly establish the existence of parametric sensitivity in the
multiplicity region. Thus the theoretical prediction seems to reconfirm the experimental findings.
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Figure 4-18 Time histories of theoretical sensitivity variable with respect to D in the region of multiplicity at D1
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Figure 4-19 Time histories of theoretical sensitivity variable with respect to D1 in the region of multiplicity at D1
=0.0045h*and D1 =0.0055h!
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Figure 4-20 Time histories of theoretical sensitivity variable with respect to sb in the region of multiplicity at D1
=0.0045h! (D=0.1h"%; sp = 0.008M) and D1 =0.0055ht (D=0.1h"%; sp = 0.008M)
In Figures 4-21 and 4-22 the dynamic variation of theoretical sensitivities (equations A18 to A37) of
pH with respect to D, D and sy respectively for D;= 0.06h* and 0.065h* at fixed values of D=0.1h",
s5=0.002M and So= 10gL™ have been plotted. Both the combination relates to unique steady-state
condition, ensuring o>1.

30000000

——dpH/dD —dpH/dD,
20000000 | ——dpH/dS, ——dpH/ds,

10000000 -

i

0 ' | \Y
~10000000 - l
© 20000000 -
-30000000 -

Sensitivity variable, S

-40000000 -
-50000000 -

-60000000 time (h)

Figure 4-21 Time histories of all theoretical sensitivity variables in the region of uniqueness at D1 =0.06h
(D=0.1h"%; sp = 0.002M)
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Figure 4-22 Time histories of all theoretical sensitivity variables in the region of uniqueness at D1 =0.065h!
(D=0.1h"%; sp = 0.002M)
Sensitivity against individual input vector has been shown in Figure 4-23 to 4-25 to elucidate the
transient behaviour of sensitivity of all parameters and avoid confusion arising from the difference in
the sensitivity of sensitivities against individual variables.
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Figure 4-23 Time trajectories of theoretical sensitivity variable with respect to D in the region of uniqueness at D1
=0.06h! (D=0.1h"%; sh = 0.002M) and D1 =0.065h! (D=0.1h"%; shb = 0.002M)
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Figure 4-24 Time trajectories of theoretical sensitivity variable with respect to D1 in the region of uniqueness at D1
=0.06ht (D=0.1h"1; sb = 0.002M) and D1 =0.065h"t (D=0.1h"%; sb = 0.002M)
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Figure 4-25 Time trajectories of theoretical sensitivity variable with respect to sb in the region of uniqueness at D1
=0.06h! (D=0.1h"%; sb = 0.002M) and D1 =0.065h"! (D=0.1h";sb= 0.002M)

All figures again confirm the occurrence of parametric sensitivity even in the region of the uniqueness

of steady-state, although at a lower scale with respect to multiplicity region, as observed experimentally.

4.1.7 Discussion

The detailed analysis on multiplicity and parametric sensitivity under the present study reveals that
similar to exothermic reactors, CSTBR handling the growth of pH-sensitive microorganisms, e.g.,
Pediococcus acidilactici understudy, is also parametrically sensitive irrespective of occurrence of the
multiplicity of steady-state. Chemburkar et al. [118] observed that multiplicity co-occurs with
parametric sensitivity during the studies on exothermic adiabatic CSTR. Besides the existence of strong
parametric sensitivity in the region of multiplicity, it is also present moderately with respect to the
dilution rate of feed stream(D) and alkaline stream (D) and firmly with regard to the concentration of
NaOH in the alkaline stream (Sp) even in the unique steady state. Shooting tendency of pH dominates in

69



the region of uniqueness. Thus it may be inferred that the inherent bias of the system is to show
parametric sensitivity and hence it is challenging to be operated with continuous feeding of base stream,
for the control of pH. Although in multiple steady-state regions, a few conditions of input parameters
correspond to stable pH values after 12h, which can be observed in Figures 4-10, 4-12 and 4-14. The
operation at these conditions is also not recommended due to the presence of parametric sensitivity and
multiplicity behaviour. On the other hand, due to the over-shooting tendency of pH in unique steady-
state conditions, the operation of the CSTBR with pH control using continuous input of base stream
seems to be impractical. Therefore, fed-batch type arrangement with an intermittent dosage of the base
stream for the adjustment of pH, as adopted by many researchers [120,121] seems to be more judicious.
crests
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4.2 Case 2. Parametric sensitivity of CSTBRs for lactobacillus
casei: Normalized sensitivity analysis

In this case, the CSTBR model of Das et al. 2016 [115] is adapted to describe the reactor's kinetics. In
order to find out kinetic constants relating to this study, batch experiments were performed, and a
calibrated model was used to conduct sensitivity analysis and highlight the sensitive parameter range
and values for the considered variables.
The effect of pH on microbial growth was studied experimentally in a series of batch experiments. A
lactic acid bacterium (LAB), Lactobacillus casei, was selected for the batch experiments. The initial pH
of the growth medium was varied to determine pH's influence on the microbial growth rate. The
information obtained from the batch experiments identified the optimum range of pH for the growth of
LAB. Furthermore, the kinetic constants of the microbial growth model were also calculated.
A CSTBR operation model was developed by using the necessary information on the kinetic parameters
of microbial growth, including their pH dependency. The mathematical model is able to predict time-
dependent changes in the concentration of substrate, biomass, lactic acid, salt, and pH. The reactor pH
remains constant by the use of a continuous flow of the alkaline stream. The model is then used to study
normalized sensitivity concerning input variables; initial system pH, the dilution rate of the alkaline
stream, and its concentration where pH-minimum (the lowest value of pH attain for a set of input
variable) is an objective function. The sensitivity of the pH-minimum regarding the set of input
parameters is examined, together with the determination of critical values of input parameters where a
“pH-runaway” condition occurs. Lastly, the sensitivity analysis identified a parameter space, at which
pH becomes simultaneously sensitive to small changes in input parameters. The following objectives
were achieved in order to fulfil the overall aim of this case study.
a. To perform batch experiments using a lactic acid bacterium, Lactobacillus casei, to find out
the optimum pH for microbial growth and other growth associated kinetic parameters;
b. To derive a generalized criterion for sensitivity by obtaining an objective sensitivity
function for pH with respect to input variables;
c. To predict the critical value of input parameters and parameter space where the system
becomes unstable and exhibits sensitive behaviour.
A series of batch experiments were conducted using Lactobacillus casei, as mentioned in Chapter
3.6.1.2. The detailed microbial growth kinetics and procedure of the kinetic parameter determination
were similar to that of Case 1, which has been presented chapter 4.1.1. CSTBR process model s
mentioned in the previous case study described in sections 4.1.2 and 4.1.3 is considered. However, the
mass and molar balances (Eq (4.8) to (4.12)) are converted into the dimensionless form using the
variables described in Table 4-6

Table 4-6 Definition of dimensionless variables

Parameter Definition Parameter Definition Parameter Definition Parameter Definition

a X U K R spMp T tD
So¥xq D So
B S 0 D, L saMc M, M,
So D So M,
z pM, m Mmax Y pH n Ks
SoYe,, D PH, S
b B.pH, c C.pH2 M1 MY,
My
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Therefore, the model equations in the non-dimensional form are as follows:

da

= =U-6-1a (4.37)

@ _ 1-8) - _

T =(1-p-Ua-68 (4.38)
® = —z+U.a—6(M;R +2) (4.39)
dL
—=(M;R-1)6 - L (4.40)
dy _ 1 [1dL_1dz
dt  pH LL dt =z dr] (4.41)

On the other hand, the non-dimensional expression for the specific growth rate was expressed as:

_ mB
U= 5! (4.42)
Where,
I=A+B.y+C.y2 (4.43)

The differential equations (4.37) to (4.41) were solved numerically using the 4™ order Runge-Kutta
method using the following initial conditions. At,

1=0y=1La=qay B=Bgz=2; L=Lg (4.44)

4.2.1 Normalized objective sensitivity analysis

The technique for analyzing the pH-sensitivity was selected as adopted by Morbedelli and Varma
[122,123] and Dutta et al. [124]. In this case, the governing equations for pH and substrate concentration
are written by dividing equation (4.41) by equation (4.38)

e

_ L z zZROl __
dg = 1-Ua—(1+8)B =8(¢,o.B,z L) (4.45)

Where, ¢ is the vector of input parameters, namely, initial system pH (pHo), the dilution rate of the
alkaline stream (8) and its concentration (R). Similarly, dividing equations (4.37),(4.39) and (4.40) by
equation (4.38) the following equations are obtained as below.

da U.a—(1+8)x

d  1-Ua-(1+6)B (4.46)
dz _ U.a—(1+6).z—M;.6.R

dg ~ 1-U.a—(1+0)B (4.47)
dL _ M,.8R-(1+6).L (4.48)

dg ~ 1-U.a—(1+8)B

With the following initial conditions,
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pH=pHy; a=aypz=zpandL=Ly; B =B (4.49)

By differentiating equation (4.45) with respect to parameter ¢, the expression for first-order local
sensitivity s, can be evaluated as,

dSq) _ % %
W = + dy'sd) (450)
Where,
d
S = ﬁ (4.51)
Now taking
__d
H= Iy (4.52)

The adjoined equation from Equation (4.50) takes the following form:

d :

dLBB = H.pg for B € (Bo,B*) (4.53)
Where,

pp = 2B (4.54)

54(0)

And, Bo in the value of initial substrate concentration (dimensionless) whereas " indicates the substrate
concentration in the reactor at which y=ymin. The initial conditions of Equation (4.53) are

d
ALB =By p=1; s4(0) = dei =0 (4.55)

Where,

¢i is one element of the parameter vector, ¢.

4.2.2 Calculation of sensitivities

The normalized objective sensitivities can be calculated as follows:

e Equations (4.46) to (4.48) and (4.53) were solved simultaneously with the help of initial
conditions given in equations (4.49) and (4.55) until the y reaches its minimum value. The
corresponding values of pg” and p* have been determined.

e 54(0) given by equation (4.54) has been calculated using the value of pg* with the help of the
following equation:

- _SeB) _ 1

5¢(0) = arvnlaie (4.56)
e The objective sensitivity is then evaluated by solving the following equation:

s, = 5S¢, (0).54(0) + fsBo 01.54(B)dB (4.57)
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Where,

Giz:Ti for B e (Bol) (4.58)

The expressions for o; and corresponding to each ¢i are provided in Table 4-7.

Table 4-7 Expressions of oi for various parameters ¢i, as defined in equation (4.57)

i Oi

MZ U'O(
RG[ + “7Z-R-0

pH2[U. o + (1 +0)B—1]

M; U-a
Z R-0 U«

M M U-
0 Ropz+ Ul gMe, M
pH, [U.0(+(1+9)B—1]2 " pH, [U.a+(1+9)8—1] 0.z.pHy[U.a + (1 + 6)B — 1]

M M U-a
9[ Tt 1 ~z-R-0 U-a

" pHo[U.a + (1 +0)B—1] RzpHg[Ua+ (1+6)p—1]

4.2.3 Results

4.2.3.1 Influence of pH on microbial growth

In this study, the influence of initial pH on the microbial growth was studied by conducting batch
experiments. The variation of initial pH was narrowed to 0.5 intervals compared to the previous case
study where the interval was 1 to get a more accurate value of optimum pH. Similar kind of growth
patterns was observed. However, there was a lag phase of 3h, and the exponential phase ended at 15h
of incubation time. The detailed picture of the time history of dry cell concentrations was provided in
the Appendix 3 section when pH at each batch reaction was varied initially.

4.2.3.2 Determination of kinetic parameters of Lactobacillus casei in batch culture

In the present experiments, at each initial pH, the substrate concentration was varied from 10g/L to
50g/L. For each combination of initial pH and substrate, the specific growth rate of microorganisms was
determined. By using Equation (4.1), plots of 1/u and 1/S were obtained at each initial pH. pmax and ks
at each initial pH were determined by evaluating the intercepts and abscissas in Figure 4-26. The values
of Wmax and ks are provided in Table 4-8.
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Figure 4-26 Determination of umax and ks at different initial pH

From Table 4-8, it can be observed that ks, does not change in any systematic manner with the change
of pH. Therefore, one can easily state there is inhibition due to substrate concentration; in other words,
a noncompetitive inhibition was observed. By plotting pmax Vs initial pH, it was found that pmax became
maximum when the value of initial pH is 6.75, which is considered as the optimum pH and the
corresponding Htmax iS Optimum Mma,i.€. Kmaxopt-

Table 4-8 Values of observed rate constants from experiments

Initial pH Mmax Ks
5.0 0.400 0.812
55 0.494 0.811
6.0 0.558 0.805
6.5 0.595 0.821
7.0 0.592 0.812
7.5 0.558 0.813
8.0 0.497 0.821

Now plotting the values of pmaxn, Which can be obtained from Equation (4.3) as a function of initial pH,
a second-order correlation, as shown in Equation (4.5) was obtained. The plot of pmaxn VS initial pH is
shown in Figure 4-27. The values of second-order correlation constants along with other growth
associated kinetic constants are provided in Table 4-9.
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Figure 4-27 Variation of pmaxn with respect to initial pH

Table 4-9 Values of kinetic parameters

Kinetic parameter Value
Hmaxopt (™) 0.6
Ks(gL™) 0.814
Yxis (997) 0.238
Youx (997) 3.36
Yws (997) 0.8
A -3.8507
B 1.434
C -0.1062

4.2.3.3 pH sensitivity of a Continuous stirred tank bioreactor

The main objective of this analysis is to determine the parametric range of input variables at which the
CSTBR system becomes vulnerable. The system behaviour is demonstrated in terms of normalized
objective sensitivities coefficients as a function of input parameters. The mathematical model of the
system consists of the Equations (4.45) — (4.48), (4.53). The equations (4.45) to (4.48) and (4.53) were
simultaneously solved using Runga-Kutta 4th order method and equation (4.57) was solved using the
trapezoidal numerical integration method. The results are illustrated in Figures 4-28 to 4-36. Figures 4-
28 to 4-30, show normalized objective sensitivities of the pH-minimum, S(y*, ¢i), as a function of input
parameters, i.e., dimensionless dilution rate of base feed stream (8), the dimensionless concentration of
base, (R) and initial pH (pHo) of the system.

In Figure 4-28, S (v*, 0), S (y*, R), and S (y*, pHo) are plotted against the dimensionless dilution rate of
the base feed stream (0). In this mathematical operation, the input parameter (8) was varied in the range
of 0 to 1, where the values of other input parameters pHo, and R were kept constant at 6.75 and 0.8,
respectively. As the value of 0 reached 0.095, the system started showing sensitivity behaviour, and S
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(y*,0) and S (y*, R) started increasing, whereas S (y*, pHo) started decreasing. At 6 = 0.0195, the values
of sensitivity functions attained their maxima (for S (y*, 0) and S (y*, R)) and minima (S (y*, pHo)).
Further, for the increment of 0, the sensitivity functions S (y*, 8) and S (y*, R) were decreasing, and S
(v*, pHo) was increasing. This trend became near to 0 when 6 reached a value of 0.295, and the system
was again nonsensitive with respect to input parameter (8). Therefore, the parameter range of 0 is
between 0.095 and 0.295, where the system becomes simultaneously sensitive. The value of 0 at which
the sensitivity functions attain their maxima and minima are defined as the critical value of 6.
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Figure 4-28 Normalized objective sensitivities S(y*,¢i) as a function of 6

Figure 4-29 shows the plots of S(y*,0), S(y*,R), and S(y*,pHo) versus the concentration of the base
stream, (R). In this case, the dimensionless base stream concentration was varied in the range of 1 to 4
in order to observe the system behaviour in terms of sensitivity functions S(y*,0), S(y*,R), and
S(y*,pHo), where the values of 6 and pHo were kept constant at 0.3 and 6.75, respectively. The system
starts showing sensitivity behaviour, and S(y*,0) and S(y*,R) started increasing, whereas S(y*,pHo)
started decreasing from the beginning. This trend of the increment (for S(y*,0) and S(y*,R)) descent (for
S(y*,pHo) was observed until R reached its value of 0.48. At this R = 0.48, sensitivity functions attained
their maxima (for S(y*,0) and S(y*,R)) and minima (S(y*,pHo)) and became near to 0 when R reached
a value of 0.865. The system was again nonsensitive with respect to input parameter R at this stage.
Therefore, R's parameter range is between 0 and 0.865, where the system becomes simultaneously
sensitive. The critical value of the dimensionless base stream concentration Rc is 0.48.
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Figure 4-29 Normalized objective sensitivities S(y*,¢i) as a function of R
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The system behaviour is also investigated in terms of sensitivity functions as a function of the initial pH
(pHo) of the system. The sensitivity functions S(y*,0), S(y*,R), and S(y*,pHo) with respect to pHo are
shown in Figure 4-30. Here, the pHo was varied in the range of 4 to 6 to observe the system behaviour
in terms of sensitivity functions S(y*,0), S(y*,R), and S(y*,pHo), where the values of 6 and R were kept
constant at 0.5 and 8, respectively. The system did not show any sensitivity for pHo from 4 to 4.42. As
the value of pHo crossed 4.42, it started showing sensitivity behaviour, and S(y*,0) and S(y*,R) started
increasing, whereas S(y*,pHo) started decreasing. This movement of the increment (for S(y*,0) and
S(y*,R)) descent (for S(y*,pHo) was observed until pHo reached its value of 4.6. At this pHo = 4.6,
sensitivity functions attained their maxima (for S(y*,0) and S(y*,R)) and minima (S(y*,pHo)) and
became near to 0 when pHo reached a value of 4.765. The system was again nonsensitive with respect
to input parameter pHo at this stage. Therefore, the parameter range of pHo is between 4.42 and 4.765,
where the system becomes simultaneously sensitive. The critical value of the initial system pH, pHo is
4.6.
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Figure 4-30 Normalized objective sensitivities S(y*,¢i) as a function of pHo

Figures 4-31 and 4-32 show the nature of normalized objective sensitivity as a function of 6 with the
variation of R and pHo, which is the combined effects of R and pHo on sensitivity function S(y*, 6). The
dimensionless input variables 6 and R were varied to observe the behaviour of CSTBR in terms of the
sensitivity coefficient, S(y*, 6) with constant pHo, which is presented in Figures 4-31. In this case, the
range of 0 and R was varied from 0 to 1 and 0 to 4, respectively. The parametric zone where the system
found sensitivity is provided in Table 4-10. The sensitive function, S(y*, 0), reached a maximum with a
magnitude of 885 and the corresponding critical value of input variables is determined. The critical
values of 0 and R are provided in Table 4-10.
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Figure 4-31 Normalized objective sensitivity S(y*, 6) as a function of parameters R and 6.
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The behaviour of CSTBR is presented in Figure 4-32 in terms of the sensitivity coefficient, S(y*, 0).
Figure 4-32 shows the variation of S(y*, 0) with respect to the initial pH (pHo) and 6. With a fixed value
of R = 0.2, the 6 and pHo, were varied from 0 to 1 and 4.8 to 7.0, respectively. The sensitive zone for
CSTBR operation for 0 is 0.1 to 0.3, and for pHy the range is between 4.8 and 6. The sensitive function,
S(y*, 8), reached a maximum with a value of 735, and the corresponding critical values of input variables
pHo and 6 are determined. Table 4-10 provides the critical values of 6 and pHo for this case.
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Figure 4-32 Normalized objective sensitivity S(y*, 6) as a function of parameters R and 6.

The nature of normalized objective sensitivity as a function of R with the variation of 6 and pHo have
shown in Figures 4-33 and 4-34 to find out the influence of 6 and pHp on the sensitivity function, S(y*,
R). Figure 4-33 shows the critical value of R and 6 at a constant initial pH, pHo = 6.5, when S(y*, R)
attains its maximum. The system does not show any sensitive behaviour when 6 goes beyond 0.7 and R
= 0.75. The details of the input range and critical values of input parameters are given in Table 4-10.
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Figure 4-33 Normalized objective sensitivity S(y*, R) as a function of parameters R and 6.

A similar trend occurred when pHg and R were the input variables. In this case, the range of R and pHo

were varied from 0 to 3 and from 4 to 5, respectively. The influence of input parameters on sensitivity
function S(y*, R) is illustrated in Figure 4-34. The maximum value of sensitivity function S(y*,R) is
245, and the corresponding critical values of R and pHo are provided in Table 4-10. The determined,
sensitive region for CSTBR with respect to R and pHo is 0.2 to 1.4 and 4.2 to 4.6, respectively.
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Figure 4-34 Normalized objective sensitivity S(y*, R) as a function of parameters R and pHo.

The behaviour of normalized objective sensitivity as a function of pHo, S(y*, pHo) with the variation of
R and 6 are shown in Figures 4-35 and 4-36. The influences of R and pHo on S(y*, pHo) at a fixed value
of 6 =0.7 are presented in Figure 4-35. The figure shows that the sensitivity function S(y*, pHo) exhibits
sensitive behaviour in a negative direction. The S(y*, pHo) reached its lowest value of —7.8 when the R
and pHo values are at 0.8 and 4.6, respectively. The sensitive region and critical values of input variables
are presented in Table 4-10.
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Figure 4-35 Normalized objective sensitivity S(y*, pHo) as a function of parameters R and pHo.

Similar behaviour of sensitivity function, S(y*, pHo), was observed when pHp and 6 were varied from 4
to 5.4 and 0 to 3, respectively, keeping R constant at 0.8. From the observation, it is found that the S(y*,
pHo) reached its lowest value of —13.8 when the 6 and pHo are at 0.5 and 4.6, respectively. The plot of
normalized objective sensitivity S(y*, pHo) as a function of parameters R and 0 are presented in Figure
4-36. The sensitive zone and the critical values of pHo and 6 corresponding to S(y*,pHo) are provided
in Table 4-10.
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4.2.4 Discussions

The influence of initial pH on microbial growth is observed in the present case through batch
experiments. It was found from the results, that initially when the experiments conducted within the
initial pH range of 5.5 to 7.5, the microbial growth is not significantly affected. Therefore, the optimum
value of pH is found to be within that range of 5.5 to 7.5, which is 6.75. However, as the initial pH went
below or above that particular range, a considerable change in the microbial growth rate is observed.
Therefore, the effects of pH on microbial growth are pragmatically observed.

On the other hand, from the sensitivity analysis of CSTBRs, it is found that the selected input parameters
have a significant influence on the reactor operation. This analytical study provides a good insight into
what extend these selected parameters can hinder the CSTBR operation. From Figures 4-28 to 4-36, it
is observed that there is a zone where the system showed its undesirable behaviour in terms of sensitivity
coefficients. The magnitude of the input parameters pHo, 6, and R at which the normalized objective
sensitivity attains maxima or minima are termed critical values. The critical values of pHoc, 6c, and Rc
provide the boundary separating the stable pH system from an unstable pH system sometimes defined
as the pH-runaway condition [115]. The magnitude of S(y*,0), S(y*,R), and S(y*,pHo) at critical points
show that the influence of initial pH (pHo) has less impact on the sensitivity behaviour compared to
other input parameters, namely, R and 6.

Table 4-10 Different Critical values of input Parameters (From Figure 4-31 to 4-36)

Sensitivity

Coefficients S(y*,  Figure Variable Parameters Sensitive Zone of Input Variables Fixed
) (Critical Values) Parameters
S(y*,0) = 885 4-31 0c=0.2 Rc=0.4 6 — 0.1-0.3 R—0-24 pHo=6.75
S(y*,0) = 735 4-32 0c=0.2 pHoc = 4.8 0—0.1-0.3 pHy — 4.8-6.0 R=0.2
S(y*,R) =285 4-33 Rc=0.2 0c=05 R — 0.1-0.75 6 — 0.05-0.7 pHo=6.5
S(y*,R) = 245 4-34 Rc=0.4 pHoc = 4.6 R —02-1.4 pHo— 4.2-4.6 0=03
S(y*,pHo) =—7.8 4-35 pHo= 4.6 Rc=0.8 pHo— 4.5-4.8 R — 0.4-2.0 0=0.7
S(y*,pHo) =-13.8  4-36 pPHoc = 4.6 6c=0.5 pHo — 4.45-4.85 6 — 0.25-0.75 R=0.8
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Positive values of the objective normalized sensitivity of the pH-minimum with respect to input
parameters 6 and R indicate that the pH-minimum increases as the magnitude of these parameter
increase. The negative value of objective normalized sensitivity of the pH-minimum with respect to pHo
indicates that the pH-minimum increases as pHO decreases. Thus, if the sensitivity is positive, the
transition from a stable pH system to pH-runaway behaviour occurs as this parameter is increased. In
contrast, if the sensitivity is negative, the same transformation occurs when the corresponding parameter
is decreased.
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4.3 Case 3: Kinetic modelling for determining inhibitory effects
of products in the biohydrogen production process

In this case study, the inhibitory effects of hydrogen concentration in reactor headspace on fermentative
hydrogen production from the acidogenesis of glucose by a bacterium, Clostridium acetobutylicum,
were investigated experimentally in a batch reactor. A mathematical model to simulate and predict
biological hydrogen production process was developed. The Monod model was modified to take
inhibition kinetics on microbial growth into account. The modified model was then used to investigate
the effect of hydrogen concentration on the microbial growth and hydrogen production rate.

In order to observe the effects of accumulated hydrogen in a batch reactor, a series of experiments were
conducted by varying the initial hydrogen concentration in the reactor headspace. The details of the
modelling and experimental procedure using a batch reactor for studying microbial growth Kinetics of
Clostridium acetobutylicum are provided in Chapter 3.

Kinetic modelling for defining inhibitory effects of accumulated hydrogen in the reactor headspace and
the evaluation of growth associated kinetic constant of were described in sections 3.1.2.2 and 3.1.2.3
respectively.

The scheme of batch reactor operation and materials and equipment used for the reactor operation was
described in detail in Section 3.4.1, and 3.4.3 provide the details of materials and equipment respectively

4.3.1.1 Effects of added H: in the reactor headspace

Effects of hydrogen concentration accumulated in the reactor headspace on microbial growth and
hydrogen production were studied by conducting experiments in batch reactors. The results were shown
in Figure 4-37 to 4-48. In these figures, the time history of biomass concentration and produced
hydrogen concentration were showed when initial hydrogen concentration in the reactor headspace was
varied. From these figures, it is clear that microbial growth, as well as hydrogen productivity, were
greatly influenced by the presence of hydrogen in the reactor headspace.
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Figure 4-37 Experimental time histories of dry cell concentration with initial 0% H2 in reactor headspace at
different substrate concentration.
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Figure 4-38 Experimental time histories of hydrogen concentration with an initial 0% Hz in reactor headspace at
different substrate concentration.

Initially, experiments were started when only argon gas was present in the reactor headspace, and initial
glucose concentration in the liquid medium was varied in the range of 2g/L to 5g/L. At each variation
of glucose, the microbial growth pattern and hydrogen production rate were observed for 30h. The time
histories of microbial growth and hydrogen production rate were presented in Figure 4-37 and 4-38,
respectively. From this figure, it is observed that microbial growth, as well as hydrogen production, was
started immediately after 3h of reaction time. There was no significant lag phase of microbial growth
detected. A stationary phase was started at 21h for every initial glucose concentration. The maximum
productivity of hydrogen was 7.81 mML*h? when initial glucose concentration in the liquid medium
was 5¢g/L.
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Figure 4-39 Experimental time histories of dry cell concentration with an initial 10% Hz in reactor headspace at
different substrate concentrations
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Figure 4-40 Experimental time histories of hydrogen concentration with an initial 10% H: in reactor headspace at
different substrate concentrations

On the other hand, when 10% (v/v) of H, added to reactor headspace, microbial growth and hydrogen
production started after 6h of incubation time, shown in Figures 4-39 and 4-40. Although there was no
such difference in specific growth and hydrogen production observed for different initial substrate
concentrations, the maximum hydrogen productivity decreased to 5.17 mML-1h-1, comparable to the

0% (v/v) added H; condition. The exponential phase of microbial growth ended at 21h, which was same
as the previous condition.
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Figure 4-41 Experimental time histories of dry cell concentration with an initial 20% H: in reactor headspace at
different substrate concentrations
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Figure 4-42 Experimental time histories of hydrogen concentration with an initial 20% H: in reactor headspace at
different substrate concentrations

In the case of 20% (v/v) added H: in the reactor headspace, the hydrogen production rate as well as
biomass production rate further decreased, which can be observed from Figure 4-41 and 4-42. In this
condition, propagation of hydrogen production and bacterial growth was quite similar to that of 10%

(v/v) added H; condition, where microbial growth reached its exponential phase at 6h and extended up
to 21h. But in this condition, maximum hydrogen productivity decreased to 4.33 mML*h,
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Figure 4-43 Experimental time histories of dry cell concentration with an initial 30% (v/v) Hz in reactor headspace
at different substrate concentrations
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Figure 4-44 Experimental time histories of produced hydrogen concentration with an initial 30% (v/v) Hz in reactor
headspace at different substrate concentrations

A different phenomenon was observed when 30% (v/v) H, was added to the reactor headspace. In this
case, the exponential phase of bacterial growth started after 6h of incubation time, but it extended to 24h
where the stationary phase started. The time histories of dry cell concentration and produced hydrogen
were presented in Figure 4-43 and 4-44. Monotonic decreases of microbial growth rate, and hydrogen
production were observed where hydrogen productivity reduced to 3.075 mML?h? when initial
substrate concentration in liquid medium was 5g/L. Although, there was no such significant change in
growth pattern observed for different substrate concentration in the liquid medium.
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Figure 4-45 Experimental time histories of dry cell concentration with an initial 40% H: in reactor headspace at
different substrate concentrations
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Figure 4-46 Experimental time histories of hydrogen concentration with an initial 40% H: in reactor headspace at
different substrate concentrations

An extended lag phase in microbial growth was noticed as the quantity initially added H increased from
30% (v/v) to 40% (v/v). At this condition, the exponential phase commenced at 12h of incubation time
whereas, it extended until 27h. A sharp degradation in microbial growth, as well as biohydrogen
production, were observed, which is demonstrated in Figure 4-45 and 4-46. There were no such effects
of substrate concentration in liquid medium experience. The hydrogen productivity in this condition was
estimated as 1.54 mML*h* which is a sharp alteration compared to 30% (v/v) added H- condition.
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Figure 4-47 Experimental time histories of dry cell concentration with an initial 50% H: in reactor headspace at
different substrate concentrations
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Figure 4-48 Experimental time histories of hydrogen concentration with an initial 50% H: in reactor headspace at
different substrate concentrations

Furthermore, when 50%(v/v) H; was added to the reactor headspace, almost no growth condition was
observed, shown in Figures 4-47 and 4-48. In this case, an extended lag phase with no microbial growth
and hydrogen production was seen for 18h. A short period of exponential phase ended at 27h was
noticed. Almost no hydrogen production condition with productivity of 0.19mMLth! was estimated.

4.3.1.2 Inhibition kinetics
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Figure 4-49 Determination of umax.obs and Ks,obs at different initial concentrations of Hz

In the present investigation, a total of 24 experimental runs were conducted at different initial H, and
substrate concentration. From each initially added H, concentration substrate concentration was varied
from 2g/L to 5g/L. For each combination of initially H, concentration and substrate concentrations,
specific growth rate microorganisms were determined. By using Equation (3.16), plots of 1/u and 1/S
were obtained at each initially added hydrogen in reactor headspace, which is demonstrated in Figure
4-49. Umax.obs @Nd KS,0bs at each headspace Hz concentration were determined by evaluating the intercepts
and abscissas on Figure 4-49. The values Of pmax,00s and KS,ons are provided in Table 4-11.
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Table 4-11 Values of observed rate constants from experiments

Initial H: concentration

in reactor headspace (viv) ™ KSiobs
0% 0.6209 0.6318
10% 0.5523 0.6395
20% 0.4792 0.6285
30% 0.4643 0.6141
40% 0.3695 0.6343
50% 0.2613 0.6521

From Table 4-11, it can be observed that ks,q.ns does not change in any systematic manner with the change
of added hydrogen in the reactor headspace. Therefore, m=0 in Equation. (3.11) and 3.15), which infers
the adopted model is a noncompetitive inhibition model and ks,qs= ks which will be constant.

After determining values of Mmaxobs and Ks,ops at different headspace H, concentration, constants in
Equation. (3.11) can be evaluated by plotting In(max.obs) VS IN(1-H2/ Ho*) from Equation. (3.17) which
is shown in Figure 4-50. Figure 4-50 gives the values of umax and n. As Hy* was not identified from the
experiments, a guessed value of 61.5 (v/v) Hx* (24.74mM) was considered, which gives a straight line
with R?=0.9823. From Figure 4-47, the intercept and slope give the value of pma= 0.976 hand
n=0.4786.

2 15 1 05 0
0
y = 0.4786x - 0.0243
R2 =0.9823 .
0.2
L ]
S [ ]
£
3 04
=
=
E’ L]
—
0.6
0.8
[ ]
-1
In(1-Hy/ Hy*)

Figure 4-50 Determination of umax, nand Hz* for product inhibition

4.3.2 Discussion

Initially, in the absence of H; in reactor headspace, the feed stream substrate concentration was varied
from 2g/L to 5g/L. The production rates are high, and it significantly starts decreasing as the hydrogen
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concentration start increasing gradually. When no hydrogen was initially added to the reactor, the
growth phase started after 3h of reaction time and reached the stationary phase at 21h. For 10% added
hydrogen condition, the exponential phase starts at 6h, and it went off until 21h. However, when 20%
and 30% hydrogen added initially, the exponential phase started at 6h, and it goes until 24h. Further, on
increasing hydrogen concentration by 40% of total headspace, lag phage elongated by 12h and growth
phage started at 15h until 27h. No growth of microorganisms was observed pragmatically when 50% of
reactor headspace filled with hydrogen initially. The specific growth rate of biomass decreases as the
hydrogen concentration increases in the reactor headspace.

This increased hydrogen concentration reduces the glucose degradation efficiency of bacteria that results
in lower hydrogen yield. Hydrogen yield gradually decreased along with specific growth rate from 1.11
to 0.56 mol/mol.glucose and 0.621+0.019h* to 0.261+0.021 h%, respectively. As the initial hydrogen
concentration increases from 0.0 to 0.0161M, the hydrogen productivity reduction becomes faster when
the initial hydrogen concentration altered from 0.0161M to 0.0201M. Therefore, the final partial
pressure of hydrogen in the product gas declined and initially added hydrogen concentration increased.
The effect of accumulated H; in reactor headspace on the specific growth rate, final hydrogen
concentration and hydrogen yield was calculated by dividing the total amount hydrogen produced by
the amount of glucose consumed are summarized in Table 4-12.

Table 4-12 Effects of added hydrogen on the specific growth rate, hydrogen production

Added hydrogen Specific growth rate Hydrogen yield (mol- Final H, partial

(M)/(viv) (h) Hz/mol-glucose) pressure (atm)
0.0/(0%) 0.621+0.019 1.11+0.0026 0.280+0.015
4.023*103(10%) 0.552+0.028 1.01+0.0020 0.229+0.005
8.045*%103(20%) 0.479+0.029 0.92+0.0022 0.214+0.008
1.207*102(30%) 0.464+0.032 0.88+0.0016 0.165+0.013
1.610*102(40%) 0.369+0.015 0.56+0.0010 0.094+0.005
2.012*103(50%) 0.261+0.021 0.21+0.0010 0.0127+0.003

From the current analysis, it is inferred that as hydrogen concentration increases in the reactor
headspace, it limits the mass transfer from the liquid to the gaseous phase. Therefore, liquid to gas
transfer becomes a rate-limiting stage that controls microbial reactions. Subsequently, low microbial
growth and less hydrogen production take place. On the other hand, high concentration of hydrogen
affects hydrogenase, which activates the reversible oxidation of molecular hydrogen and the process
become thermodynamically unfavourable for H, generation.

From this investigation, it is clear that the initial addition of hydrogen has an important influence on
microbial growth, hydrogen yield and hydrogen production rate. Regarding non-competitive inhibition,
substrate concentration does not affect the specific growth rate or rate of substrate utilization. In order
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to sustain the hydrogen production at an optimal level, the accumulated hydrogen in reactor headspace
should not be more than 8mM. The present study concludes that when 24.85mM hydrogen accumulated
in the reactor headspace, reaction stops and no hydrogen is produced.
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4.4 Case 4. Stability analysis of the biohydrogen production in
a continuous bioreactor

The effect of process parameters in biological hydrogen production in a continuous stirred tank
bioreactor (CSTBR) and how these parameters influence the stable bioreactor operation, was
investigated in this case study. The substrate and/or product inhibits typically microbial growth in the
process of biohydrogen production. An effort is made in order to examine the dynamic behaviour of a
CSTBR subject to growth inhibition by the substrate and/or product. By the use of elementary principle
bifurcation theory, the stability analysis was performed to demonstrate the dynamics of CSTBR model
comprising steady-state multiplicity and hysteresis. A particular range of operating conditions where
the non-washout steady-state solution is possible needed to be determined from this study. The results
from this investigation can be used as strategies for selecting suitable operating conditions of similar
bioreactor systems to avoid undesired instability and multiplicity.

4.4.1 Process model

A microbial population of hydrogen-producing bacteria is growing by consuming glucose in an ideal
continuous stirred tank bioreactor. The schematic of the reactor setup is given in Figure 4-51.
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Hac
Gas phase
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(in X 2L
>
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X

Figure 4-51 Schematic of reactor setup

The bacterial culture is assumed to increase its number and produce hydrogen during this metabolism
period. The feed stream enters the reactor at a flow rate of gi» Lh, and the concentrations of the substrate
and bacterial cell in the feed stream are So and Xo gL™. The liquid phase and gaseous phase working
volume of the reactor are V. litre and Vg litre, respectively. The microbial reaction occurs in the liquid
phase. The main products from the metabolism are hydrogen and several volatile fatty acids (VFA). A
part of hydrogen produced in the liquid phase transfers to the gaseous phase, and the rest is leaving out
with the effluent. The effluent contains glucose, produced bacterial cells, VFA, and hydrogen flow at a
rate, qiiq Lh™. The fraction of hydrogen converting into the gaseous phase exits the reactor at a flow rate
of ggs L. The material balance equations for different components, excluding VFAs are as below:

Biomass

&= DXy —X) + X (4.59)
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Substrate

ds 1
a0 = Do =) =7 -uX (4.60)

Liquid phase H.

dHZ.L _

n —D.Hyp, + Vi, ) WX — kpa(H,, — H.R.T.H, ) (4.61)
Gas phase H-
dH

di-G = kpa(Hy — H.R.T.H, ;) — D,H, ¢ (4.62)

This produced hydrogen exerts feedback inhibition on the growth of cells. For generality, the substrate
itself, at high concentration is assumed toxic to growth. To understand the dynamic behaviour of this
bioreactor system, kinetic expressions for microbial growth are needed. For that, the microbial growth
kinetics from the previous case study, (Case 3) is considered, incorporating the substrate inhibition
established by van Niel et al. [74]. Therefore, the specific growth rate for this case is described as follow:

_ MmaxS | (1 S\ (] _ Hag)"
H= kets (1 s*) (1 H;.(;) (4.63)

The values of kinetic constant also are used as in Case study 3. The kinetic constant and other operating
constants are provided in Table 4-13.

Table 4-13 Values of kinetic and operating constants

Constants Value Constants Value
Y 1.42 (g/g) Hmax 0.976 h't
Y Ha.Lix 3.95 ( mmol/g) Ks 0.63 g/L
H 7.4x10° (mmol.L.pa?) Hog" 24.76 mmol.L*!
R 8.314 (pa.L.mmol*.K™) kia 0.09 h
T 303 K n 0.4786
s 8.19, (g/L) m 1.39

For the convenience of further study of stability and bifurcation analysis, the above equations 4.59 to
4.63 are converted into dimensionless forms as below;

dxq

E = d1 (X10 - Xl) + UX1 (464)
d
% = dl (XZO - Xz) - UXl (465)
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dxs3

E - _d1X3 + UX]_ - K(X3 — Q. X4) (466)
B = K(xs — axy) — dyxy (4.67)

The dimentionless form of specific growth rate is expressed as,

=202 (-3 9

The definitions of different dimentionless variable are provided in the Table 4-14.

Table 4-14 Definition of dimensionless variables

Variable Definition Variable Definition
X . S*
X1 KsYx/, X2 Ks
S
X2 K_s T t. Umax
Hy Y n
X
3 KSYX/SYH2 L/ Umax
Hy q D
X
4 KsYx/ YH, L/ 1 o
Xo ; D,
X
10 KSYX/S ? Umax
S k;a
X20 =2 K L
Ks Umax
o e HRT
o -
4 I(S\&VSYHZL/X

A steady-state is supposed to be locally stable if the continuous system returns to the suitable steady
state after a sufficiently small, but otherwise, arbitrary perturbation from the steady-state. Stability
analysis of a nonlinear system is performed by examining a system's dynamic behaviour close to
equilibrium. Thus, local stability of a steady-state for the reactor was analyzed by linearizing the
differential equations (4.64 to 4.67) of the system around the steady-state in question and calculating
the eigenvalues of the stability matrix (Jacobian matrix). The stability matrix of the linearized forms of
the differential Equations (4.64 to 4.67) at the steady-state Xis, Xzs, X3s and Xas are as follows:

411 d12 413 dig
dz1 dpzz dz3z dpg
dzp dzz 4dz3z dzg
dg1 Ay Ag3  Ays

A= (4.69)
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The eigenvalues of the matrix A, are the roots of the characteristic equation:
A4+ CA3+CA%2+C3A+C=0 (4.70)

These four eigenvalues can be all real, or one real and a complex conjugated pair with the following
form:

A=n+pi (4.71)

where, n and p are real numbers, and i is imaginary, defined as the square root of —1. If the real parts of
all the eigenvalues are negative, the steady-state is said to be locally asymptotically stable. In case one

or some of the real parts of the eigenvalues are positive, the steady-state is unstable. If p # 0, the system

will display oscillations after a perturbation. Depending on the sign of n, the oscillations may be damped
or exponentially increasing. It is true for the linearized system, and the result is valid for the nonlinear
system [Eqs. (4.64)— (4.67)] if the perturbation is sufficiently small.

4.4.2 Results and discussions

4.4.2.1 Multiplicity and stability analysis

The equations (Equations 4.64—4.67) model the process described in Figure 4.51 and are used to
examine the possibility of occurrence of multiple steady states.

The model (Equations 4.64-4.67), were solved numerically by Runga-Kutta method using the initial
value and particular operating condition, provided in Table 4-15 to obtain a steady-state solution. The
obtained solution was used to examine the stability of the steady-state of bioreactor through bifurcation
analysis. Bifurcation analysis can determine the region of the stable and unstable steady state of the
dynamical system for operating parameters. The behaviour of the bioreactor system is suitably presented
in continuity diagrams (Figures 4-52 to 4-55 and 4-57 to 4-60) demonstrating the progression of the
steady-state solutions of the model with operating parameters. Among the operating parameters, feed
dilution rate (d;) and constant feed substrate concentration (xz0) were selected as bifurcation parameters
in this case. The continuity diagrams are obtained using MATCONT, a numerical bifurcation package
of MATLAB. High accuracy steps in the order of 10® were used to generate the continuity curves.

Table 4-15 Initial conditions and model parameters of equations 4.64 to 4.68

Initial conditions

X1 X2 X3 X4
0.1 6.0 0.0 0.0
Operating parameters Other model parameters

d; d> X10 X20 K a X2 Xa

0.2 0.1 0.1 6.0 0.1 0.01864 13 7.007
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Figures 4-52 to 4-55 show the steady-state dimensionless bacterial cell, substrate and product
concentration in the reactor as functions of the feed dilution rate (di) keeping feed substrate
concentration (Xzo), initial bacterial cell concentration (xio), dilution rate of gaseous effluent (d2) and
overall mass transfer coefficient (K) at constant.

Bacterial cell concentration (dimensionless), x;
w
T

LP
2 b
LP
1+
0 L ' L L .
0.3 0.35 04 0.45 0.5 0.55

Dilution rate of feed stream (dimensionless), d;

Figure 4-52 Steady-state dimensionless cell concentration (x1) in CSTBR as function of feed stream dilution rate
(d1) at x20=6

Substrate concentration (dimensionless), x;
w

0 L . L . .
0.3 0.35 04 0.45 0.5 0.55

Dilution rate of feed stream (dimensionless), dy

Figure 4-53 Steady-state dimensionless substrate concentration (x2) in CSTBR as function of feed stream dilution
rate (di1) at X20=6.
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Figure 4-54 Steady-state dimensionless liquid phase Hz concentration (x3) in CSTBR as functions of feed stream
dilution rate (d1) at X20=6
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Figure 4-55 Steady-state dimensionless gas phase Hz concentration (x4) in CSTBR as functions of the dilution
rate (di) at X20=6
From these figures, it can be observed that the continuation diagram have three branches. Among these
three branches, two branches are the stable-static branch (solid lines), connected by an unstable branch
in the middle, which is demarcated by a dotted line. The points at which the stable changed to unstable
steady states is demarcated as limit points (LP) in these figures. The two stable branches in these figures
are connected to the unstable branch by two limit points (LP) where the feed stream dilution rates are
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d1=0.445 (x1= 2.379, o= 3.72, x3= 1.868, x4= 1.833) and d1=0.440 (x1= 1217, X,=4.833, X3= 0.913, X4=
0.8965) respectively. From the theory of stability analysis, in the region of unstable steady states, at
least one eigenvalues of the characteristic equation of the Jacobian matrix must have a positive real part.
In the present case, 4" eigenvalue becomes positive between d;=0.445 and d;=0.440, which is shown in
Figure 4-56.

0.04r
0.03}
0.02} g
0.01}

iLP \LP

-0.02

Real-part of Eigenvalue (Re-4)
o

-0.03

0.04 . 1 1 )
0.43 0.435 0.44 0.445 04

Feed stream dilution rate (dimensionless), d;

Figure 4-56 Eigenvalues of the stability matrix [Eq. (4.69)] for the steady-state solutions

The multiplicity of steady states occurs between these two limit points. In this region, there exist three
steady-state solutions, and this kind of phenomenon is called hysteresis. If a sudden change in operating
parameters, such as feed substrate concentration (Xz) or dilution rate of gas stream (d2) occurs within
this multiplicity region, irreversible effects on the system in terms of conversion can shift from high
conversion (lower branch) to a low conversion (higher branch).

Bacterial cell concentration (dimensionless), x;

L
8 9 10 11 12 13 14 15
Feed stream substrate concentration (dimensionless), x»¢

0

Figure 4-57 Steady-state dimensionless cell concentration (x1) in CSTBR as functions of feed substrate
concentration(xzo)at di1=0.2
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Figure 4-58 Steady-state dimensionless substrate concentration (xz2) in CSTBR as functions of feed substrate
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Figure 4-59 Steady-state dimensionless liquid phase Hz concentration (xs) in CSTBR as functions of feed

substrate concentration(xzo)at d1=0.2
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Figure 4-60 Steady-state dimensionless gas phase Hz concentration (x4) in CSTBR as functions of feed substrate
concentration(xzo)at d1=0.2

The multiplicity of the steady-state solution of Equations (4.64)—(4.67) were also examined for cultures
operated at a constant dilution rate (d:=0.2) ), initial bacterial cell concentration (xi0), dilution rate of
gaseous effluent (d2) and overall mass transfer coefficient (K) but with varied feed substrate
concentration (Xz0). The results are shown in Figures 4-54 to 4-57. Steady-state behaviour of the bacterial
culture with respect to Xz is quite similar to that concerning the variation of dilution rate (di). In this
case, also, multiplicity was observed in a specific range of feed substrate concentration (X20). The branch
between two limit points (LP) in Figures 4-54 to 4-57 represents a hysteresis loop similar to that in
Figures 4-49 to 4-52. The feed substrate concentration at first limit point was Xz0 =9.572 (1= 0.637, Xo=
9.034, x3= 0.36, x4= 0.353) when the stable, steady-state (lower branch) bifurcated to unstable steady
state. Likewise, at X0 =13.658 (x1= 7.896, X,= 5.862, x3= 5.23, x»= 5.133) the unstable steady-state
transform its nature and the system became stable steady state (upper branch).

4.4.2.2 Effect of operating condition

In order to find out the range of these operating conditions for which the stability of steady-state changes
its nature, the simulation was performed over the multiplicity or hysteresis zone. From the analysis, it
is found that among all operating conditions, dimensionless dilution rate of feed stream (d:) and gas
stream (dz) and dimensionless feed stream substrate concentration (Xzo) influence bioreactor's steady-
state behaviour.
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Figure 4-61 Two parameter continuation diagrams showing the effects of initial substrate concentration (X20) on
the limits of the hysteresis region

Figures 4-58 and 4-59 show the effects of operating conditions on the hysteresis region. Figure 4-58
shows the area of stability relating to operating parameters xzoand di. The two branches are representing
the two limit points for different values of Xz and di. It can be observed that the thickness of the region
between the two branches corresponds to instability. As feed substrate concentration (xzo) increases the
thickness of instability increases. For an instant, at a constant value of d1=0.2, the thickness of instability
with respect to Xz is 4.086 (x20=13.658- X20=9.572), which is presented in Figure 4-58 and can be
observed in Figures 4-54 to 4-57. Furthermore, Figure 4-58 shows (Inset plot) that at a constant value
of X20=6.0, the width of instability with respect to d: is 0.0053 (d; = 0.4453- d; = 0.44) and can be seen
in Figures 4-49 to 4-52. The width of instability for both the cases representing the length of the unstable
branch between two Limit points as presented in Figures 4-49 to 4-57. However, the instability is only
possible if the values of x> 5.65 and d; < 0.467, at which the two branches collapse.
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Figure 4-62 Two parameter continuation diagrams showing the effects of gaseous phase dilution rate (dz2) on the
limits of the hysteresis region.

Similarly, the area of stability relating to operating parameters d; and d; represented in Figure 4-59. Here
also, the two branches are representing the two limit points for different values of di, and d; and the
region between the two branches corresponds to instability. As the dilution rate of the gaseous stream
(d2) increases the thickness of the instability region increases. Moreover, the range of instability
increases with the increase of d,. The region of instability collapse at di = 0.417 and d,=0.0612.
Observed results surmise the nonlinear phenomenon and parametrically sensitive behaviour of CSTBRs
through bifurcation analysis. From this study, it can be stated that the model is capable of predicting the
nonlinear phenomenon for a wide range of reactor kinetics and operating parameters, offering the model
with a good deal of flexibility.
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5 Conclusions

The present research study developed a mathematical model of continuous stirred tank bioreactors used
for bioenergy conversion from biomass. It is expected that the investigation would contribute to
bioreactor design and understanding factors that commonly influence productivity and reactors
reliability. The reaction medium's pH and the partial pressure of gaseous product (H) are considered
influencing factors for bioreactor operation to demonstrate the methodology. Whether it is a liquid or
gaseous biofuel, acid is produced as one of the byproducts of microbial reactions. From this study, it is
obtained that if the byproduct is acid, the pH of the reaction medium becomes acidic, which is not a
favourable condition for microorganisms to growth at a specific limit. In the search for optimum pH
condition for selected microbes, the experiments were conducted to find out the optimum pH and the
other growth associated constants that characterize microbial growth. On the other hand, it is also
observed that, if the main product of a bioprocess is a gas, then the pressure exerted by gaseous products
inhibits the microbial reaction directly or indirectly. A series of experiments are conducted to investigate
the effect of hydrogen concentration on microbial growth and hydrogen production rate. The
methodology developed in this research is generic and can be implemented to find out other growth
influencing parameters. A suitable bioreactor model can be established after finding out the objective
variables that needed to be controlled.

The mathematical models for continuous stirred tank bioreactor (CSTBR) coupled with microbial
growth reflecting influencing parameters are developed. Using the model, sensitivity analysis
determines the parameter space of input variables for which the objective output variable will be
uncontrollable. Multiplicity analysis can derive a dimensionless multiplicity criterion, to indicate a set
of values of input parameters corresponding to multiple steady states. Furthermore, stability analysis
was performed to demonstrate the dynamics of CSTBR model comprising steady-state multiplicity and
hysteresis by using elementary principle bifurcation theory. A particular range of operating conditions
where the non-washout steady-state solution is possible needed to be determined from this study. This
methodology of finding out stability is suitable for predicting stable reactor operation in terms of the
input variables.

Based on the research conducted in this thesis, the following specific conclusions are made.

5.1 Microbial growth kinetics

e It is established that microorganisms are the leading member of the bioreactor system, and it is
essential to accrue information on microbial growth mechanisms and how the microbial activity is
affected by the microenvironment of the growth medium. The experimental studies with two types
of bacteria, pediococcus acidilactic and lactobacillus casei confirmed that for lactic acid type
bacteria, the optimum value of pH for maximum microbial growth is at 6.7 - 6.75.

e However, the study found that despite the optimum pH value being similar for the two bacterias of
the same type, the values of other kinetic parameters may be different for each strain of bacteria.
Therefore, kinetic parameters defining the growth of certain bacteria should be determined prior to
use the mathematical model for predicting control parameters for a reactor. These kinetic parameters
can be determined by incorporating the influence of pH on microbial growth rate in the classical
growth models such as the Monod model.
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Growth inhibition caused by hydrogen was examined through the acidogenesis of glucose by a
bacterium, clostridium acetobutylicum. From the experiment, it was observed that hydrogen is an
acute inhibitor if allowed to accumulate in reactor headspace. Initially, from 10% to 30% (v/v)
hydrogen concentration, the microbial growth decreases linearly. As more hydrogen-filled the
headspace, microbial activity was inhibited exponentially, particularly after 30% (v/v); the
microbial growth critically affects the hydrogen production rate. When 50% of the reactor headspace
was occupied by hydrogen, an extended lag phase in microbial growth observed and a much lower
microbial growth and hydrogen production rate was also noticed. After 61.5% (v/v) of hydrogen
accumulated in the reactor, no microbial growth was recorded, and thus the production of hydrogen
ceased. Therefore, for optimal continuous production, the removal rate must be controlled in such a
way that the reactor headspace does not accumulate gaseous produce more than 30% (v/v).

Results also found that maximum specific growth rate (Umax), Substrate saturation constant (ks), the
critical concentration of hydrogen when microbial growth ceases (Hz) and degree of inhibition are
0.976 h™%, 0.63 £ 0.01 g/L, 24.74 mM, and 0.4786, respectively.

These results may be extended to similar bioenergy industries producing such as biobutanol where
these kinds of phenomenon occur and employed for reactor safety and adaptation of control
strategies

5.2 Mathematical modelling and stability analysis

Unstructured mathematical models were developed using the fundamental knowledge about
microbial and the related kinetic parameters. The steady-state stability analysis can provide the
information on the favourable and avoidable condition for CSTBR operation, which can be
incorporated in control strategies of reactors.

The influences of process variables in a continuous stirred tank bioreactor (CSTBR) and how these
parameters influence the stable bioreactor operation for biological hydrogen production are
investigated in case study 4 using elementary principles bifurcation theory. The stability analysis
was performed to demonstrate the dynamics of CSTBR model comprising steady-state multiplicity
and hysteresis.

The results establish that among all operating conditions, d1, d2, and xzo influence bioreactor's steady-
state behaviour. In a particular range of d; (a dimensionless form of dilution rate of feed stream),
from 0.44 to 0.4453, the CSTBR operation becomes unstable as it comes across multiple steady
states condition. On the other hand, CSTBR enters to instability due to another essential operating
parameter X (a dimensionless form of feed substrate concentration) when the operating region of
Xa0 is 9.5717 to 13.658 steady-states of CSTBR system bifurcated to multiple steady states. The
results also provide information on the limit of the hysteresis region in terms of operating variable
that must be avoided for stable reactor operation.

The developed kinetic model in case 3 is useful to determine the influences of products on bacterial
growth and product formation rate for mesophilic bacteria. In the case of hydrogen-producing
bacteria, other by-products, which form during metabolism are volatile fatty acid and influences the
system pH and metabolic pathway. Therefore, the kinetic model should consider these factors along
with the product inhibition. Stability analysis of steady states was analyzed in case 4 of a CSTBR
used for biohydrogen production

5.3 Parametric sensitivity analysis

It was observed that the system is parametrically sensitive to both regions of multiplicity and
uniqueness of steady states. The theoretical trends of parametric sensitivity variables are also in
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agreement with experimental findings. Since the overall system is parametrically sensitive for
almost all input variables, namely D, D; and Sy, it is suggested to run the reactor in fed-batch mode
with periodic adjustment of pH rather than control of system pH with a continuous base stream.

e The sensitivity analysis also examined a generalized criterion of parametric sensitivity through
Normalized objective sensitivity. A generalized criterion of sensitivity, i.e., a precise domain of
input parameters at which the CSTBR becomes sensitive can be determined from such analysis.

e pH was chosen as the objective function in the current study, for determining the generalized
criteria. The sensitivity analysis was performed taking as a function of three dimensionless input
variables, 0, R and pHo. The sensitive region for CSTBR operation was determined in terms of
sensitivity function, S(y*,¢i) with respect to three selected input parameters. From the investigation,
the identified sensitive zone of input parameters is; from 0.095 to 0.295 for 0, from 0 to 0.865 for
R and from 4.42 to 4.765 for pHo. On the other hand, the critical values of input parameters 6, R
and pHo are 0.0195, 0.48 and 4.6, respectively.

e This investigation concludes, the approach implemented in the present study for defining a
generalized criterion to find out a parametrically sensitive regime can be implemented for any other
operating parameters, such as temperature, the concentration of metabolites and other by-products.
Thus, in order to predict CSTBR performance and to develop control systems for the bio or
biochemical processes, this mathematical model can be used as a design tool. The model can
perform the stability analysis of a CSBTR and obtain parametric sensitivity regions of the process.
Such guantitative analysis of CSTBRs will benefit in the selection of strategies for safe, controlled
and economical utilization of CSTBRs.

5.4 General conclusions

e In order to design a continuous type of bioreactor, the maximum specific growth rate (Jmax)
provides the guideline regarding the flow rate of the feed stream to restrict the washout condition.
Knowledge of substrate saturation constant Ks values is required for modelling continuous cultures
where Ks largely determines the steady-state concentration of unused growth rate-limiting nutrient.
The value of Ks is an essential factor in the efficiency of conversion of substrate to biomass.

¢ In the field of bioenergy conversion, the information obtained from the present research study can
contribute to the design and optimization of bioreactors such as bioethanol, and biomethanol
production from biowaste. The methodology used here can also be implemented to find out
additional growth influencing parameters such as temperature. The methods of parametric
sensitivity and multiplicity analysis are useful in evaluating the design and control aspects of the
bioreactors.

5.5 Recommendations for further work

The study identified some pathways for further work. There are more output variables other than pH
and partial pressure need to be controlled for designing a continuous stirred tank bioreactors. These are
temperature, the concentration of byproducts. The influence of the parameters on the microbial growth
rate recommended studying further for designing a bioreactor through suitable kinetic modelling. In this
research study influence of pH was investigated for lactic acid bacteria to get a general overview for pH
influence of microbial growth rate. There are other kinds of bacterial such as thermophilic,
hyperthermophile and mesophilic or anaerobic and aerobic used in industrial bioprocesses for bioenergy
conversion. Therefore, it is recommended to compare the methods used in the present study for this
type of bacteria. In the case of biohydrogen production, there are other metabolites such as volatile fatty
acids (VFA) produce along with the hydrogen. These acids can alter the system pH, which can be
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unfavourable for microorganisms and shift the metabolic pathway of microbial reactions. So, the
influence of the concentration of VFA and adopt a kinetic model is recommended to study further. The
validation of the model-predicted data with the experimental study where the model shows the critical
value of input parameters for which the CSTBR becomes sensitive. The interaction between input
parameters or the points corresponding to the limits of the region of instability is recommended to be
investigated. Moreover, the impact of model kinetic parameters on system stability is the scope where
further work is suggested.
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Abstract

BACKGROUND: A continuous stirred tank bioreactor (CSTBR) represents an open dynamic system with high probability to show
nonlinear behavior such as parametric sensitivity and multiplicity of steady state. A priori determination of this behavior is
needed to decide on the strategy of reactor operation.

RESULTS: The growth of a lactic acid bacterium, namely, Pediococcus acidilactici in a 2 L CSTBR is used to demonstrate the
existence of parametric sensitivity of pH and the multiplicity of steady state in the system. A mathematical model has been
developed and a dimensionless multiplicity criterion, @, has been derived to indicate the set of values of input parameters
corresponding to multiple steady states. Experiments have been conducted to study parametric sensitivity of pH with respect to
input variables, namely, dilution rates and concentrations of nutrient and alkali stream for pH control in the regions of multiple
and unique steady states. The CSTBR exhibited parametric sensitivity of pH over the entire region of operation under study. The
experimental trends of parametric sensitivity of pH are also in agreement with those of theoretical parametric sensitivity of pH.

CONCLUSION: The nonlinear behavior of a CSTBR has been thoroughly portrayed in this article. The present study will add to
the knowledge of control and operational strategies of CSTBRs.
© 2015 Society of Chemical Industry

Supporting information may be found in the online version of this article.
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NOTATION @ vector

A, B, C  constant used in Equation (2) Di ionl abl

D dilution rate of substrate feed stream (h™") 'me';:s'o" ess va"a‘ s . .

D, dilution rate of base stream (h-) X = m concentration of microorganism

J Jacobian matrix =2 substrate concentration

K, equilibrium dissociation constant for lactic acid SgMa )

K, substrate saturation constant (g L") = Sk, product concentration

M, molecular weight of lactic acid (g mol™") [ = %M concentration of sodium lactate

M, molecular weight of sodium hydroxide (NaOH) (g mol~") s:ﬁﬂb )

M, molecular weight of sodium lactate acid (g mol™") R= Y, Concentration of base (NaOH)

p product concentration (mol L™') 8= g specific growth rate of microorganisms

Sa concentration of sodium lactate (mol L)

Sp concentration of base (NaOH) (mol L™") L
5 substrate concentration (g L™') * Correspondence to: Ranjana Chowdhury, Professor, Department of Chemical
So initial substrate concentration (g L") Engineering, Jadavpur University, India. E-mail: ranjana.juchem@gmail.com
S““ S_en5|tIV|ty function a Department of Chemical Engineering, Jadavpur University, Kolkata 700032,
t time (h) India

X concentration of microorganism (g L™

Yys yield coefficient of biomags,s to sul(}gstrat)e (g™ b Departmenr_of(hemica! Engineering, Heritage Institute of Technology, Kolkata
Yo yield coefficient of product to biomass (g g™") 700107, india

Yp,'S yield coefficient of product to substrate (g g") ¢ Department of Technology, Narvik University College, Lodve Langes gt. 2, PO.
7 speciﬁc growth rate (h™") Box 385, 8505 Narvik, Norway
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8 = %1 dilution rate of base stream

m= %” maximum specific growth rate

n= ? substrate saturation constant
0

T=tD time

Subscripts

max maximum

opt optimum

app apparent

INTRODUCTION

Industrially significant bioprocesses are complex and are sensitive
to disturbances in process parameters. Previous investigators have
shown that sensitivities of bioreactors are dependent on operating
conditions.! ~® This is particularly true for continuous stirred tank
bioreactors (CSTBRs) which are actually open dynamic systems. In
spite of this fact, CSTBRs are the most extensively used reactors
for continuous production of products in large quantities due to
their high flexibility. Due to open dynamics and nonlinear nature
of growth kinetics of microbes, CSTBRs are susceptible to multi-
plicity of steady states and parametric sensitivity. Although studies
on multiplicity and parametric sensitivity of non-isothermal and
non-adiabatic CSTRs™'® are well advanced and it is now possible
to predict a priorithe criteria of runaway condition of conventional
chemical reactors, more research studies are required for bioreac-
tors, CSTBRs in particular.

The slow progress of research on revealing non-linear dynam-
ics of bioreactors may be mainly due to the fact that the mech-
anisms behind the growth of microerganisms and generation of
metabolic products, and their correlation with conditions of oper-
ating variables are not well understood in many cases. It is well
known that one of the most important output variables in biore-
actors is the system pH. When a product generated in the reactor
is either an acid or a base, it alters the pH. Parametrically sensitive
behavior of pH, i.e. a large change in pH in response to a small per-
turbation in one or more of the input variables is likely to occur.
In a CSTBR, pH is usually controlled by the streams of either base
oracid. Analogous to thermal runaway in an excthermic reaction,
pH may become extremely sensitive and uncentrollable, Since the
pH-sensitive microorganisms cease to grow beyond a particular
range of pH the CSTBR becomes vulnerable to destabilize and this
may be termed a pH runaway condition of bioreactors.

In the literature, a few pioneering research studies have been
reported on sensitivity analysis of product yields in enzymatic
and microbial CSTBRs.'*2° Comparatively more studies have been
focused on multiplicity of steady states in CSTBRs and batch type
stirred tank reactors.>?"*? These studies are mainly concerned
with the occurrence of multiplicity of steady states with respect
to product generation in CSTBRs and other bioreactors. How-
ever, from the literature review it is clear that information on the
parametric sensitivity of pH in bioreactors is scarce. Dutta et al.”'
analyzed the parametric sensitivity of pH in batch reactors using
phenol degrading bacteria by applying generalized sensitivity cri-
terion proposed by Mobidelli and Verma.'>'5% However, effort
should also be made to investigate the parametric sensitivity of
pH in CSTBRs. During studies on nth order irreversible exothermic
reactions in a non-adiabatic CSTR, Chemburkar et al** showed that
there exists a distinct relationship between parametric sensitivity
of temperature and multiplicity of steady states. However, no such
article dealing simultaneously with both parametric sensitivity of

pH and multiplicity of steady states in CSTERs is currently available.
Since a priori determination of both phenomena, i.e. parametric
sensitivity and multiplicity may save the CSTBRs from ‘out of con-
trol situations’, such studies are also required for bioreactors. The
experimental verifications of parametric sensitivity in both multi-
ple and unique steady regions is also lacking for CSTBRs. Contin-
uous stirred tank bioreactors using lactic acid bacteria (LAB) may
serve as an important and interesting system from the perspec-
tive of studies on parametric sensitivity of pH and multiplicity of
steady states. There is an antagonistic relationship between the
generation of lactic acid and growth of LABs. The growth rates of
many LABs decrease as pH is lowered due to formation of lactic
acid. Since LAB cultures are gaining increased popularity for their
probiotic nature {i.e. antimicrobial activity against pathogen), it is
essential to have expert knowledge on pH sensitivity as well as on
the presence of multiplicity of steady states in CSTBRs using LABs.

Motivated by the research gap discussed above, the present arti-
cle intends to study the parametric sensitivity of system pH and
multiplicity of steady states of a CSTBR meant for the production
of the anti-pathogenic bacteriocin called pediocin from the LAB,
Pediococcus acidilactici. The present work has three objectives: one
is to derive a simple dimensionless steady state multiplicity crite-
rion for the CSTBR following the technique adopted by Kauschus
et al** in connection with adiabatic CSTR operation. This requires
fundamental knowledge on the kinetic parameters of microbial
growth including their dependence cn pH and subsequent devel-
opment of an unstructured mathematical model using dimension-
less variables. The criterion should be able to identify the set of
values of input variables which lead to multiple steady states. The
second objective of the paper is to derive an expression for the-
oretical sensitivity functions of pH with respect to different input
variables, namely dilution rates of nutrient and base streams and
concentrations of substrate and base stream for pH control. The
third objective of the study is to conduct experiments to study
the parametric sensitivity for sets of input parameters belonging
tothe regimes of multiple and unique steady states as determined
using multiplicity criterion. The experimental and simulated tran-
sient behaviors of pH are also analyzed and compared to verify the
existence of parametric sensitivity under both multiple and unicque
steady state conditions. Studies of this kind have never been con-
ducted for LABs and it is expected that the knowledge-base gained
through the holistic approach of a study incorperating both para-
metric sensitivity and multiplicity of steady states will aid in the
selection of strategies for safe, controlled and econemic utilization
of CSTBRs using LABs.

MATERIALS AND METHODS
Materials
The following materials were used for the present investigation:

Microorganism
Pediococcus acidilactici (NCIM-2292) were procured from NCIM,
Pune, India.

Chemicals

Beef extract, peptone, yeast extract, Tween 80, di-potassium
hydrogen phosphate, sodium acetate, tri-ammonium citrate,
manganese sulphate, magnesium sulphate, glucose, 3,5-dinitro
salicylic acid, sodium hydroxide and sodium potassium tartrate
were procured from Merck Specialities Private Limited, India.
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Table 1. MRS composition in 100 mL solution Table 2. Values of kinetic parameters
Components Amount (¢) Kinetic parameter Value
Peptone 1.0 Henacopt 1) 1.0775
Beef extract 0.8 KsgL™) 45017
Yeast extract 0.4 Yys(gg™ 0.1
Glucose 2.0 Yoxlag™ 0.065
Sodium acetate trihydrate 0.5 Ypfs g™ 0.00&65
Polysorbate 80 (also known as Tween 80) 0.1 A —3.76195
Dipotassium hydrogen phosphate 0.2 B 14368
Triammonium citrate 0.2 C —0.10835
Magnesium sulfate heptahydrate 0.02
Manganese sulfate tetrahydrate 0.005
1.05

Equipments 0.95 1

ABOD incubator shaker (G. B. Enterprises, Kolkata, India), autoclave 0.851

(G. B. Enterprises, Kolkata, India), centrifuge (Plasto Craft Indus- 0.75

tries Pvt. Ltd, India), fermenter (B. Braun Biotech International), -~

peristaltic pump (Enertech electronics Pvt. Ltd, india), UV-visible 0.65

spectrophotometer (Varian. India), Shimadzu Corporaticn Reverse g 0.55

Phase HPLC (Model no: CBM-Ro A) and pH meter (Sartorious, ™ ki

PB-11) were used. E. 0.45 1

Methods 0351

Batch mode experiments 0.254

The bacterial strain was maintained in de Man, Rogosa and Sharpe 0.15-

(MRS) medium. The composition of MRS medium is provided

in Table 1. The growth kinetics of Pediococcus acidilactici were 0.05 T T

determined by conducting batch experiments in Erlenmeyer flasks 33 S5 1.3

using 50 mL medified MRS {(MMRS) medium. The temperature was Initial l)H

maintained at the optimum value of 37°C. Initial pH was varied
in the range 4.0-8.0. At each initial pH experiments were con-
ducted by varying initial glucose concentration of MMRS medium
in therange 5.0-30.0 g L™". The concentrations of all components
other than glucose in MMRS medium were always same as those
of the MRS medium. At each initial substrate concentration the
microbial growth pattern was studied for 24 h. Samples were with-
drawn at 2 h intervals during incubation. The biomass concentra-
tion of each sample was determined using a spectrophotometric
method?® and glucose concentration was determined using the
DNS method.”” Each sample was centrifuged at 10000 rpm and the
supernatant was analyzed for lactic acid using HPLC.

Determination of growth kinetics

The growth kinetics of Pediococcus acidilactici were determined
using a classical Monod type growth model. The kinetic parame-
ters of the Monod model were determined using the initial specific
growth rate at each initial glucose concentration obtained at each
initial pH (pH=4, 5, 6, 7, 8). The Monod equation is as follows:

Hrmax

S
=

T K +S M

By making double reciprocal plots of x versus $ (not shown), the
values of g .. and K, at each pH were determined. From analysis
of the results, it appears that although K, remains constant for all
pH, the value of 4, varies with pH and is maximum at pH=26.7.
This may be considered the optimum pH.The values of ,.....,..., and
K, are provided in Table 2.The values of normalized 4, i.e. s .
are plotted in Fig. 1 as a function of initial pH and a second-order

Figure 1. Variation of normalized s, y with initial pH.

correlation was obtained as follows:

Homen = A+ BpH + CpH? 2)
where u
st = ¥

therefore, Equation (1) reduces to

(A+BpH +CpH} S
K +5

_ Henax,opt

=

@)

The correlation is similar to that obtained by Lallai etal?® and
Datta et al.”! The values of A, B and C are also provided in Table 2.

Reactor setup

Experiments were conducted in a 2 L B. Braun bioreactor. The
volume of the growth medium in the bioreactor was kept at 1L,
initial pH was kept at the optimum value of 6.7 and the system
temperature was maintained constant at 37°C. Using a peristaltic
pump, the bicreactor was fed continuously with sterile modified
MRS (MMRS) medium. An alkaline (NaOH) stream was fed to the
reactor continuously to maintain the optimum pH. The flow-sheet
of the reactor set up is shown in Fig. 2. Based on the multiplicity
criterion defined in the theoretical analysis section, the flow rate
and glucose concentration of the MMRS feed stream and the inlet
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PUMP 1 @

TANK 1

TANK 2

PUMP 3

|—)I’ANK3

TANK 1: Feed tank, TANK 2: Base dosing tank, TANK 3: Effluent tank, FI: Rotameter, PHI: pH

Figure 2. Experimental set up.

flow rate and strength of the alkaline stream were selected, so that
sensitivity may be analyzed in the regions showing uniqueness
and multiplicity of steady state. Bicreactor samples were analyzed
for biomass concentration and lactic acid. The pH was recorded
continuously.

MATHEMATICAL ANALYSIS

Reactions

The biochemical reaction occurring in the system may be repre-
sented as follows:

X + Glucose — nX + CH,CH{OH)COOH (Lactic acid)

+ Pediocin (5)

The desired preduct is pediocin and its formation is influenced
by the system pH.?* To control pH, NaOH was fed to the system.
The acid-base neutralization reaction may be written as follows,

CH,CH(OH) COCH + NaOH — CH,CH(OH)COONa + H,C
(6)
The pH is correlated with the concentrations of salt and lac-
tic acid according to the Henderson-Hasselbalch equation?”
as follows

SA
pH=pK, +log > )

where K =equilibrium dissociation constant for lactic acid, s,
and p are molar concentrations of sodium lactate and lactic acid,
respectively.

Mathematical model

The continuous bioreactor set-up is represented schematically in
Fig. 3. The mathematical model for the CSTBR was developed using
the following assumptions:

1. The bioreactor is stirred uniformly, i.e. concentration within the
reactor is spatially uniform.
2. Temperature effect of the reaction is negligible.

Nutrient

=34

Product

O

\. S/
Continuous Stirred Tank Bioreactor (CSTBR)

Figure 3. Schematic diagram of the CSTBR.

The differential mass and mole balance equations for different
components, namely biomass, substrate, lactic acid and sodium
lactate are as follows:

Mass balance equations:

Biomass:
dax
— ={u-D-D))X 8
=l ) ®)
Substrate:
ds 1
— =D{5,-8) -D,§— —uX 9
o = D% =31 =D Vi ©
Mole balance equations:
Lactic acid:
dp Yp/XyX
-=- -D (sb+p) (10

a
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Sodium lactate:

ds
d—::Dw (s, — 54) — Dsy an
pH dynamics:

Differentiating Equation (7), with respect to time,

@_1‘1% 1 dp

dt ~ s, dt pat
The values of K, Yy, Y. are provided in Table 2.
Since bacteriocin is a growth related product,’®! influence of
the sensitivity of pH towards formation of bacteriocin is expected
to be similar to that of biomass. For simplicity of the model, mass
balance of bactericcin has been excluded from the mathematical
analysis.

(12)

Generalized criterion for multiplicity
In dimensionless form, the system Equations (8) to (12) may be
written as follows:

dx
E=(9—91—1)X (13)
d)
—y=(1—y)—|9x—91y (14)
dr
dz ( M, )
—=-z4+6x-0 R+z (15)
dr "\ MY,
dt M,
E_(ER_L)H1_L (16)
dpH  1dl 1dz
— e —— . —— 17
dr Ldr zdr (7)
and my
= H (18)
n+y
where
=X oS M p M M pp kg =
x= SOYX/S,y 5o z= SOYDE’R_ bsﬂb!L_ Aso ir=th8 = D'HW -
o ., K
Fl’m_T’n_sg
and
H=A + BpH + CpH* {(19)

At steady-state, the left-hand sides of Equations (13)-(17)
become zere. After further mathematical operations the following
condition with respect to pH is obtained:

pH

| H H) = — 20
n (o + fpH +ypH?) = -5 (20)
where

a=(M+n(1+mMA)-pm)f—ﬂ, ﬂ:(anB):j—" and y =
(anC);‘—ﬂ

Details of the mathematical operations are provided in the
Supplementary material, Equation (20) may be represented in the
following form:

pH

fipHoa, foy)=In{w+ fpH + ypH*) + ——

= 21
2.303 @

The multiplicity of sclutions of the transcendental Equation
(21) is dependent only on the values of , £ and y. The number

of solution is obtained as the number of intersecting points of
function f (pH « # and y) with the abscissa of pH-f system of
coordinate. This may be obtained by setting

of _ 0 22
opH

This leads to the following roots

4,606y +
pr,Z=—V’B(—1¢\/1—m) (23)
2y
where 4y(2.303
o= 223030+ @) (24)

(4.606y + ¥

For higher value of w (>1), the radicand in Equation (24) is
negative. Using the same principles, as cited by Kauschus et al,,*
one steady-state at the most is obtainable for w > 1 and more
than one steady states are possible for w < 1. Therefore, it is
understandable that the nature of steady states is extremely
influenced by w and hence the values of @, f and y.

Theoretical parametric sensitivity analysis
The parametric sensitivity analysis is done on the basis of the
differential Equations (8)-(12).

The generalized form of the model equations is as follows:

ﬂ=F(X,v,¢)

dx @3)

where, y is a vector of dependent variables. In the present inves-
tigation 'y’ may be concentrations of biomass, substrate, product
and salt, x is an independent variable namely time, and ¢ repre-
sents the vector of input parameters of the system.

The first order local sensitivity or simply local sensitivity with
respect to vector ¢ is given by,

dy, (t.4))

S = T (26)
i

j=any output variable

f=any input vector

By differentiating Equation (26), the following equation, is

obtained
&, i)
dt # Ap;

(27)

where J is the Jacobian matrix of the system. The initial condi-
tions for the above Equation (27)is, s ,; =0 at t =0. For the CSTBR
under consideration,

n=Xy,=5 y.=p y,=5, Ys=pH ¢ =D, $;=D;, ¢;=5,
$s=5, F,=dX/dt, F,=dS/dt, F,=dp/dt, F,=ds;/dt and
F, =dpH/dt

The dynamic equations for the parametric sensitivity in a CSTBR
for any variable y; becomes,

d @Fj c)Fj 0Fj QFJ 0Fj
S bo)= S| oy o g0 95

O Og; O I; 9, @)
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Equation (28) may be written with respect to D as follows:

d dX] _ | 9F; oF, oF, oF, oF, dxX ds dp dsA@ T
dDdD dD dD dD

dt ldD] ~ [ ax as ap as,

L [
oD
OF, OF, OF, oF, aF, | [dx ds dp ds, dpH

)
= [WE%E@—H] [dDdD D doﬁ]

aF,
+[]

aF, OF, OF, OF, OF, } [dX ds dp ds, de] T

29

]

(30

i[d_PF

dt |dD aX 35 op s, opH| |dDdDdD dD dD
oF, o)
*1%D
d [ds,] [9F, OF. oF, oF, 0F, ] [dx ds dp ds, dpH]
di |dD| ~ |ox @S op as, dpH| |dDdDdD db dD
|2 32)
aD
d [dpH| _ [9F; OF, OF, OF, oF, | [dx ds dp ds, dpH]|’
di | dD | ~ |2X 35 op 0s, 0pH| |dDdDdD dD dD

aF; 13
The overall set of dynamic equations for the parametric sensitiv-
ities of different output variables with respect to all input variables
are provided in the Supplementary material.
All symbols used in the theoretical analysis are described in the
section Notation.

RESULTS AND DISCUSSION

Sensitivity of pH through theoretical analysis

Time-trajectories of sensitivity of system pH with respect to input
variables D, D, §, and s, are plotted in Fig. 4. From analysis of
the figure, it is clear that D, D, and s, are the most influencial
input variables with respect to pH sensitivity. This may be due
to the fact that D, the dilution rate, affects the concentration of
lactic acid being generated by the biochemical reaction from the
hydrodynamic point of view and D, and s, regulate the rate of
neutralization of the acid. On the other hand §; plays a passive role
regarding pH sensitivity because yield coefficient (¥ ) for lactic
acid with respect to substrate, glucose, is only 0.0065 g g, as

SDasetal.
Table 3. Initial conditions for experiments on parametric sensitivity
Initial biomass concentration (g L") 0.004
Initial substrate concentration {g L") 10.0
Initial pH of system 6.7
Initial lactic acid concentration (mmol L=1) 0.001
Initial concentration of sodium lactate (mmol L) 0.008

reported in Table 2. Thus the input variables D, D, and s, were
chosen for further experimental studies on parametric sensitivity.

Critical multiplicity criterion and decision on experimental
conditions

From the definition of multiplicity criterion (w) described in the
Mathematical analysis section, the critical value of @ is unity and
unique states will occur if w > 1 and otherwise, multiple steady
states will be encountered. Based on this concept, the following
conditionsfor conduction of experiments on parametric sensitivity
of pH are reported in Table 3 with respect to D, D, and s,.

Experiments on parametric sensitivity

Effects of different parameters, namely D, D, and s, on parametric
sensitivity were studied by conducting experiments using the
operating parameters satisfying either multiplicity or uniqueness
criteria, as indicated in Table 3. Initial conditions for all experiments

350

— ol — doHdD;

HdS — dollss

300

Sensitivity variable, Sy;

-100 -

-150 4

-200

time (h)

Figure 4.Time trajectories of sensitivity variables, S ,;

Table 4. Summary of the results obtained from the present study
Mutiplicity s, =0.008 mol L™ D=01h" D, =0.007 h™' to D, =0.008 h™"
Dy =0.008 h™' D=0.1h"" s, = 0.007 to 0.008 mol L~!
D, =0.008 h™' 5, =0.008 mol L~ D=01h"toD=0.12h"
Uniqueness 5, =0.002M D=0.1h"" D, =0.06h7" to D; =0.065 h™!
D, =0.06h7" D=0.1h"" 5, = 0.002 to 0.003mol L~
D, =0.06h7" 5, =0.002 mol L~ D=008h""toD=0.1h"
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7.5

=—=D=0.12 Ik'! (theoretical)

73 - ~#-D=0.1k" (theoretical)
D=0.121k! (experimental)

4+ D=0.1h" (experimental)

7.1

A

6.9 -

6.7

pH

5.7 \ \ , ‘
0 1o 20 30 40 50

time (h)

Figure 5. Simulated (lines) and experimental (points) time histories of pH
in the region of multiplicity with D as a parameter.

in the CSTBR are provided in Table 4. The concentration of glucose
in the inlet MMRS medium was maintained at 10g L™".

Numerical simulation

Model Equations (8)-(12) were solved simultaneously using
ODE23 of MATLAB-7 2010a for the conditions of input variables,
either corresponding to unique or multiple steady state regions.
During the solution of Equation (12), very small values of ini-
tial concentration of salt (s, =0.001 mmol L= and lactic acid
(P=0.001 mmol L™") were used, to avoid a ‘division by zero’
situation.

Effect of D on sensitivity of system pH

The reactor was first operated with D=0.1 h~', D, =0.008 h~' and
5, =0.008 mol L~=". The system pH was recorded with a pH meter.
The simulated and experimental patterns of transient behavior of
pH under this condition are shown in Fig. 5. It is observed that
pH shows oscillatory behavior and never stabilizes. After 50 h, pH
reached 7.23. Keeping the values of D; and s, unaltered another
experiment was conducted setting D=0.12 h~'. From Fig. 5, it is
evident that although the transient fluctuates for up to 12 h, it
ultimately reaches a steady value of pH=26.1. After the reaction
time of 50 h, the final pH reached 5.97. Therefore, it is clear that the
system shows parametric sensitivity, as is evident from the drastic
change in behavior of pH for a very small (16.6%) alteration in
dilution rate in the multiplicity region. The inset of Fig. 5 shows
oscillatory behavior at D=0.105 h~'. Figure 6 shows simulated
and experimental trends of time trajectories of pH at fixed values
of D, =006 h™' and 5,=0.002 mol L' and two values of D=0.1
h™" and 0.08 h™', judiciously selected in the region of unique
steady state. From the figure, it is evident that for D=0.1 h™',
pH monotonically increases to 9.7 at 15 h. When the value of D
was altered to 0.08 h™', the same monaotonic rise was observed,
with pH=38.8 at 15 h. Therefore, it may be inferred that in the
unique steady states regime, there is an overshoot in pH. The
experiments could not be run beyond 15 h due to this abnormal
overshoot in pH value. The occurrence of parametric sensitivity
may be nullified if operating time is restricted to 13 h. However,

10.0

—D=008k" (simulated)

95 ——D=0.1K" (simulated)
D=0.08l" (experimental)

A D=0.1K! (experimental)

9.0

8.5-

pH

8.0

75

7.0

6.5 T T T
0 S 10 15 20

time (h)

Figure 6. Simulated (lines) and experimental (points) time histories of pH
in the region of uniqueness with D as a parameter.

74

~+~D,; =0.0045K" (simulated) ¢

~8-D; =0.0055k! (simulated)
D,=0.0045k" (experimental)

+ D,=0.0055 ! (experimental)

721

7.0 -

68

]
2
66
64
62 P — . "
6.0 - N T T T T
0 10 20 30 40 50
time (h)

Figure 7. Simulated (lines) and experimental (points) time histories of pH
in the region of multiplicity with D, as a parameter.

over the period from 13-15 h, the system may be considered to
show parametric sensitivity of pH with respect to D. Overall, the
system may be considered to be moderately pH sensitive with
respect to Din the region of unique steady states. The agreement
between the simulated and experimental values is satisfactory in
both the regions of multiplicity and uniqueness.

Effect of D, on sensitivity of system pH

Figure 7 shows the simulated and experimental time histories of
pH when D, =0.0045 h' is set at 2=0.1 h~' and s, =0.008 mol
L~". From the plot, it is clear that pH shows initial fluctuation
and ultimately stabilizes at a steady state value of 6.18 after 12
h. Thereafter, pH remains almost constant (pH=286.15) up to 48
h. Next the value of D, was changed to 0.0055 h™' keeping
D and s, unaltered. The time trajectory of pH reveals that it
always fluctuates and at 48 h it reaches a value of 7.3, much
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Figure 8. Simulated (lines) and experimental (points) time histories of pH
in the region of uniqueness with D, as a parameter.

different from that obtained with D, =0.0045 h™'. Absolutely
different patterns of pH behaviour for slight variations of D, from
0.0045 h™" to 0.0055 h™', particularly beyond 12 h, suggests
that parametric sensitivity of pH with respect to D, exists in the
region of multiplicity. On the other hand, time-trajectories of pH
shown in Fig. 8 exhibit monotonically increasing pattern at both
D, =0.06h"" and 0.065 h™" at fixed values of s, =0.002 mol L™’
and D=0.1h"" inthe region of unique steady states. Over 15 h pH
reaches 9.7 and 10.5, respectively, for D, =0.06 h~' and 0.065 h™'.
Thus the parametric sensitivity with respect to D, is moderately
present in the unique steady state region. Even in this case, the
experiments could only be run up to 15 h due the problem of
pH overshoot. The analysis of Figs 6 and 7 reveals that simulated
predictions agree well with experimental results.

Effect of s, on sensitivity of system pH

In Fig. 9, the time trajectories of pH, simulated using model
Equations (8)-(12) are plotted along with their experimental
counterparts for s, =0.007 mol L™ and s,=0.008 mol L~! and
D, =0.008 h™" and D=0.01 h™". As is evident from Table 4, both
sets of operating parameters fall under the region of multiple
steady states. For 5,=0.007 mol L™ the pH trajectory passes
through a fluctuating phase up to 12 h after which steady state
is attained and pH remains almost constant at 6.18 to 6.15 up to
48 h. When the value of s, is slightly altered to 0.008 mol L™,
keeping other parameters constant, pH shows fluctuating behav-
ior throughout the operating period up to 48 h. The value of pH
at 48 h is 7.3. Since the pH dynamics is completely altered by a
very small change in s,, the system appears to exhibit strong para-
metric sensitivity with respect to s, in the region of multiplicity.
In Fig. 10 time-trajectories of pH are plotted using simulated and
experimental data for two sets of operating parameters s, = 0.002
mol L' and s,=0.003mol L™ and D, =0.06 h™", D=0.1 h " inthe
region of unique steady state. The trends in the plots clearly indi-
cate that pH increases monotonically to 8 and 10.5, respectively,
over 15 h when s, is set at 0.002 mol L™" and 0.003 mol L. Thus
the parametric sensitivity of pH with respect to s, is present even
in the unique steady state region.

time (h)

Figure 9. Simulated (lines) and experimental {(points) time histories of pH
in the region of multiplicity with s, as a parameter.

110 -
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Figure 10. Simulated (lines) and experimental {points) time histories of pH
in the region of uniqueness with s;, as a parameter.

In all cases the agreement between simulated and experimental
results is satisfactory. From the analysis of Figs 5- 10, it may appear
that the increasing trend of pH, in some cases, is due to overfeed-
ing of base. However, the change of pH is not only a function of
base dosage. The truth underlyingthe trend is that pH behaviouris
affected by three main input parameters, namely D (dilution rate of
nutrient stream), D, (dilution rate of base stream) and s, (concen-
tration of base). According to the multiplicity criterion @ derived in
the present investigation, unique steady state condition prevails
for a set of values of input parameters (D, D, and s,) which cor-
respond to an increased pH condition. The interesting features of
Figs 5-10 show that the system is parametrically sensitive in both
uniqueness and multiplicity regions.

wileyonlinelibrary.com/jcth

©2015 Society of Chemical Industry

JChem Technol Biotechnol 2016; 91: 1431 -1442

125



Parametric sensitivity and steady state multiplicity in a CSTBR using an LAB

@)
SCI

WWW.s0ci.org

2E+20
—dpH/dD —dpH/dDy
1E+201 ——dpHAdS, ——dpH/ds,
g
< 0 -
@
%' 0 1o 20
= —1E+20
g
-
£ -2E+20-
G
g —3E+20
w2
—4E+20 -
-5E+20
time (h)

Figure 11. Time trajectories of all theoretical sensitivity variables in the
region of multiplicity at D; =0.0045 h™" (D= 0.1 h™'; 5, = 0.008 mol L")
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Figure 12. Time trajectories of all theoretical sensitivity variables in the
region of multiplicity at D; =0.0055 h™" (D= 0.1 h™'; 5, = 0.008 mol L")

Transient variation of sensitivity variable (S@bi)

In Figs 11 and 12, the time course of theoretical (Equations (A.34)
to (A37), Supplementary material) sensitivity of pH with respect
to B, D,, 5, and s, are plotted at fixed values of D=0.1 h™' and
5, =0.008mol L™, S,=10g L' for D, =0.0045 h~" and 0.0055 h™',
respectively. According to the multiplicity criterion, i.e. 0 < 1, both
combinations of values of D, D, 5, and s, used in these figures fall
into the multiplicity region. From analysis of the figures it appears
that parametric sensitivity of pH exists for the parameters D, D, and
s, Sincethe order of values of sensitivities are different for different
parameters, sensitivities of pH to individual input variables are
plotted in Fig. 13(a), 13(b) and 13(c), respectively, for D, D, and s, for
the same set of values of D, D, and s, used in Figs 10and 11. These
figures vividly establish the existence of parametric sensitivity in
the multiplicity region. Thus the theoretical prediction seems to
reconfirm the experimental findings.
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Figure 13. (a) Time trajectories of theoretical sensitivity variable with
respect to I in the region of multiplicity at D; =0.0045 h™' (=01 h~";
s, = 0.008 mol L™") and D, =0.0055 h™" (D=0.1 h™'; 5, =0.008 mol L™").
(b)Time trajectories of theoretical sensitivity variable with respect to D,
in the region of multiplicity at D, =0.0045 h=! (D=0.1 h~'; 5, =0.008
mol L=1) and D, =0.0055 h=" (=01 h~'; 5, =0.008 mol L="). (©) Time
trajectories of theoretical sensitivity variable with respect to s, inthe region
of multiplicity at D; =0.0045 h~" (D=0.1 h™'; 5, = 0.008 mol L™} and
D, =0.0055h=! (D=0.1h7";5,=0.008 molL™")
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Figures 14 and 15 show the dynamic variation of theoretical 0
sensitivities (Equations (A.34) to (A.37)) of pH with respect to 0 2 4
D, D, and s, respectively for D, =0.06 h™' and 0.065 h™' at —2000000
fixed values of 2=0.1 h™', 5,=0.002 mol L™! and S,=10g L. - time (h)

Both combinations correspond to unigue steady state conditions
ensuring @ > 1. Sensitivity against individual input vector is shown
in Fig. 16(a), 16(b) and 16(c) to elucidate the transient behavior
of sensitivity of all parameters and to avoid confusion arising
due to differences in dimension of values of sensitivities against
individual variables. All figures again confirm the occurrence of
parametric sensitivity even in the region of uniqueness of steady
state, although at a lower scale with respect to the multiplicity
region, as observed experimentally.

Overall analysis indicates that the multiplicity region is a sub-set
of the parametrically sensitive zone. The series of figures (Figs
11-16) clearly indicates that sensitivity passes through peaks and

Figure 16. (a) Time trajectories of theoretical sensitivity variable with
respect to D in the region of uniqueness at D, =0.06 h™' (D=0.1 h™';
5, =0.002 mol L") and Dy =0.065 h™" (D=0.1 h™'; 5, =0.002 mol L7").
(h) Time trajectories of theoretical sensitivity variable with respect to
D, in the region of uniqueness at D, =0.06 h™! (D=0.1 h™'; 5, = 0.002
mol L7 and D; =0.065 h™' (D=0.1 h™'; 5, =0.002 mol L™"}. {c} Time
trajectoties of theoretical sensitivity variable with respect to s, in the
region of uniqueness at ; = 0.06 = (D=0.1h"";5, = 0.002 mol L™") and
Dy =0.065 h™' (D=0.1 h™";5, = 0.002 mol L™").
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crests astime propagates. This information will be particularly use-
ful for implementaticn of a control scheme and not for the exact
design of controllers for the bioreactor. The contreller design will
definitely need determination of the classically defined open-loop
eigenvalue and stability criterion based on system equations.

Suggested operational strategy

The detailed analysis of multiplicity and parametric sensitivity
in the present study reveals that, similar to exothermic reactors,
CSTBR handling the growth of pH-sensitive microorganisms, e.g.
Pediococcus acidilactici, is also parametrically sensitive irrespective
of the occurrence of a multiplicity of steady state. As observed
by Chemburkar et al,** during studies on an exothermic adiabatic
CSTR, multiplicity occurs simultaneously with parametric sensitiv-
ity. Besides the existence of strong parametric sensitivity in the
region of multiplicity, it is also present moderately with respect to
D and D, and strongly with respect to s, in the region of unique
steady state. An overhoot tendency of pH dominates in the region
of uniqueness. Thus it may be inferred that the inherent tendency
of the system is to show parametric sensitivity and hence it is
very difficult to operate with a continuous feed of base stream
to control pH. Although in the multiple steady state region, a few
conditions of input parameters correspond to stable values of pH
after 12 h, operation at these conditions is not recommended due
to the presence of parametric sensitivity and multiplicity behavior.
Ontheother hand, dueto the overshoot tendency of pHin unique
steady state conditions, operation of the CSTBR with pH control
using a continuous input of base stream seems te be impractical.
Therefore, fed batch type arrangement with intermittent dosage
of base stream for the adjustment of pH, as adopted by many
researchers,’>*? seams to be more judicious.

CONCLUSION

In the present investigation a multiplicity criterion for a CSTBR
using pediococcus  acidilactici was developed. Theoretical
equations for the parametric sensitivity functions of system
pH were also developed. Experiments were conducted both in
the regions of multiple and unique steady states to investigate
the effects of different parameters on parametric sensitivity of
pH. Experimental data fit well with the model predictions. It
was observed that the system is parametrically sensitive both in
the regions of multiplicity and uniqueness of steady states. The
theoretical trends of parametric sensitivity variable, S, are also
in agreement with experimental findings. Similar to the case of
adiabatic CSTRs for exothermic reaction, the multiplicity region is
a sub-set of the parametrically sensitive regime. Since the overall
system is parametrically sensitive for almost all input variables,
namely D, D, and s, it is suggested to run the reactor in fed batch
mode with intermittent adjustment of pH rather than control of
system pH with a continuous base stream.

Supporting Information
Supporting information may be found in the online version of this
article.
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Abstract: In this paper, a sensitivity analysis of a continuous stirred tank bioreactor (CSTBR) was
conducted to determine a parametrically sensitive regime. The growth of a lactic acid bacterium,
namely, Lactobacillus casei, in a pH-controlled CSTBR was considered as a process model. Normalized
objective sensitivities of the minimum pH were determined with respect to input parameters.
A generalized criterion for sensitivity was defined for determining the parametric range of three
input variables, ie., dilution rate base stream (8), base concentration (R), and initial pH (pHg)
for maintaining optimal pH range in the reactor. The system exhibits sensitive behavior for 8, R,
and pHy, from 0.085 to 0.295, 0 to 0.865, and 4.42 to 4.77, respectively. The critical values of 8,
R, and pHy are 0.0195, (.48, and 4.6, respectively. The mathematical model can also be used to
determine a parametrically sensitive regime for other important parameters, namely, temperature,
the concentration of metabolites, and other byproducts. The mathematical tool can also be used in
bioreactor design and the improvement of control strategies.

Keywords: bioreactor; mathematical modeling; sensitivity analysis; control

1. Introduction

Continuous stirred tank reactors are the most widely used reactors for continuous and large scale
production in many industries due to their high flexibility. For the production of bicenergy vectors
(e.g., biogas, biohy drogen, bioethanol) continuous type systems are also preferred. The reactors used
for bioprocesses are termed as continuous stirred type bioreactors (CSTBR).

The biochemical processes in C5TBR can be mathematically described as a set of ordinary
differential equations, which explicitly or implicitly provide the relationship between the system
behavior and input parameters. The system behavior is defined by the output or dependent variables
that change in time or space. Whereas input parameters contain the physicochemical parameters,
the initial conditions, and operating conditions of the system. When the cutput variables of a system
change drastically with a small variation of input parameters, the specific range of that input parameter
is called parametric sensitivity region of the system. Onee a biochemical system undergoes through this
parametric sensitivity region, its performance becomes unpredictable because outputs change sharply
with a small variation of the input variable. For all chemical and biclogical processes, there exists a
parametric range within which a process becomes unstable and unreliable, where even small variations
in parameters abruptly change the performance. Thus, it is important to investigate a change in the
behavior of a system with respect to any change in parameters. Such a study is called parametric
sensitivity analysis [1]. In the context of chemical reactors, Bilous and Amundson [2] first introduced
this concept of parametric sensitivity and runaway (where the sy stem becomes unstable).
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However, the parametric sensitivity studies for bioprocesses in CSTBR are limited. It is essential
to have sufficient information on the kinetics of microbial growth and product output for better control
and optimization of CSTBRs.

Many research articles are available on parametric sensitivity in non-isothermal and non-adiabatic
chemical reactors [3,4] that discuss the occurrence of multiple steady states. These studies are suitable
to predict a priori criteria for parametric sensitivity based upon which any possible steady-state regime
of the reactor can be identified. On the other hand, research on the nonlinear dynamics behavior of
C5TBRs is limited due to the complex mechanism of microbial growth and generation of secondary
metabolic products. Moreover, in many cases, the influence of operating conditions on microbial
growth which directly affect CSTBR operation is not adequately understood.

In CSTBRs, the growth of microorganisms is subjected to vary due to the influence of some
operating variables, such as temperature, dissolved oxygen, and pH value [5-8] Among these
variables, pH plays a vital role in exerting a significant impact on various aspects of bioprocesses
where fermentation is involved. The microbial cultures have an optimum pH range which is the
most favorable condition for their growth [9,10]. The product that is produced in a process can
be either an acid or a base, pH; therefore, pH is also a critical output variable. If the pH value of
the microbial growth medium goes beyond the optimum pH range, the microbial growth could be
hindered. Some comprehensive studies have been reported on the occurrence of multiple steady states
for CSTBE= and other similar bioreactors [11,12].

Dutta et al. [12] investigated the parametric sensitivity of pH using a generalized sensitivity
criterion proposed by Morbidelli and Verma [3,13] in a batch type bioreactor used for a phenol
degradation system. However, information on the parametric sensitivity of CSTBEs is not widely
available in the literature. Das et al. [14] defined a criterion, denoted as “pH-runaway” condition of
CSTBR, which stated, pH-sensitive microorganisms stop grow ing when pH of the growth medium goes
beyond its optimum range, and CSTBR operation becomes vulnerable. In their study, growth of lactic
acid bacteria (LAB), namely, Pediococaus acidilacticd with a continuous NaOH dosing for maintaining
the pH sy stem, was studied in a CSTBR. The parame tric sensitivity of pH was observed in both unique
and multiple steady-state conditions for a particular set of input variables. However, the parametric
range of input variables that simultanecusly affect the CSTBR operation cannot be predicted by their
model Moreover, a generalized criterion for sensitivity, independent of the topology of pH contour for
recognizing the extent of parameters, where a CSTBR exhibits sensitive behavior, is not available in
the literature.

Therefore, the focus of this study is to develop a mathematical model of CSTBR and derive an
expression for normalized sensitivity function to determine parameter space and the critical value of
input parameters where the system becomes unstable. The general methodology presented here can
be modified to study the influence of other variables on microbial growth and can be used as a useful
tool to design control strategies in CSTBRs.

2. Methodology

In this paper, the CS5TBR bioprocess model of Das et al. [14] is adapted to describe the kinetics
within the reactor. In order to to obtain kinetic constants relating to this study, batch experiments were
performed and a calibrated model was used to conduct sensitivity analysis and highlight the sensitive
parameter range and values for the considered variables.

The influence of pH on microbial growth was examined experimentally in a number of batch
experiments. A lactic acid bacterium (LAB), Lactobacillus case, was selected for these experiments.
The initial pH of the reaction medium was varied to determine the impact of pH on the microbial
growth rate. The data obtained from these batch experiments identified the optimum range of pH
for the growth of LAB. From the data, the kinetic constants for the microbial growth model were
also obtained.
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By using the necessary knowledge on the kinetic parameters of microbial growth, including
their dependence on pH, a model of CSTBR operation was developed. The mathematical model is
capable of predicting time-dependent changes in the concentration of substrate, biomass, lactic acid,
salt, and pH. The reactor pH is kept constant by assuming a continuous flow of the alkaline stream.
The model is then used to analyze normalized sensitivity with respect to input variables; initial system
pH, the dilution rate of the alkaline stream, and its concentration where pH-minimum (the lowest value
of pH attain for a set of input variable) is an objective function. The sensitivity of the pH-minimum
with respect to the vector of input parameters is investigated, along with the determination of eritical
values of input parameters where a “pH-runaway” condition occurs. Finally, the sensitivity analysis
identified a parameter space, where pH becomes simultanecusly sensitive to small changes in input
parameters. The following objectives were achieved in order to fulfill the overall aim of the paper.

o Perform batch experiments using a lactic acid bacterium, Lactobacillus casei, to find out the
optimum pH for microbial growth and other growth associated kinetic parameters;

o Derive a generalized criterion for sensitivity by obtaining an objective sensitivity function for pH
with respect to input variables;

o Predict the critical value of input parameters and parameter space where the system becomes
unstable and exhibits sensitive behavior

21, Experimental Analysis

The details of the materials and equipment used for the batch experiments are provided in
Table 1. A probiotic bacterium, Lactobacillus casei (LAB), is chosen, which is commonly used in dairy
and pharmaceutical industries [15,16]. LAB is a gram-positive and facultative anaerobic bacterium.
The pure stock culture was maintained separately at 37 °C in de Man Rogosa and Sharpe (MRS) medium
for 18 h. After 18 h, the stock culture was kept at 4 *C. For the batch experiment, the composition of
MES medium is modified, and the composition of modified MRS (mMRS) is provided in Table 2.

2.1.1. Medified MRS Culture Preparation

The mMRS was prepared by varying the glucose concentration from 10 gL‘l to 50 gL‘]. The pH
of each glucose concentration was varied from 5 to 8, using 2N HCl and 2M NaOH. In order to make
the prepared mMRS media sterile, it was autoclaved at 121 *C for 15 min.

2.1.2. Batch Experiment

The incubating batch experiments were performed in 150 mL Erlenmeyer flasks using 50 mL
modified MRS (mMRS) media. The temperature for all experiments was maintained at 37 °C.
The experiment was started by adding 1% inoculum of LAB in mMRES media of 50 mL volume for
every initial pH and glucose concentration. The flasks were then agitated at 60 rpm at 37 “C for
24 h. The carbon source (glucose) concentration was varied from 100 gL‘l to 50.0 gL‘i. At each
glucose concentration, experiments were conducted by varying initial pH in the range of 5.0 to 8.0
The microbial grow th kinetics were studied for 24 h. Each experimental run was repeated three times
to confirm the statistical accuracy of the results.

2.1.3. Assessment

Samples were withdrawn at an interval of 2 h during incubation. After centrifuging at 10,000 rpm,
the supematant was passed through a 0.22-micron filter for analyzing lactic acid concentration with the
help of HPLC {(Agilent 1260 series Agilent Technologies India Pvt Ltd., New Delhi, India). The mobile
phase was 5 mM sulphuric acid with a flow rate of 0.6 mL/min at 35 °C, and the stationary phase
was a Hypersil gold column. The cell biomass concentration of each sample was analyzed using a
spectrophotometer (Perkin Elmer LAMBDA 850+ UV/Vis, India) at a wavelength of 600 nm. Cell dry
weight was measured by withdrawing 5 mL of sample and centrifuging it at 10,000 rpm for 20 min.

133



ChemEngmerring 2020, 4, 41 4o0fl6

The supernatant is collected separately, and the pellet is dried at 100 °C to construct a standard
calibration curve of cell biomass vs. optical density. The collected supernatant was also analyzed
to determine the reduced sugar concentration using the dinitrosalicylic (DNS) acid reagent through
spectrophotometry at 540 nm [5,17].

Table 1. Details of materials and equipment used for the batch study.

Lactobacillus casei (NCIM 5303) (Procured from

Miconmpmeimn the National Chemical Laboratory, Pune, India [18])
Chienticals for DNS method (Mevck Specialties: 1. iitro salicylicacd,
Privaie Limited, India) sodium hydroxide,
sodium potassium tartrate
a. A BOD incubator shaker (G. B. Enterprises,
Kolkata, India);

b. Autoclave (G. B. Enterprises, Kolkata, India)
Centrifuge (Plasto Craft Industries Pvt. Ltd,,
India);
2 Fermenter (B. Braun Biotech International);
Bquipment d Peristaltic pump (Enertech Electronics Pvt.
Ltd., India);
e UV-visible spectrophotometer (Varian, India);
£ Shimadzu Corporation Reverse Phase HPLC
(Model no: CBM-Ro A);
g pH meter (Sartorius, PB-11).

n

Table 2. Man Rogosa and Sharpe (MRS) composition in 100 mL solution.

Components Amount (g)
Peptone 1.0
Beef extract 08
Yeast extract 04
Glucose 20
Sodium acetate trihydrate 05
Polysorbate 80 (also known as Tween 80) 01
Dipotassium hydrogen phosphate 0.2 0.2
Triammonium citrate 0.2
Magnesium sulfate heptahydrate 0.02
Manganese sulfate tetrahydrate 0.05

2.2, Theoretical Analysis

2.2.1. Kinetics Modeling

The most popular and simplest model, the Monod model, which describes the microbial reaction
of microbial growth within a single substrate, was considered. The Monod equation is as follows:

_ Mo
2= Ks+S’ (1)

where,

u  specific microbial growth rate, (h")

Hmax maximum specific microbial growth rate, (h™1)

Ks substrate saturation constant (Monod constant) (gL")
S substrate (glucose) concentration (gL")

Kinetic parameters of the Monod model were determined using the initial specific growth rate at
each initial glucose concentration obtained at each initial pH. Equation (1) can be linearized in the

134



ChemEngmeering 2020, 4, 41 5of 16

form of Equation (2) to find out the kiretic parameters 1y, and K;) by making double reciprocal
plots of u versus 5 at each initial pH.
1 ks 1

- +— (2)
1 MmaxS  Hmax

Regression analysis can be used to find the best fit for a straight line on a plot of 1/uvs. 1/5, and
the values of pya, and Kg are determined. The variation of pya, with initial pH would determine
an optimum value of pH at which pga, is maximum, thus, describing optimum conditions for the
microbial growth. By plotting the values of normalized pyay, i€, Wma N VS. initial pH, a second-order
correlation, similar to that obtained by Lallai et al [19] and Datta et al [12], is then obtained, as given
in Equation (3)

ey = (A +B-pH + C-pH?), i3)
where
Hmu
= — 4
Foma, opt f ]

where, Wmax opts Mma 3t optimum pH.
Therefore, Equation (1) can be written as

Manax,opt| A + B-pH + CpH? S

Bo= Ke+5 : ]

This correlation defines the influence of pH on the specific microbial growth rate. A, B, and C are

the second-order polynomial constants, and their values can be determined by nonlinear regression

analysis of the experimental data. The mathematical model is used to design bioreactors and offer

the necessary information to adopt control strategies for reactor operations. The mathematical model

is based on conservation equations of mass or molar balance for each component in the process and

simulates the kinetics of the bioprocess in a reactor. For quantitative prediction, the kinetic constants
may be obtained experimentally.

2.2.2. Mathematical Modeling of C5TBRs

A continuous stirred tank bioreactor (CSTBR) as described by Das et al. [14] in which the feed
conditions contain the glucose at a flow rate of Fy (Lh~!} and the glucose concentration of glucose is
So {gL"‘J was considered in this present study. The feed condition is sterile, which indicates that the
feed is not containing any microbial cell. An alkaline stream containing aqueous NaOH fed to the
bioreactor at a flow rate of Fz (Lh~1) and the concentration of NaOH is s, (M) for controlling pH of the
reaction medium. The volume of the bicreactor is V (L), and X {gL'l} and S {gL'l} are the cell and
substrate (glucose) concentrations in the output stream, respectively. The detailed reaction scheme is
shown in Figure 1.

The primary biochemical reaction in the CSTBR is described in Equation (6],

X + Glucose — nX + CH3yCH(OH)COOH (Lactic acid) + Caseicin. (&)

In the above biochemical reaction, bacterial cell, X is growing by utilizing glucose as a substrate,
and the main byproduct is lactic acid. The optimum pH for microbial growth is maintained by
continuously feeding the alkaline stream (MaOH) to the CSTBE. The acid-neutralizing reaction is
taking place, as shown in Equation (7).

CH3CH(OH)COOH + NaOH — CH3CH(OH)COONa + Hy0. i7)
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By knowing the concentration of NaDOH and the salt (sodium lactate), the pH of the solution
medium can be calculated using the Henderson—Hasselbalch equation [20] as shown in Equation (8).

pH = pK, +Icg%, (8)

where

¥

K; the equilibrium dissociation constant for lactic acid
Sp molar concentration of sodium lactate (M)
P molar concentrations of lactic acid (M)

1 CRTHR Vol Vo

Product ciream
-
-
Cauling waler ":E LE L
wuiler

o

Figure 1. Schematic of the bioreactor setup.

The unsteady-state mass, molar, and pH balance are established in the following manner:
The mass balances are given by

dx
5 = (H-D-Dy)X, 9)

ds 1
5 = D(So-5)-DiS— g—uX, (10)
¥

where

x

D= Fy/V, dilution rate of the glucose feed stream fh_1]
Dy = Fo/V, dilution rate of the alkaline stream (h™1)
Yy yield coefficient for cell {5.3‘1]

£ time (h)
The Mole Balances are given as
YepX
dp &
I——D]J-i-T—D]{Sh +p) (11)
dsp
ar =Dh(sp—sa) —Dsa, (12)
where

¥

Yps  yield coefficient for product (ggh)

136



ChemEngimeering 2020, 4, 41 7of 16

M. Molecular weight of lactic acid {g.mol"}
The pH balance is obtained by differentiating Equation (8), and given as
dpH _ 1dsy _1dp

dt sy dt pdt a3

The mass and molar balances were suitably transformed into the dimensionless form using the
wariables described in Table 3.

Table 3. Definitions of the dimensionless variable used in the model

Parame ter Definition Parameter Definition

e x.."l:Sa‘l"xl.ls:l 0] w/D

B 5/5 e D

< PM;’F[S{:'YF.-‘S] m lefD
R s My Sn n Ks/5q

L 5.0/ S b B.pHy

¥ pH/pH, € C.pHy

T D b, M, Yr_l,ng.f My
Mz M./ My

Therefore, the model equations in the non-dimensional form are as follows:

du

3o =(U-0-1) (14
P
5 = (1-B)-Uax-05, (15)
d .
£=—2+L.m—B[M1R+zj, (16)
dL
= (M;R-L)0-L, (17}

dy 1 (1dL 1d=

dr ~ pH, |L dt =z dtf (18)

Om the other hand, the non-dimensional expression for the specific growth rate can be expressed as

. mp
U = I 19
ntr B” (1%)
where,
I = A+By+Chh (20)

The differential Equations (14}-(18) can be solved numerically using the 4th order Runge-Kutta
method using the following initial conditions. At

T=0y=%La=o0;B =PBuz=2:;L =L (21)

2.2.3. Sensitivity Analysis

For analyzing the pH-sensitivity, the method adopted by Morbedelli and Varma [3,13] and Dutta
etal [12] is considered. In this case, the governing equations for pH and the substrate concentration
are written by dividing Equation (18) by Equation (15)

Ba [Mz M1 Un
dy phLIT T7% ":Re

3B~ 1-Ua-(1+0)p _B¥ % BzLY) (22)

137



ChemEngineering 2020, 4, 41 Sof 16

where ¢ is the vector of input parameters, namely, initial system pH (pHy), the dilution rate of the
alkaline stream (8), and its concentration (R). Similarly, dividing Equations (14), (16), and (17) by
Equation (15), the following equations are obtained as below.

de  Ua-(1+8)a

B T Ua-(r0p 23)
dz _ Uea—(1+8)z- M1.B.R’ (24)
dp 1-Ua—(1+8)p
dl.  M2.8R—(1+80)L
dp  1-Uox-(1+0)p 23)
With the following initial conditions,
pH = pHy; a0 = ogjz = zpand L = Ly; B = By (26)

By differentiating Equation (22) with respect to parameter ¢, the expression for first-order local
sensitivity s4, can be evaluated as
d d d
e _ 98 _g 4. (27)
dp dd  dy

The adjoined equation from Equation (27) takes the following form:

dpg ) 2
¥l = H.pﬂ_ for B e (BB J, (28)
where,
o 38 9
=3y (24)
and
_ EylB)
PR 500 0

Furthermore, B, indicates the value of initial substrate concentration (dimensionless), whereas
B” indicates the substrate concentration in the reactor at which ¥ = ¥4, The initial conditions of
Equation (28) are

d
A, B =Py p=1; sy (U}:d_;:n, (31)

where, d; is one element of the parameter vector, db.

2.2.4. Calculation of Sensitivities

The normalized objective sensitivities can be evaluated as follows:

o  Equations (22)-25) and (28) are solved simultaneously with the help of initial conditions given in
Equations (26) and (31) until the y reaches its minimum value. The corresponding values of pp”
and % wre determined;

o 54(0) given by Equation (30) was calculated using the value of pg* with the help of the following
equation:

Se(0)= 22 = —; (32)

#  The objective sensitivity is then evaluated by solving the following equation:

S, = 5 (0)3(0) + L 5154 (B)dB, (33)
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where,
o = %1_ for B € (By1). (34)

The expressions for o; and corresponding values for each oy; are provided in Table 4.

Table 4. Expressions of o; for various parameters ¢y, as defined in equation (33).

i ¥}

RO [P+ 5

H, -
o PHWLact [1108)p-1
M, M L, M, M L
o meffeMoge) wiMose e
pHUa+{ 1+8)p-1]7  PHLa+{I+0)p-1]  BzpH, U a+{1+8]F-1]
M My
B o+ -k

U-ce
P Ut (11 8)p-1]  RzpHLat[I10)p 1

3. Results

3.1. Determination of Kinetic Parameters of Lactobacillus Casei in Batch Culture

At each initial pH, the maximum specific growth rate (U, ) and substrate saturation constant
(K5) are determined using Equation (2). The values of normalized Lma L€, Wy, 3y are plotted as a
function of initial pH, is shown in Figure 2. As observed from Figure 2, at pH = 675, (W ) Teaches
the maximum value, which is considered as the optimum pH for the microbial growth.

11

10 .
\

ae / BN

ae A N

08 ,r'“

08 '

v

a7 ‘rf]

06

e

45 55 BS 1.5 a5
Initial pH

Figure L Variation of iy, g with respect to initial pH.

The maximum specific growth rate (max) at optimum pH is denoted as pmax, opt. A second-order
correlation is obtained, as specified in Equation (3). The different values of the constants of Equation (3)
and other kinetic constants evaluated from the experiments are provided in Table 5.

Table 5 Values of kinetic parameters.

Kinetic Parameter Value
— 0.6
Kg (gLl 005144
Yygs (521 0.238
Yo (227" 3.36
Yys (g8 08
A —3.8507
B 1434
C — 1062
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3.2, pH Sensitivity of a Continuous Stirred Tank Bioreactor

The main objective of this analysis is to determine the parametric range of input variables at
which the CSTBR system becomes vulnerable. The system behavior is demonstrated in terms of
normalized objective sensitivities coefficients as a function of input parameters. The mathematical
model of the system consists of the Equations (22}-25), (28), and (33). The Equations (22}~25) and (28)
were simultaneously solved using Runga—Kutta 4th order method, and Equation (33) is solved using
the trapezoidal numerical integration method. The results are illustrated in Figures 3-11. Figures 3-5
show normalized objective sensitivities of the pH-minimum, 5(y*, ¢;), as a function of the input
parameters, ie., dimensionless dilution rate of base feed stream (@), the dimensionless concentration of
base, (R) and initial pH {pHg) of the system.

In Figure 3, 5 (y*, 8), S (v*, K), and 5 (y*, pHy) are plotted against the dimensionless dilution rate
of the base feed stream (8). In this mathematical operation, the input parameter (8) was varied in the
range of 0 to 1, where the values of other input parameters pHy and R were kept constant at 6.75 and
0.8, respectively. As the value of 0 reached 0.095, the system started showing sensitivity behavior,
and 5 (v*, 8) and 5 {v*, K) started increasing, whereas 5 (y*, pHyp) started decreasing, At 8= 0.0195,
the values of sensitivity functions attained their maxima (for 5 (y*, 8) and 5 (y*, K)) and minima (5 {v*,
pHy)). Further, for the increment of B, the sensitivity functions 5 (y*, 8) and 5 (y*, R) were decreasing,
and 5 (y*, pHO) was increasing, This trend became near to 0 when B reached a value of 0.295 and the
system was again nonsensitive with respect to input parameter (8). Therefore, the parameter range of
B is between 0.095 and 0.295, where the system becomes simultaneously sensitive. The value of @ at
which the sensitivity functions attain their maxima and minima are defined as the critical value of £

800
B0
E 700 — Sy pH)
— =y
B g0 Sy 8
-3 SR
Z oo
5 a0
£ a0
_ﬂl
g‘ 200
£
A
g a
-10a
300

1] g1 02 03 04 05 06 07 08 09 1

Dimesionkss diution rate of feed, 8

Figure 3. Normalized objective sensitivities 5{(y*,d;) as a function of base stream dilution rate 8.

Figure 4 shows the plots of S(y*,8), 5(y* R}, and 5{y*,pHp) versus the concentration of the base
stream, (R). In this case, the dimensionless base stream concentration was varied in the range of 1
to 4 in order to observe the system behavior in terms of sensitivity functions 5{y*,8), 5(y*R), and
S(y*,pHy), where the values of 8 and pHy were kept constant at 0.3 and 675, respectively. The system
starts showing sensitivity behavior, and 5(y*,@) and 5(y* R} started increasing, whereas S(v*,pHy)
started decreasing from the beginning. This trend of the increment (for 5(y*,8) and 5{v* R} descent
(for S{v*,pHy) was observed until R reached its value of 0.48. At this R = (.48, sensitivity functions
attained their maxima (for 5(y*,0) and 5(y* R)) and minima (5(y*,pHy)) and became rear to 0 when
R reached awvalue of 0.865. The system was again nonsensitive with respect to input parameter R at
this stage. Therefore, the parameter range of R is bebween 0 and 0.865, where the system becomes
simultaneously sensitive. The critical value of the dimensionless base stream concentration Re is 0.48.
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Figure 4. Normalized objective sensitivities S(y*, ¢i) as a function of base concentration R.

The system behavior is also investigated in terms of sensitivity functions as a function of the
initial pH (pHy) of the system. The sensitivity functions S(y*,8), S(y*,E), and 5{y*,pH,;) with respect
to pHp are shown in Figure 5. Here, the pHp was varied in the range of 4 to 6 to observe the system
behavior in terms of sensitivity functions S{y*,8), 5(y*R), and 5(y*,pH;), where the values of 8 and R
were kept constant at 0.5 and 8, respectively. The systemn did not show any sensitivity for pHyp from
410442 Asthe value of pHy crossed 4.42, it started showing sensitivity behavior, and 5{y*,8) and
S(y* R} started increasing, whereas 5(y*,pHj) started decreasing. This movermnent of the increment (for
S(y*.B) and 5(y*,R)) descent (for 5(y*,pHy) was observed until pHy reached its value of 4.6. At this
pHy = 4.6, sensitivity functions attained their maxima (for 5(y*,8) and 5(y*R)) and minima (S{y*,pHy))
and became near to 0 when pHy reached a value of 4765. The system was again nonsensitive with
respect to input parameter pHy at this stage. Therefore, the parameter range of pHp is between 4.42
and 4765, where the system becomes simultaneously sensitive. The critical value of the initial sy stem

pH, pHp is 4.6.

350

300

—S(y",pHa)

—S(y".8)
Sy R)

250

200

MNarmalsed Objective sansiiiby, Siy*, i)

L

B0

4 42 44 48 44 1 52 &4 5B 5A ]
Initiad pH, pH;

Figure 5. Mormalized objective sensitivities 5{(+*,$4i) as a function of initial pH {pH,) of the system.

Figures 6 and 7 show the nature of normalized objective sensitivity as a function of 8 with the
variation of R and pHp, which is the combined effects of R and pHy on sensitivity function S{y~, 8).
The dimensionless input variables 8 and R were varied to observe the behavior of CSTBR in terms of the
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sensitivity coefficient, S(y*, 8) with constant pHy, which is presented in Figure & In this case, the range
of 8 and R was varied from 0 to 1 and 0 to 4, respectively. The parametric zone where the system
found sensitivity is provided in Table 6. The sensitive function, S(y*, 8), reached a maximum with a
magnitude of 885 and the corresponding critical value of input variables is determined. The critical
values of 6 and R are provided in Table 6.

900

Normalised Objectve sensitivity, S(y*,8)

Figure 6. Normalized objective sensitivity S(y*, 8) as a function of parameters R and dilution rate base
stream (0).

The behavior of CSTBR is presented in Figure 7 in terms of the sensitivity coefficient, S(v*, 8).
Figure 7 shows the variation of $(y*, 8) with respect to the initial pH (pHp) and 8. With a fixed value of
R=0.2, the 8 and pHy were varied from 0 to 1and 4.8 to 7.0, respectively. The sensitive zone for CSTBR
operation for 8 is 0.1 to 0.3, and for pHy the range is between 4.8 and 6. The sensitive function, S(y*, 8),
reached a maximum with a value of 735, and the corresponding critical values of input variables pHy
and 8 are determined. Table 6 provides the critical values of 6 and pH,, for this case.

800
700

w| |
s |
200 [
300

200
100

Normalised Obpective sensitivty, S(y".8)

Figure 7. Normalized objective sensitivity S(y*, 8) as a function of parameters R and 6.

The nature of normalized objective sensitivity as a function of R with the variation of 8 and pHy
have shown in Figures 8 and 9 to find out the influence of 8 and pH;, on the sensitivity function,
S(y*, R). Figure 8 shows the critical value of R and @ at a constant initial pH, pHy = 6.5, when S(y*, R)
attains its maximum. The system does not show any sensitive behavior when 0 goes beyond 0.7 and
R = 0.75. The details of the input range and critical values of input parameters are given in Table 6.
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Normalisad Objectya sensitvity, S[y" R)

Figure 8. Normalized objective sensitivity $(y*, R) as a function of parameters R and 8.

A similar trend occurred when pHy and R were the input variables. In this case, the range of R
and pH; were varied from 0 to 3 and from 4 to 5, respectively. The influence of input parameters on
sensitivity function S(y*, R) are illustrated in Figure 9. The maximum value of sensitivity function S(y*,R)
is 245, and the corresponding critical values of R and pHy are provided in Table 6. The determined
sensitive region for CSTBR with respect to R and pH,, is 0.2 to 1.4 and 4.2 to 4.6, respectively.

=

200 |

150 | B

i |

Nomalised Objective sensitivky, S(y* R}

Figure 9. Normalized objective sensitivity S(y*, R) as a function of parameters R and pHy,.

The behavior of normalized objective sensitivity as a function of pHy, S(v*, pHp) with the variation
of R and @ are shown in Figures 10 and 11. The influences of R and pHy on S(y*, pHy) at a fixed value
of 8= 0.7 are presented in Figure 10. From the figure, it can be observed that the sensitivity function
S(v*, pHy) exhibit sensitive behavior in a negative direction. The S(y*, pH,)) reached its lowest value of
—7.8 when the R and pHy values are at 0.8 and 4.6, respectively. The sensitive region and critical values
of input variables are presented in Table 6.
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Figure 10. Normalized objective sensitivity 5(v*, pHU) as a function of parameters K and pH;.

Similar behavior of sensitivity function, S{v*, pHp), was observed when pHy and @ were varied
from 4 to 5.4 and 0 to 3, respectively, keeping R constant at 0.8. From the observation, it is found that
the 5(y*, pHy) reached its lowest value of —13.8 when the 8 and pHy are at 0.5 and 4.6, respectively.
The plot of normalized objective sensitivity S(v*, pHy) as a function of parameters F and 0 is presented
in Figure 11. The sensitive zone and the critical values of pH, and @ corresponding to S(v* pHy) are
provided in Table 6.

ormalsad Objective ssnsitiity, Siv* pHl

Figure 11. Mormalized objective sensitivity S(v*, pHp) as a function of parameters pHy and 8.

Table 6 Different critical values of input parameters (from Figures 6-11).

Semilib;[l;f:;fﬁﬁenu Variable P:::Ju:::zi {Critical Sensitive Zone of Input Variables Pml’im‘:d
S{y*,0) =885 {Figum &) B-=102 Be =04 a— 0103 R—0-24 pH.u =475
S{y*,8) =735 (Figure 7) B-=02 pHo- =448 a— 0103 pHp — 4.6-6.0 R=02
Sy R)=285 [FiEum =) Bg =02 B-=105 B — 01075 8 — 0507 pH.:. =hS5
5y, K) = 245 (Figue 9) By =04 pHac =446 R—02-14 pHp — 4.2-46 8=03
S{y*,pHg) = 7.8 (Figure 10) pHp =46 Br =08 pHp — 4.5-48 R —04-20 8=07
Sty*,pHo) =-13.8 (Figure 11) pHoC = 46 =05 pHp — 445485 8 — 0.254075 R=08

4. Discussions

The influence of initial pH on microbial growth is observed in the present study through batch
experiments. From the results, it is observed that initially, when the experiments conducted within the
initial pH range of 5.5 to 7.5, the microbial grow th is not significantly affected. Therefore, the optimum
value of pH is found to be within that range of 5.5 to 7.5, which is 675. However, as the initial pH went
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below or above that particular range, a considerable change in the microbial growth rate is observed.
Therefore, the effects of pH on microbial growth are pragmatically observed.

Om the other hand, from the sensitivity analysis of CSTBRs, it is found that the selected input
parameters have significant influence for reactor operation. This analytical study provides a good
insight at what extend these selected parameters can hinder the C5TBR operation. From Figures 3-11,
it is observed that there is a zone where the system showed its undesirable behavior in terms of
sensitivity coefficients. The magnitude of the input parameters pHy, 6, and R at which the normalized
objective sensitivity attain their maxima or minima are termed as critical values. The critical values of
pHoc. B¢, and R provide the boundary separating the stable pH system from an unstable pH system
sometimes defined as the pH-runaway condition [14]. The magnitude of 5(v* ), 5{(v*K), and 5{y*,pHg)
at critical points show that the influence of initial pH (pHp) has less impact on the sensitivity behavior
compared to other input parameters, namely, R and .

Positive values of the objective normalized sensitivity of the pH-minimum with respect to input
parameters 8 and R indicate that the pH-minimum increases as the magnitude of these parameter
increase. The negative value of objective normalized sensitivity of the pH-minimum with respect to
pHo indicates that the pH-minimum increases as pHy decreases. Thus, if the sensitivity is positive,
the transition from a stable pH system to pH-runaway behavior occurs as this parameter is increased.
In contrast, if the sensitivity is negative, the same transition occurs when the corresponding parameter
iz decreased.

5. Conclusions

This paper presents the behavior of a CSTBR using lactic acid bacteria, namely, L. casei, through
parametric sensitivity analysis. From the batch experiments, one can certainly observe that the microbial
grow th profoundly depends on the system pH. The parametric range of inputs for maintaining optimal
pH range conductive for the microbial growth during reactor operation is determined. The impact of
input parameters, which are directly involved in maintaining the pH of the system, is observed by
determining normalized objective sensitivity of pH. A generalized criterion of sensitivity, i.e., a specific
range of input parameters at which the C5TBR becomes sensitive. In the present study, pH was
selected as the objective function for determining the generalized criteria. The sensitivity analysis was
conducted with respect to three dimensionless input variables, dilution rate 8; base concentration, R,
and initial pH, pHp. The sensitive operating zone for CSTBR was determined in terms of sensitivity
function, 5{v*,d;), with respect to three selected input parameters. From the investigation, the sensitive
zone of input parameters is from 0.095 to 0.295 for 8, from 0 to 0.865 for K, and from 4.42 to 4765
for pHy. Whereas, the critical values of input parameters 8, R, and pH;, are 0.0195, 0.48, and 4.5,
respectively. From this investigation, it can be concluded that the methodology implemented in the
present study to define a generalized criterion to determine a parametrically sensitive regime can also
be applied for any other output parameters, namely, temperature, the concentration of metabolites,
and other byproducts. Thus, this mathematical model can be used as a design tool to predict CSTBR
behavior and to develop control systems for the CSTBR operations.
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Abstract: In this paper, the inhibitory effects of added hydrogen in reactor headspace on fermentative
hydrogen production from acidogenesis of glucose by a bacterium, Clostridium acefobutylicum,
was investigated experimentally in a batch reactor. It was observed that hydrogen itself became
an acute inhibitor of hydrogen production if it accumulated excessively in the reactor headspace.
A mathematical model to simulate and predict biological hydrogen production process was developed.
The Monod model, which is a simple growth model, was modified to take inhibition kinetics on
microbial growth into account. The modified model was then used to investigate the effect of
hydrogen concentration on microbial growth and production rate of hydrogen. The inhibition was
moderate as hydrogen concentration increased from 10% to 30% (v/v). However, a strong inhibition in
microbial growth and hydrogen production rate was observed as the addition of I, increased from
30% to 40% (/v). Practically, an extended lag in microbial growth and considerably low hydrogen
production rate were detected when 50% (0/) of the reactor headspace was filled with hydrogen.
The maximum specific growth rate (pmax), substrate saturation constant (ks), a critical hydrogen
concentration at which microbial growth ceased (H;*) and degree of inhibition were found to be
0.976 h™", 0.63 + 0.01 gL, 24.74 mM, and 0.4786, respectively.

Keywords: hydrogen; reactor headspace; product inhibition; kinetic modelling; clostridium
acetobutylicum

1. Introduction

Hydrogen energy is considered one of the most promising energy storage hubs and carriers of
energy harvested from renewable energy sources. Hydrogen fuel cell technology, particularly, has
the potential to replace fossil fuel-based internal combustion engine mainly used in the transport
sector [1]. Hydrogen is the most abundant element, but it does not exist in its molecular form and
has to be produced using different technologies, such as by electrolysis from water, steam reforming,
and gasification of fossil fuel. All of these technologies are energy-intensive. For example, 1 kg of
hydrogen (specific energy of 40 kWh/kg) requires 50-55 kWh of electricity by electrolysis of water,
which is 70-80% efficient. Therefore, exploring energy-efficient hydrogen production methods from
renewable sources are necessary. Biological and thermochemical processes can convert various types
of biomass such as agriculture, forest sector, and bio-waste directly into hydrogen. Biological processes
for hydrogen production are more environment-friendly and consume less energy compared to

Energies 2020, 13, 1318; doi:10.3390/en13061318 www.mdpi.com/journal/energies
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thermochemical processes [2]. When using bio-waste, the production of hydrogen becomes even more
cost-effective due to the utilization of low-cost waste biomass as feedstock.

The available paths of biochydrogen are typically categorized as either photo fermentation (PF)
or dark fermentation (DF). PF is carried out by nonoxygenic photosynthetic bacteria, which use
sunlight and biomass to produce hydrogen. DF, however, takes place under anaerobic conditions.
Carbohydrate-rich biomasses, along with industrial wastes, can be used as the feedstock of DF for
hydrogen production [3]. The yield of hydrogen is higher in the PF process, although there are
studies [4-7] that establish that treatment capacity of organic waste and hydrogen production rate of
DF is better than the PF.

Considering the potential of DF, a detailed investigation is required for scaling up the technology
into industrial scale. The most critical issue that needs to be addressed is increasing the production of
hydrogen, which depends on the activity of microorganisms. Production of hydrogen quantitively and
qualitatively strongly depend on the metabolic pathway of microorganisms. The metabolic pathway
of microorganism in DF often deviates due to the influence of certain physicochemical parameters
such as substrate composition, culture pH, or concentration of byproducts of reaction medium. On the
other hand, there are various research studies [7-14] that have identified the dark fermentation
process parameters that influence the production of hydrogen, such as the optimal functionality of
the microorganisms, hydraulic retention time, temperature, and the partial pressure of hydrogen of
reaction processes. Therefore, it is possible to enrich hydrogen productivity by improving approaches
to metabolic pathway control.

The primary pathway in the dark fermentation is the breakdown of carbohydrate-rich substrates to
Hp and other intermediate products such as volatile fatty acids (VFAs) and alcohols by the use of bacteria.
There are a few kinds of anaerobic mesophilic or thermophilic bacteria such as genus Clostridium,
which can preduce hydrogen at a high rate, in the course of their metabelism. During fermentative
hydrogen production, polysaccharides are hydrolyzed into simpler saccharides. These simpler sugars
are easily taken up by hydrogen-producing bacteria (HPB) and enter the ‘Embden-Meyerhof-Parnas’
pathway to produce pyruvate and nicotinamide adenine dinucleotide (NADH). NADH becomes NAD™
by donating electrons to the electron transport chain and H” is transported across the membrane.
The major products are further formed from pyruvate and these are mainly short-chain fatty acids (e.g.,
acetate, butyrate, lactate) as well as alcohols (e.g., butanol, ethancl). Among these products, lactate,
butanol, and ethanol have the only contribution to re-oxidized NADH. As the reactions proceed, CO»
formed from other metabolic reactions and increases its concentration in the liquid medium. The excess
COy in liquid culture reacts with pyruvate using NADH to produce succinate and oxidize NADH by
reducing H*. The product formation from pyruvate is shown in Figure 1.

Polysaccharide

'

Sugar
2H 2H
—— Pyruvate
‘ l
ZH
: [E]et>[co:]— Lactate
Acetyl-CoA Y ¥
Oxaloacetate
v
A 3 | Acetyl-CoA - Acetyl-CoA
N Acetat
(=] [co] [Heerme] a e dn. -

Y Y N
> [Fropionate]

Low H: partial pressure High H: partial pressure

Figure 1. Metabolic pathway of Hy formation.
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On the other hand, hydrogenase, an enzyme that catalyzes the reversible oxidation of molecular
hydrogen during fermentative hydrogen production, is often affected by the Hy concentration in liquid
culture. At higher Hy partial pressure in liquid broth, the reduction of ferredoxin, which mediates
electron transfer, takes place and the reduction of a proton to H, becomes thermodynamically less
favourable, which results in a reduction of Hy formation.

Numerous research articles have shown the inhibitory effects of hydrogen concentration in terms
of partial pressure in the reactor [7-9] and these articles explain how to overcome these inhibitory
effects to improve Hp productivity. On the way to decrease partial pressure to improve H; productivity,
several strategies were employed such as continuous gas release [6-8], larger headspace volume [9],
vacuum stripping [13], or sparging with an inert gas like Ny or CO; [15,16].

Different kinetic models describe the fermentation process of hydrogen production [17-19]. These
models depend on physicochemical parameters and microbial environment within the reactor. Usually,
these models are developed considering the effects of substrate concentration, pH, and temperature
on the hydrogen production process. Kinetic models are also used to design reactors and provide
proper information to adopt control strategies for hydrogen production processes. On the other hand,
kinetic models are useful to describe the inhibitory effects of substrate, temperature, pH, dilution
rate (in case of the continuous process), and soluble metabolites, which are generated during DF [18].
However, models that describe the effects of hydrogen accumulated in the headspace of a batch reactor
on microbial growth and hydrogen production are limited. Therefore, the present study investigates
the influence of hydrogen on microbial growth and evaluates how the produced hydrogen hinders the
rate of production of hydrogen. The main aim of the study is to experimentally examine the adverse of
produced hydrogen on microbial growth and adopted mathematical models to predict the production
rate hydrogen batch reactors.

2. Materials and Methods

In order to achieve the objective, first, a series of experiments were performed in a batch reactor.
A hydrogen-producing bacterium Clostridium acetobutylicum, which is strictly anaerobic, was selected
in the present study where glucose was the sole nutrient for microbial growth. In the batch reactor
operation, the headspace gas concentration, and the nutrient concentration, were varied to observe the
effect of hydrogen, accumulated in the headspace on microbial growth and hydrogen production rate.
Observing the nature of the batch reaction suitable microbial reaction kinetics was adopted secondly.
Furthermore, the kinetic parameters were determined by using experimental data. The experimental
procedure is described below.

2.1. Experiments

2.1.1. Inoculum

A pure lyophilized strain of Clestridium Acetobutylicum (NCIM 2337) was procured from National
chemical laboratory (NCL), Pune, India. Cooked meat (CM} medium containing beef extract 45 g/L,
glucose 2 g/L, peptone 20 g/L, NaCl 5 g/L was used for the growth of lyophilized bacterial culture at
37°Cfor72 h.

2.1.2. Reactor Setup for Batch Experiment

Batch experiments were conducted in 250 mL cork fitted Erlenmeyer flask having an outlet port at
the bottom. A cork was fitted to a glass tube and connected to a gas measuring tube for gas sampling.
The batch experimental setup is shown in Figure 2a and the whole system is presented schematically
in Figure 2b.
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Figure 2. Experimental setup for batch test (a); schematic diagram of the experimental setup (b).

An Erlenmeyer flask was half filled with the CM medium along with 1% (/) of inoculum into
the medium then remaining void was filled completely with the CM medium. The flask was then
firmly sealed with the cork and 150 mL of argon gas was passed through the flask by a glass tube
for displacing the CM media from the bottom of the flask. Thus, the flask was left with 100 mL of
CM medium with bacterial culture and 150 mL headspace was occupied by a mixture of argon and
hydrogen. The whole setup was then kept in the incubator at maintaining the temperature of 37 °C
and pH of 7.2, which are the ideal conditions for this bacteria. Initial hydrogen concentration in the
reactor headspace were varied in the range of 0% (/@) to 50% (v/v). Initially, Hy experiments were
performed by varying glucose concentration of the modified CM medium in the range of 2 g/L to 5 g/L.
At each initial substrate concentration, microbial growth pattern was observed for 30 h. An interval
of 3 h samples were collected. The produced gas was accumulated in the reactor headspace and
was taken out from the flask using a gas sampling tube, connected with the flask for examining the
gas composition after each interval. Each experimental run was repeated three times to ensure the
repeatability and the statistical accuracy of the results.

2.1.3. Sample Collection and Analysis

The biomass concentration of each sample was determined in terms of optical density with a
spectrophotometer at 600 nm wavelength. Each liquid sample was centrifuged at 10,000 rpm and the
supernatant was collected in order to find out the reducing sugar concentration using the dinitrosalicylic
(DNS) acid reagent [20]. Next, 100 mL of gas was collected after every 3 h interval from the headspace of
batch reactor using a gas sampling tube. Collected gas was then passed through an ORSAT apparatus
for the removal of CO; gas present in the gas sample. Furthermore, the remaining gas composition was
analyzed by gas chromatography. On a molecular sieve column (13%, 180 cm by 14 inch, 60-80 mesh),
the gases were separated where argon was the carrier gas at 100 °C. A 406 Packard GC equipped with
a thermal conductivity detector (TCD, 100 mA) was used to measure hydrogen concentration.

2.2. Kinetic Modelling

Herein, we consider the Monod model, which is the most popular and simplest model for
describing the microbial reaction of microbial growth within a single substrate. The reaction kinetics
are expressed as:

Substrate(s) “5 more Cells(X) | Product (Hz) 1)
the rate of reaction will be: X s
re = _ Hmax (2)
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where, 1 is the microbial growth rate, (gL_1 h_l); X is the dry cell concentration, (gL_l); tis time, (h);
{max 18 the maximum specific growth rate of cells, (h™1); S is the substrate concentration, (g.7!); and ks
is the Monod constant or substrate saturation constant, (ng1 ).

The inhibition in microbial growth occurs typically due to the excess presence of substrate,
product, or other inhibitory substance in the cell growth medium. Hans and Levenspiel [21] express
the inhibition of microbial growth model as:

O =t (1 - E)n — X ®
dt ) sk (- )"

where, Hy* is the critical molar concentration of hydrogen at which microbial reaction ceases, (M); n is
the degree of inhibition; and m is the degree of inhibition.

Evaluation of the Constants

Taking inhibition of microbial growth Equation (3) into account, Equation (2) can be expressed as
a generalized Monod model:

Hmax obs‘s
= 4
" ks,obs + S ( )
where, (1 is the pecific microbial growth rate (h’l) and g is the experimentally observed value.
1 dX
n = XE (5)
Ho\"

umax,obs: umax(l - e ) (6)

2

X m
ks,obs = ks(l - f) (7)

By reciprocating Equation (4),
k

l o s,0bs l + 1 (8)

H Mmax,obs 5 |'Lmax,obs

plots of 1/ and 1/S can be obtained at each initially added hydrogen in reactor headspace, which is
shown in the Figure 3. tmax,obs and kg obs at each headspace Hy concentration can be determined by
evaluating the intercepts and abscissas on Figure 3.
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Figure 3. Evaluation procedure of (ty, a gbs aNd Ky gps at various concentration of inhibitor; Reproduced
with permission from Keehyun Han and Octave Levenspiel, Biotechnology & Bicengineering; published
by John Wiley and Sons, 2004 [21].

After determining values of {yy obs and kg o1 at different headspace H; concentration, constants
in Eqation (3) can be evaluated. On taking logarithms of Eqation (5) i.e,,

]n(“'max,obSZ) = ln(l - Hz) +1In (“‘max) (9)

H;
a plot of In({max obs) and In(1-Hy/H>*) gives the values of pyay and n. If the values of Hs* is not
identified from the experiments then a guessed value of Hy* have to be has tobe considered. A corrected
value of Hy* can be determined until a straight line is obtained which is shown in Figure 4.

ln(lv'-nmx.ohs)
Wmax
e g
I
|
goessed Ha' :
too low -
~ey
|
\} - / |
-
-
AT |
¢ I
guessed Hy™ |
Just too high
right slope =n : e i
a| T=
0 "

Figure 4. Bvaluation procedure of wmax, nand Hy* for product inhibition; Reproduced with permission
from Keehyun Han and Octave Levenspiel, Biotechnology & Bicengineering; published by John Wiley
and Sons, 2004 [21].

3. Results

3.1. Effects of Added Hy in the Reactor Headspace

Effects of hydrogen concentration accumulated in the reactor headspace on microbial growth
and hydrogen production were studied by conducting experiments in batch reactor. The results were
shown in Figures 5-10. In these figures, the time history of biomass concentration and produced
hydrogen concentration were showed when initial hydrogen concentration in the reactor headspace
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was varied. From these figures, it is clear that microbial growth as well as hydrogen productivity were
greatly influenced by the presence of hydrogen in the reactor headspace.
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Figure 5. Expetimental time histories of dry cell concenttation (a) and hydrogen concentration (b) with
initial 0% Hj in reactor headspace at different substrate concentration.

5.0 0.014

—~—20gL A —~—20 gL b
45 | ——30gL o o002 ——30gL
4.0 10g/L f 40 gL
5 85 ——5.0g/L .% 0.010 ——50g/L %
3 :
%0 ¢ o0.08 g
z g
g g ;
¢ 20 20,0000
] - ¥
S s £ 0004
g o
¥ 1
P 10 g £
R T 0.002
05 &
0.0 0.000 =
0 10 0 30 0 10 30

2 20
Time (h) Time (h)

Figure 6. Expetimental time histories of dry cell concenttation (a) and hydrogen concentration (b) with
initial 10% H; in reactor headspace at different substrate concentration.
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Figure 7. Expetimental time histories of dry cell concentration (a) and hydrogen concentration (b) with
initial 20% H, in reactor headspace at different substrate concentration.
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Figure 9. Experimental time histories of dry cell concentration (a) and hydrogen concentration (b) with
initial 40% Hj in reactor headspace at different substrate concentration.
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Figure 10. Experimental time histories of dry cell concentration (a) and hydrogen concentration (b)
with initial 50% Hj in reactor headspace at different substrate concentration.
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Initially, experiments were started when argon gas was present in the reactor headspace and initial
glucose concentration in the liquid medium was varied in the range of 2 g/L. to 5 g/L.. Ateach variation of
glucose, the microbial growth pattern and hydrogen production rate were observed for 30 h. The time
histories of microbial growth and hydrogen production rate were presented in Figure 5. From this
figure, it is observed that microbial growth, as well as hydrogen production, was started immediately
after 3 h of reaction time. There was no significant lag phase of microbial growth detected. A stationary
phase was started at 21 h for every initial glucose concentration. The maximum productivity of
hydrogen was 7.81 mMLh! when initial glucose concentration in the liquid medium was 5 g/L.

On the other hand, when 10% (z/0) of H; added to reactor headspace, microbial growth and
hydrogen production started after 6 h of incubation time, which is shown in Figure 6. Although
there was no such difference in specific growth and hydrogen production observed for different initial
substrate concentration, the maximum hydrogen productivity decreased to 5.17 mMLTh™1 which is
comparable to the 0% (/) added H» condition. The exponential phase of microbial growth ended at
21 h which was same as the previous condition.

In the case of 20% (v/0) added Hj in the reactor headspace, the hydrogen production rate as well
as biomass production rate further decreased, which can be observed from Figure 7. In this condition,
propagation of hydrogen production and bacterial growth was quite similar to that of 10% (v/) added
Hs condition, where microbial growth reached at its exponential phase at 6 h and it extended up to
21 h. However, in this condition, maximum hydrogen productivity decreased to 4.33 mMLTh1.

A different phenomenon was observed when 30% (v/v) Hy was added to the reactor headspace.
In this case, exponential phase of bacterial growth started after 6 h of incubation time but it extended
to 24 h where the stationary phase started. The time histories of dry cell concentration and produced
hydrogen were presented in Figure 8. Monotonic decreases of microbial growth rate and hydrogen
production were observed where hydrogen productivity reduced to 3.075 mMLTh~1 when initial
substrate concentration in liquid medium was 5 g/L. However, there was no such significant change in
growth pattern observed for different substrate concentration in liquid medium.

An extended lag phase in microbial growth was noticed as the quantity initially added H»
increased from 30% (z/0) to 40% (/). At this condition, the exponential phase commenced at 12
h of incubation time and extended until 27 h. A sharp degradation in microbial growth, as well
as bichydrogen production, were also observed (Figure 9). There were no such effects of substrate
concentration in liquid medium experience. The hydrogen productivity in this condition was estimated
as 1.54 mMLh™!, which isa sharp alteration compared to 30% (v/2) added Hjy condition.

Furthermore, when 50% (z/0) Iy was added to the reactor headspace, almost no growth condition
was observed which is presented in Figure 10. In this case, an extended lag phase with no microbial
growth and hydrogen production was seen for 18 h. A short period of exponential phase ended at
27 h was noticed. Almost no hydrogen production condition with productivity of 0.19 mML1h!
was estimated.

3.2. Inhibition Kinetics

In the present investigation, a total of 24 experimental runs were conducted at different initial Hy
and substrate concentration. Each initially added H; concentration and substrate concentration, and
was varied from 2 g/L to 5 g/L. For each combination of H; concentration and substrate concentration,
specific growth rate microorganisms were determined. By using Equation (8), plots of 1/p and 1/5 were
obtained at each initially added hydrogen in reactor headspace, which is demonstrated in Figure 11.
Hmax,cbs and kg g5 at each headspace Iy concentration were determined by evaluating the intercepts
and abscissas on Figure 3. The values of iy obs and ks ohs are provided in the Table 1.
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Figure 11, Determination of Py ons and ke o1 at different initial concentration of Hy.
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Table 1. Values of observed rate constants from experiments.

Initial Hz Concentration in Reactor Headspace (/o) Hmaz,obs K, abs
0% 06209 06318
10% 05523 06395
20% 04792 06285
30% 04643 06141
40% 0.3695 0.6343
50% 02613 06521

100f 13

From Table 1, it can be observed thatk; o, does not change in any systematic manner with the
change of added hydrogen in the reactor headspace. Therefore, m = 0 in Equation (7), which infers the

adopted model is a noncompetitive inhibition model and kg ops = ks which will be constant.

After determining values of ppaxobs and K ons at different headspace H; concentration, constants
in Equation (3} can be evaluated by pletting In{lmay obe? v In{1-Hy/H,*) from Equation (9), which
is shown in Figure 12. Figure 12 gives the values of i, and n. As Hy* was not identified from the
experiments, a guessed value of 61.5 (zv) Hy* (24.74 mM) was considered, which gives a straight
line with R% = 0.9823. From Figure 12, the intercept and slope give the value of pmax = 0.976 h! and

n = 0.4786.

-2 -1.5 -1 -0.5 0
y = 0.4786x - 0.0243
R?=0.9823 .
.

- .

2

g
F
—
— L]

.
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Figure 12. Determination of 1;.., n, and Hz* for product inhibition.
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4. Discussion

Initially, when there was no hydrogen present in the headspace and the reactor substrate
concentration varied from 2 g/LL to 5 g/L,, the production rates were high and it significantly decreased
as the hydrogen concentration increased gradually. When no hydrogen was added to the reactor,
the growth phase started after 3 h of incubation time and reached the stationary phase at 21 h. For the
10% added hydrogen condition, the exponential phase started at 6 h and it went until 21 h. On the
other hand, when 20% and 30% hydrogen were added, the exponential phase started at 6 h and went
until 24 h. Further, when increasing hydrogen concentration by 40% of total headspace, the lag phase
elongated by 12 h and the growth phase started at 15 h until 27 h. Almost no growth of bacteria was
observed when 50% of the reactor headspace filled with hydrogen. The specific growth rate of biomass
decreased as the hydrogen concentration increased in the reactor headspace.

This increased hydrogen concentration reduced the glucose degradation efficiency of bacteria,
resulting in a lower hydrogen yield. Hydrogen yield gradually decreased along with specific the
growth rate from 1.11 to 0.56 mol/mol.glucose and 0.621 + 0.019 h™1t00.261 = 0.021 h71, respectively.
As the initial hydrogen concentration increases from 0.0 to 0.0161 M, the hydrogen productivity
depletion hecomes more rapid when the initial hydrogen concentration altered from 0.0161 M to
0.0201 M. Thus, the final partial pressure of hydrogen in the product gas declined and initially added
hydrogen concentration increased. The effect of added hydrogen in the reactor on the specific microbial
growth rate, final hydrogen concentration and hydrogen yield were calculated by dividing the total
amount hydrogen produced by the amount of glucose consumed are summarized in Table 2.

Table 2. Effects of added hydrogen on specific growth rate, hydrogen production.

Added Hydrogen Specific Growth Rate Hydrogen Yield Final H; Partial
M)/ (vfo) (h—1) (mol-H;/mol-glucose) Pressure (atm)
0.0/(0%) 0.621 + 0.019 1.11 + 0.0026 0.280 + 0.015

4.023 % 1072 (10%) 0.552 + 0.028 1.01 + 0.0020 0.229 + 0.005

8.045 x 1073 (20%) 0479 + 0.029 0.92 + 0.0022 0.214 + 0.008

1.207 % 1072 (30%) 0464 + 0.032 0.88 + 0.0016 0.165 + 0.013

1.610 3 1072 (40%) 0.369 = 0.015 0.56 + 0.0010 0.094 + 0.005

2.012 % 1072 (50%) 0.261 + 0.021 0.21 +0.0010 0.0127 + 0.003

From the current study, it is apparent to see that as hydrogen concentration increases in the reactor
headspace, it restricts the mass transfer from the liquid to the gaseous phase. Thus, liquid to gas
transfer becomes a rate-limiting step that dominates microbial reactions. Consequently, low microbial
growth and less hydrogen production occur. On the other hand, hydrogenase, which mobilizes the
reversible oxidation of molecular hydrogen, is affected by a high concentration of hydrogen and the
process becomes thermodynarmically unfavorable for Hy formation.

From this analysis, it is clear that the initial addition of hydrogen has a significant impact on
microbial growth, hydrogen yield, and hydrogen productivity. As per non-competitive inhibition is
concerned, substrate concentration neither influences specific growth rate nor substrate utilization.
In order to maintain the hydrogen production at an optimal level, the accumulated hydrogen in reactor
headspace should not be more than 8 mMol. It can also be concluded from the present study that
when 24.85 mMol hydrogen accumulated in the reactor headspace, reaction stopped and no hydrogen
was produced.

5. Conclusions

Growth inhibition caused by hydrogen was examined through the acidogenesis of glucose by a
bacterium, Clostridium acetobutylicum. Until now, the research showed that the inhibition is caused
by H; present in the liquid medium, whereas kinetic models are developed to describe how that
inhibition kinetically related to hydrogen production rate but not microbial growth rate. This study
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presented the kinetic model that describes how the microbial growth inhibited H; in the reactor
headspace. The experiments were conducted in a batch reactor to observe the effects of hydrogen
accumulated in the reactor headspace on hydrogen production from acidogenesis of glucose by a
bacterium, Clostridium acetobutylicum. The concluding remarks can be made based on the data of the
experiments and prediction of the kinetic model.

A nonlinear and non-competitive inhibition model described the inhibition kinetics of initially
added hydrogen concentration on microbial growth and hydrogen production. The maximum specific
growth rate (jLmax), substrate saturation constant (ks) critical added hydrogen concentration at which
microbial growth ceased (H>*), and degree of inhibition were found to be 0.976 h™1, 0.63 + 0.01 /1,
2474 mM, and 0.4786, respectively. It was observed from the experiment that hydrogen could be an
acute inhibitor if allowed to accumulate in reactor headspace. From 10% to 30% (o/0) concentration of
hydrogen concentration, the microbial growth was decreased linearly. However, as more hydrogen
was added in the headspace, microbial activity was inhibited exponentially, particularly after 30% (w/),
where there was a potent inhibition in microbial growth and hydrogen production rate. Practically,
an extended lag phase in microbial growth and considerably low microbial growth and hydrogen
production rate was detected when 50% of total reactor headspace filled with hydrogen. After 61.5%
(v®) (i.e, 24.74 mM) of hydrogen accumulated in the reactor, no microbial growth took place and
production of hydrogen and microbial growth ceased. Furthermore, different process industries such
as biochydrogen and biobutanol production can use the results obtained from the present study for
reactor safety and adaptation of control strategies where these kinds of phenomenon occur.
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Appendix 2

Following the mathematical analysis provided under steady state,

dx
& (A1)
Therefore eq.(4.13)
6=0, +1 (A2)
Using eq. (4.18)
— Mys
6, +1= hye H (A3)
Hence,
n(; +1)
Ys = mH_(0.3D) (A4)
And,
_ i n(6, +1)
Xs = [91+1 mH—(8; +1) (A9)
Under steady state eq. (4.15)
Ma
0=-z+6x—0, <Mpr/s R+ Z) (A6)
Defining
__ 6 M,
Pm = (04 +1) Mpr/S (A7)
Ox=(0; +1D)(Z+pm) (A8)
LsM, 1
pH = —logK, + logZ_sM_cE (A9)
Under steady state,
LM, -PH
Zg = me 2.303 (A10)
From eq. (4.16).
=% Mcp _ Mc
Ls = g am, R =, 1P/;Pm (A11)
H
Zs = p—me_zgos (A12)

a
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On replacement of xs, ys and zs in eq. (A.8), using equations (A.4), (A.5) and (A.12) respectively, and

the following correlation is obtained

n(0; +1)

M H—(81 +1) ( 1 n(6.+1) ) _
n+ n(0q +1) * H * (91 +1) mH—(61 +1) - (91 + 1)(ZS + pm)
mH-(61 +1)

On simplification, the above equation reduces to

1 n
<(91+1)+1 mH >_Zs+pm

(61 +D)

mH

-1
By Taylor series expansion of (1 - ﬁ) and neglecting higher terms,
1

1 mH 1 _ pH
(6, +1) +n (1 + (CH +1)) = Pm (1 + K_ae 2.303)
Incorporating, M = —— and substituting H = A + BpH + CpHZ in equation (A.15)
1

pH

(M +n(1 + Mm(A + BpH + CpH?) — pm);(—a) = ¢ 72308
Defining the constants,

a=(M+n(1l+mMA) - pm):;—a B = (anB)II;—"1 andy = (anC)::—a

pH

e 2303 = o + BpH + ypH?

Sensitivity trajectories

i(a_X) _ (umS(A+BpH+CpH2) _D— D1) % (a_X) n [umX.KS(A+BpH+CpH2) % (ﬁ) "

dt \aD Ks+S oD (Ks+S)2 oD
S.X(B+2CpH OpH
[um ( p)]x(p)_x
Ks+S oD
d [ 9X S(A+BpH+CpH? [).4 X.Ks(A+BpH+CpH? as
(o) = (=T D -y ) x () + [ o () +
dt \aD, Ks+S oD, (Ks+S)2 oD,
S.X(B+2CpH OpH
[um ( p)]x(p)_x
Ks+S oD,

g(aX) _ (umS(A+BpH+CpH2) _D— D1) % (aX) N [umX.KS(A+BpH+CpH2)] % (aS) n

dt \as, Ks+S S, (Ks+5)? S,
[umS.X(B+ZCpH)] % (6p_H)

Ks+S 9S,
i(a_X) _ (umS(A+BpH+CpH2) _p-— D1) % (a_X) N [umX.KS(A+BpH+CpHZ)] % (ﬁ) N
dt \dSy Ks+S Sy (Ks+S)2 Sy
[umS.X(B+ZCpH)] % (6p_H)

Ks+S Sy
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d (ﬁ) _ <umSKs(A+BpH+CpH2)> « (Z_E) B [D D+ umX.KS(A+BpH+CpH2)] y (ﬁ) ~

2 oD
dt \aD (KS+S)2YX/S (Ks+S)
—_ A22
UmSX(B+2CpH) % (0pH) + (So + S) ( )
(KS+S)YX/S

L(2) - - (toemptoci))  (06) [y p, 4 Xt ()

2 aD
dt \aD, (KS+S)2YX/S (Ks+S) 1
Im SX(B+2CpH) (6pH) _g (A23)
—_— X —_—
(KS+S)YX/S aD,

ﬂ@%r{mmwmmwvx@g[m01M““%“mﬂx@%—

as
dt \as, (Ks+8)2Yx) (Ks+S)2 0
umSX(B+2CpH2) apH (A24)
(KS+S)YX/ OSO

g(ﬁ) _ <umSKS(A+BpH+CpH2)> o (aX) [D £ D, + X Ks(A+BpH+CPH?)] (ﬁ) B

dt \adSy (Ks"'S)ZYX/S 0Sy (Ks+S)? 0Sy
Hm SX(B+2CpH?) % (ap_H) (A25)
(KS+S)YX/S 0Sp

aD
dt \aD Mo X (Ks+S) aD M, (Ks+S) aD

i("_p) _ <Yp/xumS(A+BpH+CpH2)> 9 (6_X) N [Yp/xumX.Ks(A+BpH+CpH2) y (05) D+ D] x (ap) N

Yp /o UmSX(B+2CpH)
M, (Kg+S)

() 29

2
d [ ap Yp/Xp.mS(A+BpH+CpH2) y (a_x) N [Yp/xumX-Ks(A+BpH+CpH )] D+ Dy] x
E(a_Dl) = M, x(Ks+S) aD, M, (Ks+S)
mSX(B+2CpH)
(22)+ Do SO ]x (Z5) -G+ (A27)
6D1 Ma(K5+S) 6D
2
d [ ap Yp/XumS(A+BpH+CpH2) y (6_X) [Yp/xumX.Ks(A+BpH+CpH )] as D+ Dy] x
&(a_so) = M, % (Ks+S) S, M, ( Ks+S) o
ap Yp/X UmSX(B+2Cxp) o (apH) (A28)
(a_so) + [ M, (Ks+5) aS,
2
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ap Yp/x UmSX(B+2Cxp) o (BpH) s (Azg)
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d 6sA _ X (’,S_A —s (
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2 (22) = -0 +Dy] x (52) (A32)

dt 050 as0
d (s} _ _ 95
dt (asb) =—[D+Dy]x (asb) (A33)
d (apHY _ Yp/XumS(A+BpH+CpH2) ax Yp/xumX.KS(A+BpH+CpH2) as 1 dp
dt( aD) - < M, x(Ks+S)p X (aD) M, (Ks+S)2p X (aD) + [ 2 4t 3 (D +
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L1 9sa) _ |2 opH
0] % (32) - [4%58 + £0-4 0] (52) - [P (22) (h30)
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M, X (Kg+S)p dD4 M, (Ks+S)2p dD; p? dt

o))

Yp, umSX(B+2CpH)] (apH
1
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apH Yp/XumS(A+BpH+CpH2) ox Yp/XumX.KS(A+BpH+CpH2) as 1.dp
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Appendix 3

The time history of dry cell concentrations of Lactobacillus casei when pH at each batch reaction was
varied initially.
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Figure A-1 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=5
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Figure A-2 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=5.5
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Figure A-3 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=6.0
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Figure A-4 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=6.5
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Figure A-6 Experimental time histories of dry cell concentration (g/L) at an initial value of pH=7.5
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