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Abstract—This work introduces a novel method which combines Machine Learning (ML) techniques with dual-polarimetric (dual-pol) SAR observations for estimating quad-polarimetric (quad-pol) parameters, which are presumed to contain geophysical sea ice information. In the training phase, the output parameters are generated from quad-polarimetric observations obtained by Radarsat-2 (RS2), and the corresponding input data consists of features obtained from overlapping dual-pol Sentinel-1 (S1) data. Then two, well recognized ML methods are studied to learn the functional relationship between the output and input data. These ML approaches are the Gaussian Process Regression (GPR) and Neural Network (NN) for regression models. The goal is to use the aforementioned ML techniques to generate Arctic sea ice information from freely available dual-pol observations acquired by S1, which can in general only be generated from quad-pol data.

Eight overlapping RS2 and S1 scenes were used to train and test the GPR and NN models. Statistical regression performance measures were computed to evaluate the strength of the ML regression methods. Then two scenes were selected for further evaluation, where overlapping optical images were available as well. This allowed the visual interpretation of the maps estimated by the ML models. Finally, one of the methods was tested on an entire S1 scene to perform prediction on areas outside of the RS2 and S1 overlap.

Our results indicate that the studied ML techniques can be utilized to increase the information retrieval capacity of the wide swath dual-pol S1 imagery, while embedding physical properties in the methodology.

Index Terms—Synthetic Aperture Radar, Sentinel-1, Radarsat-2, Sea ice, Gaussian Process Regression, Neural Network, Polarimetry

I. INTRODUCTION

As a result of climate change, the extent and thickness of Arctic sea ice have been steadily declining for the last decades [1]. This makes it more susceptible to melting and more dynamic, and thus more difficult to monitor and forecast from remote sensing observations. Both from a climate perspective and due to the threat sea ice represents to human activities (ship traffic, fisheries, etc), it is getting even more important to develop reliable, high-resolution sea ice monitoring capabilities. Today, sea ice type maps are generated by experts at national ice centres based on interactive interpreting synthetic aperture radar (SAR) satellite imagery, often supplemented by auxiliary data from other satellite sensors or surface observations [2].

In recent years, there have been made several scientific developments which have the potential to enable better sea ice monitoring. Significant achievements have been made in the field of SAR remote sensing, especially related to the use of polarisation diversity, a field commonly referred to as SAR or radar polarimetry [3], [4]. Furthermore, tremendous developments have taken place in the signal processing and Machine Learning (ML) domains [5]. In the computer science field, the capabilities in computation power and data storage have increased tremendously [6]. The objective of this paper is to explore the feasibility of using new powerful methods from the machine learning discipline to increase information extraction from dual polarisation SAR data, in particular with respect to sea ice characterisation.

SAR imagery is a key data source for generating sea ice maps. Its spatial characteristics are determined by the sea ice backscatter, and microwave radar signals are independent of light conditions, and hence available day and night, year around. However, SAR images of sea ice are difficult to translate into reliable sea ice maps. SAR signatures of sea ice are ambiguous as they depend on imaging geometry, season and weather condition, polarisation, frequency and angle of the incident radar signals, in addition to the actual ice type, with a potential snow cover on top. This makes the classification of SAR images into ice type maps very challenging. Even the binary discrimination between ice and open water is difficult due to varying radar intensities resulting from spatially variations in wind fields over the ocean.

It has long been acknowledged that coherent quad-polarimetric (quad-pol) SAR observations would improve the ability to retrieve geophysical properties of sea ice and reduce misinterpretations [7]. A quad-pol radar would simultaneously record all combinations of two orthogonal linear polarisations (most commonly horizontal and vertical), allowing for a complete characterisation of the backscattered electromagnetic vector field. Polarimetry has developed target decomposition methods, in which a received quad-pol signal is separated into contributions from different scattering mechanisms (e.g. [8]), as well as introduced new parameters and classification approaches, which have improved segmentation and classification performances (e.g. [9]–[11]). Some of the new quad-pol parameters have been found to be sensitive to specific surface properties such as roughness and salinity ([8], [12]). Through the last three decades, many studies have also demonstrated
The investigated ML regression techniques were the Gaussian Process Regression (GPR) and a NN for regression models based on our previous results in [23]–[25]. These methods have previously been compared with other parametric and non-parametric models for remote sensing applications [26]–[28], and they were found to perform excellently for the given task. Both the GPR and NN were found to show good performance for learning the relationship between the output quad-pol parameters and the dual-pol input data. These methods are non-linear models, hence they do not rely on assumptions between the output and input data in contrast to other empirical algorithms. (Note that the combination of GPR and NN models have been successfully introduced for regional Arctic sea ice extent predictions [29].)

Both the GPR and NN have different advantageous properties, besides their excellent regression strength. The GPR model proceeds by using Bayesian inversion, and hence providing the full posterior distribution of the estimates. This means that the variance of the estimated output is automatically provided. The variance represents a quantitative assessment of the certainty level of the estimates. The relative value of the certainty level reveals whether a new observation differs from the data used in the training process. This property is highly advantageous in practice. However, the GPR model requires the inversion of matrices, which is computationally expensive. Although there are several techniques, which allow to improve computational time, training a NN model requires less computational power.

In this work, we conducted a comprehensive study to evaluate the two ML approaches on overlapping quad-pol and dual-pol scenes. We used eight overlapping scenes with short time differences and similar incidence angles (IA). Two out of the eight scenes did also have optical image overlaps acquired by the Multi-Spectral Instrument (MSI) onboard the Sentinel-2 satellite. This allowed the visual interpretation of the data and results. Seven overlaps had a deviation in IA equal or below two degrees. These seven scenes were used to establish the ML models for the two quad-pol output parameters. Then these models were tested on the eight scenes. Finally, these ML models were applied to large S1 scenes to perform the upscaling for the non-overlapping areas. In this work, up-scaling refers to the process of spatially extending the high-resolution, high informative quad-pol information to the larger lower-resolution wide-swath dual-pol scenes. Hence, it involves both an up-scaling of information contents and a spatial extension. The statistical and visual results indicated that the ML models perform well to estimate quad-pol parameters from dual-pol data. The methodology opens the possibility for spatial up-scaling of quad-pol information by using large scale dual-pol imagery, and hence increasing the capacity of using dual-pol Sentinel-1 observations for sea ice monitoring.

The rest of this work is organized as follows. Section II provides on overview on the theory of polarimetry, Section III describes the data used in this study, Section IV discusses the methodology, Section V presents and discusses the results, and finally Section VI concludes this work.

II. POLARIMETRY: TWO POLARIMETRIC PARAMETERS

Radar backscattering from sea ice is a function of both physical characteristics like surface roughness, which is resulting from the ice dynamics, and electric characteristics like the dielectric constant, which is related to humidity and salinity contents. Since ice types, at least at some degree, are defined by roughness and dielectric properties, it is expected that ice type classification would benefit from using input parameters that are sensitive to these geophysical properties. In this feasibility study, we have chosen to perform dual-to-quad-pol regression prediction analysis on two polarimetric parameters which have previously been found to be sensitive to roughness and dielectric properties, namely the circular correlation coefficient, $\rho_{RLL}$, and the linear co-pol power ratio.
In some surface scattering models, like the Bragg model and the composite model (or two-scale models) [36], it follows explicitly from the theoretical expressions that the co-pol ratio is a function of the dielectric constant and IA, but independent of the small-scale roughness. This property has been used to estimate surface humidity from polarimetric measurements in e.g. [12]. Even though these models are not generally applicable for describing backscatter from sea ice, they give good predictions for certain ice types (e.g., smooth, newly frozen ice), especially at longer wavelengths (L- and P-band) [37].

C. Polarimetric ML regression

As noted from Eqs. (1) to (4), it is not possible to compute \( \rho_{RRLL} \) and \( R_{HHVV} \) directly from the dual-pol input S1 data, as all the needed observations are not available. In our work, we attempt to predict the absolute value of the circular correlation coefficient, i.e., \(|\rho_{RRLL}|\), and the co-pol ratio \( R_{HHVV} \) from input parameters that can be generated from dual-pol observations. The approach is to use supervised learning methodologies to train ML regression models to learn the functional relationship between the dual-pol input parameters and the quad-pol output parameters. In general, this training is performed on a training set \( D = \{y, X\} \), where in our case \( y \) is a \((1 \times N)\) vector of quad-pol output samples calculated from RS2 scenes, and \( X \) is a \((k \times N)\) matrix of \( N \) \( k \)-dimensional dual-pol input parameters calculated from accurately co-registered S1 scenes. Hence, an estimated functional relationship between \( y \) and \( X \), i.e., \( y = f(X) \), is realized by the trained ML-models, and subsequently used to predict the output quad-pol parameters. The details are given in section III and section IV below.

III. Data

A. Data acquisition

In total, we used eight overlapping RS2 and S1 scenes with a very short time difference of less than 40 minutes. The sensor properties of these two satellites and the modes used are shown in Table I. The S1 scenes have a much larger coverage than the fine-quad-pol mode of RS2, whereas the pixel spacing is much finer for RS2 than S1. All the scenes were acquired between July and September in the Arctic, i.e., during melt-season. The scenes acquired 25/08 and 03/09 are related to the study area investigated in [39].
sea ice and percentage of ice concentration. For training the ML models, we chose overlaps with a $2^\circ$ maximum difference in IA. These overlaps correspond to scenes number 1 to 7. An additional overlap was included for testing the performance of the ML models, when the difference in IA is larger than $2^\circ$. This is scene number 8, and indicated with a star symbol in Table II.

### Table I

**Properties of the SAR sensors investigated in this study, i.e., Sentinel-1 (S1) [40] and Radarsat-2 (RS2) [41]. S1 products used are GRD (ground range detected products) HR (high resolution). The RS2 range pixel spacing is given in slant range, whereas S1 range pixel spacing is in ground range. Pixel spacing is in R.×.Az.**

<table>
<thead>
<tr>
<th></th>
<th>Radarsat-2</th>
<th>Sentinel-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>Fine Quad-pol (FQ)</td>
<td>Extra-wide Swath Mode (EWM)</td>
</tr>
<tr>
<td>Polarization</td>
<td>HH, HV, VH, VV</td>
<td>HH, HV</td>
</tr>
<tr>
<td>Pixel spacing</td>
<td>4.7 × 5.1 m</td>
<td>25 × 25 m</td>
</tr>
<tr>
<td>NESZ</td>
<td>&lt;35 ± 4 dB</td>
<td>&lt;23.1 dB</td>
</tr>
<tr>
<td>Range Pixel Spacing</td>
<td>25 km</td>
<td>40 km</td>
</tr>
<tr>
<td>Azimuth &amp; Range Axis</td>
<td>5 km</td>
<td>40 km</td>
</tr>
</tbody>
</table>

All the scenes are radiometrically calibrated (see [42] for RS2 and [40] for S1), and the RS2 parameters are produced within 9 × 9 averaging windows. Then the investigated features are calculated from S1 and RS2 products and these are geo-coded to a spatial common grid with equal number of pixels on the ground covering approximately 50×50 m. The time difference between S1 and RS2 scenes are small (see Table II), but a co-registration (linear shift of the pixels in S1) is performed on the geo-coded products to adjust for the minor sea ice drift between the two scenes. Following this procedure, each S1 and RS2 pair (scene nr. in Table II) represents a stack of features covering the same area, similar pixel spacing, but some deviations in the level is smoothing are expected due to different initial spatial resolution (see Table I).

## B. Polarimetric data

The two studied quad-pol output parameters, henceforth denoted $y^1$ and $y^2$ were generated from the RS2 data and they provide information about the sea ice roughness and dielectric properties, respectively. They can be expressed by

$$y^1 = |S_{RR}S_{LL}|/\sqrt{|S_{RR}|^2/|S_{LL}|^2},$$

$$y^2 = |S_{HH}|^2/|S_{VV}|^2,$$

where $y^1 = |R_{RRLL}|$ (discussed in section II-A), and $y^2 = R_{HHVV}$ (discussed in section II-B). Speckle noise was reduced by using spatial averaging, and it is denoted by $\langle \cdot \rangle$.

The input data was generated from the dual-pol S1 covariance matrix $C$, which can be expressed by

$$C = \begin{bmatrix} C_{11} & C_{12} \\ C_{12}^* & C_{22} \end{bmatrix}.$$  \hspace{1cm} (5)

We used a dual-pol system $C$ that transmits on the horizontal (H) channel and receives on horizontal and vertical (V) polarization channels. The dual-pol S1 system $C$ can be written by

$$C = \begin{bmatrix} |S_{HH}|^2 & S_{HH}S_{HV} \\ S_{HV}S_{HH}^* & |S_{HV}|^2 \end{bmatrix}.$$  \hspace{1cm} (6)

This dual-pol system $C$ was used to generate five features denoted by $f_1, \ldots, f_5$ to build the $5 \times N$ dimensional S1 input matrix $X$, where $N$ is the total number of pixels. These five features are defined in Eq.(7). Note that, for assessing the possibilities of improving model performance by also taking into account the IA, an extended input matrix $X$ was composed, which included IA as a sixth feature.

$$f_1 = 10 \log_{10}(C_{11}), \quad f_2 = 10 \log_{10}(C_{22}),$$

$$f_3 = C_{11}/C_{22}, \quad f_4 = C_{11} - C_{22}/(C_{11} + C_{22}),$$

$$f_5 = \text{IA}.$$  \hspace{1cm} (7)

Input feature $f_1$ and $f_2$ are only based on single polarization channels, namely HH and HV, respectively. These features, mostly the HH intensity, have been used in several sea ice studies (see e.g., [43]–[45]). The construction of the input features presented in Eq. (7) considers both ratio- and non-ratio based features, sum and difference between features, and single- and dual-polarization features. In this way, we aim to limit the polarimetric information loss in our selection of
the features from the dual-polarimetric data, and at the same time, maximize the relevant polarimetric information needed to describe the output parameters. This physical relationship was learnt by using the ML methods.

Then the output (RS2) and input (S1) data that were used for training and testing the performance of the ML models is $D = \{y^i, X^i\},$ for $i = 1, 2.$

Figure 2 shows scatterplots of the generated output parameter $y^1 \ (\text{top-row})$ and $y^2 \ (\text{bottom-row})$ versus the first five input features for the training data for RS2. The gray markers represent the values from the entire RS2 scene acquired 3/9/2016. It can be seen that there is some structured relationship between the input features and output parameters, and not complete randomness. The functional dependency between the output parameters and input features show large variations.

The scatterplots also reveal that output parameter $y^1$ has a stronger dependency on the input features than output parameter $y^2.$

Note that all experiments were conducted two times; once with features $f_1, \ldots, f_6$ as input, and once with features $f_1, \ldots, f_5.$

IV. Method

A. Experimental setup

We used the seven overlapping scenes (scene number 1,...,7) for training the ML models. The training data was obtained by randomly sampling all the seven input-output data to create a representative training data. The number of observations for the training data was 1084. Then eight ML models were established. These were the Gaussian Process Regression (GPR) and Neural Network (NN) for output parameter $y^1$ and $y^2,$ and for the five (without IA) and six (with IA) dimensional input data matrix. Then all the eight models were evaluated on the eight individual scenes. (The 8th scene is the additional one, including large differences in IA.) The size of the test data varied between $4 \times 10^5$ and $10^6.$ Model performance was assessed by computing statistical performance measures, the Normalized Root Mean Squared Error (NRMSE), the Mean Absolute Error (MAE) and the Pearson correlation coefficient ($R^2$). These measures can be written by

$$\text{NRMSE} = \frac{1}{y_{\max} - y_{\min}} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} \quad (8)$$

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \quad (9)$$

$$R^2 = \frac{\sum_{i=1}^{N}(y_i - \bar{y})^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}, \quad (10)$$

where $N$ is the number of observations in the test set, $y$ is the generated quad-pol output from RS2, $\hat{y}$ is the estimated quad-pol output from S1, $y_{\max}$ is the maximum value, $y_{\min}$ is the minimum value, and $\bar{y}$ is the mean value in the test set. Finally, up-scaling was performed for the eight large S1 scenes ($X^i$). Fig. 3 shows the flowchart of the approach.

In this work we used the software MatLab for implementing the machine learning approaches and producing the results, SNAP (Sentinel toolbox) for calibration, GDAL and Python for geo-coding and co-registration.

B. Machine Learning methods

We chose to study two ML approaches based on our earlier results [23]. These were the GPR and NN. This section provides a brief overview on the ML models.

1) Gaussian Process Regression: The GPR is a flexible semi-analytical Bayesian approach, using non-linear mapping to relate the output $y^i, i = 1, 2$ to the input $X.$ This can be expressed by $y = f(X) + \varepsilon,$ where the term $\varepsilon$ is independently, identically Gaussian distributed noise, with zero mean and constant variance. Prediction is done by placing a multivariate joint Gaussian distribution over the function values allowing to analytically derive the posterior distribution of the predicted output [46]. Then the posterior distribution of a new output $y'$ is

$$p(y'|X', D) = \mathcal{N}(y'|\mu_{GP}, \sigma_{GP}^2) \quad (11)$$

$$\mu_{GP} = k_f^T(K_{ff} + \sigma^2 I_n)^{-1} y = k_f^T \alpha \quad (12)$$

$$\sigma_{GP}^2 = \sigma^2 + k_f - k_f^T(K_{ff} + \sigma^2 I_n)^{-1} k_f, \quad (13)$$

where $\mu_{GP}$ is the predicted output, $\sigma_{GP}$ is the variance, $k_f$ is the covariance between the training vector and the test point, $\alpha = (K_{ff} + \sigma^2 I_n)^{-1} y$ is the weight vector and $k_r$ is the covariance between the test point with itself. The elements of the covariance matrices are computed by using a kernel function. In this work, several kernel functions were evaluated, and it was found that the anisotropic Gaussian kernel is the most suitable, which is in good correspondence with earlier results. This can be expressed by

$$k(X_m, X_n) = \nu^2 \exp \left( -\frac{1}{2} \sum_{d=1}^{D} \left( \frac{X_m^d - X_n^d}{\lambda_d} \right)^2 \right), \quad (14)$$

where the hyper-parameters are $\lambda_d$ and $\nu,$ and they are the length-scale and scaling-factor for the five or six dimension $d.$ The hyper-parameters were optimized through the log-marginal likelihood by using gradient descent method.

2) Neural Network: The second ML regression method is a Multi Layer Perceptron (MLP) neural network (NN). Th MLP had one hidden layer and 25 neurons [25]. For training the NN, the Levenberg - Marquardt (L-M) algorithm was used, and the activation function was hyperbolic tangent sigmoid function. Training, testing and validation was done by using 70 %, 15 % and 15 % of the training data for learning, testing and validation, respectively.

V. Results and Discussions

A. Overlapping areas

Tables III and IV summarize the results of the estimated output parameters for the eight scenes, when IA was excluded and included in the input data, respectively. Including IA as a sixth feature in the input data has not resulted in significant improvements in the computed statistical regression performance measures (Table IV). This is visualized in Figure 4. The red markers correspond to the results when IA was not
Fig. 2. Scatterplots of $y^1$ and $y^2$ versus the input features ($f_1, \ldots, f_5$) from Radarsat-2. The values are selected from the training set, and contain various incidence angles (indicated by the brown gradients, see legend to the right) and sea ice conditions. The gray markers are values from the entire Radarsat-2 scene acquired 3/9/2016.

Fig. 3. Flowchart of the different steps involving the data input, the two models tested, training, testing, validation and up-scaling.

included, and the blue ones, when IA was included. The circles and squares represent the GPR and NN, respectively. These plots clearly demonstrate that including IA as the sixth feature in the input data has not resulted in significant improvements in the computed statistical measures. This is especially the case for output parameter $y^2$. Therefore, in the rest of this paper only those results are presented and discussed, when IA was not included in the input data.

The computed statistical measures in Table III show a stronger performance for the co-pol ratio, $y^2$, which is expected to carry information about the dielectric property or salinity of sea ice, than for $y^1$, the circular correlation coefficient, which is expected to be correlate with roughness. Note that a high value of $y^2$ would be associated with a high dielectric constant, as in water, whereas a high value of $y^1$ would be associated with a smooth surface. The observed strong performance for $y^2$ might confirm the fact that the output co-pol ratio has a stronger dependency of the input features. This can also be observed in the scatterplots presented in Fig. 2. In general, for $y^2$ the computed NRMSE and MAE values are low and the $R^2$ values are high, indicating an outstanding performance.
It can also be observed that scene 8 shows a slightly decreased regression strength. Note, there were no datapoints from scene 8 included in the training set because of the larger deviation in IA between the RS2 and S1 scenes for this overlap. However, the computed statistical regression performance measures show acceptable regression strength, and hence demonstrating that both ML models have excellent generalization capabilities.

It is also observed from Tables III and IV that the GPR and NN showed equally strong performance based on the computed statistical measures.

For visually illustrating the results, two scenes were chosen for a more detailed analysis. These were the ones where overlapping optical images from Sentinel-2 (S2) were available as well. Figs. 5, 6, 7 and 8 show the scenes and results for y1 (left columns) and y2 (right columns) for these scenes. In Figs. 5 and 7 the top rows show the true RGB images from S2. The RS2-S1 overlaps are indicated with the black squares. It can be seen that both scenes include many sea ice types, including young and/or first-year ice presumably thin- and thicker ice, and leads and open water. See [39] for a through description of the sea ice conditions in this area during the same time period. The second rows show the HH intensity images.

In Figs. 5 and 7 the top rows are the generated output parameters from the RS2 quad-pol data (the true parameter maps), and the middle and bottom rows are the estimated outputs of the ML methods. It can be seen that both the NN and GPR models can estimate well the generated output features. Leads and for open water, which are expected to appear smoother and with higher salinity, are represented with predicted high values for both y1 and y2.

The intensity images in Fig. 7 show some bright line-features in the south-east quarter of the image. The high intensity levels indicate high roughness which potentially can be narrow ridges. These features are clearly visible also in the surface roughness maps estimated by both the ML methods. The NN estimates a low y1 value, indicative of a smooth surface, while the GPR suggests high roughness. Hence, the output of the GPR model is in better correspondence with the intensity images. The optical image can unfortunately not be used to verify this particular observation, due to clouds and snow cover on the ice.

The advantageous uncertainty level property of the GPR model, allows for more detailed assessment of these estimates. Figure 9 shows the corresponding uncertainty maps for the y1 parameter for the two images presented in Fig. 6 and 8 (bottom-left panels). It can be observed that the assigned uncertainty is relative high for these features (Fig. 9 right).

### Table III

Computed statistical measures for the machine learning models for the eight overlapping Sentinel-1 scenes. Incident angle was not included in the input features.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Model</th>
<th>NRMSE</th>
<th>MAE</th>
<th>R²</th>
<th>NRMSE</th>
<th>MAE</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GPR</td>
<td>0.0799</td>
<td>0.0316</td>
<td>0.6889</td>
<td>0.0409</td>
<td>0.0768</td>
<td>0.8862</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.0812</td>
<td>0.0382</td>
<td>0.6778</td>
<td>0.0423</td>
<td>0.0833</td>
<td>0.8854</td>
</tr>
<tr>
<td>2</td>
<td>GPR</td>
<td>0.1259</td>
<td>0.0722</td>
<td>0.6404</td>
<td>0.0669</td>
<td>0.1118</td>
<td>0.9059</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1257</td>
<td>0.0761</td>
<td>0.6421</td>
<td>0.0671</td>
<td>0.1122</td>
<td>0.9082</td>
</tr>
<tr>
<td>3</td>
<td>GPR</td>
<td>0.0924</td>
<td>0.0511</td>
<td>0.5916</td>
<td>0.0585</td>
<td>0.0770</td>
<td>0.9116</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.0964</td>
<td>0.0578</td>
<td>0.5660</td>
<td>0.0584</td>
<td>0.0767</td>
<td>0.9158</td>
</tr>
<tr>
<td>4</td>
<td>GPR</td>
<td>0.1027</td>
<td>0.0487</td>
<td>0.6241</td>
<td>0.0613</td>
<td>0.0806</td>
<td>0.9346</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1080</td>
<td>0.0558</td>
<td>0.6034</td>
<td>0.0581</td>
<td>0.0760</td>
<td>0.9410</td>
</tr>
<tr>
<td>5</td>
<td>GPR</td>
<td>0.1130</td>
<td>0.0755</td>
<td>0.5555</td>
<td>0.0856</td>
<td>0.2599</td>
<td>0.7436</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1137</td>
<td>0.0766</td>
<td>0.5310</td>
<td>0.0869</td>
<td>0.2589</td>
<td>0.7350</td>
</tr>
<tr>
<td>6</td>
<td>GPR</td>
<td>0.1197</td>
<td>0.0654</td>
<td>0.5634</td>
<td>0.0594</td>
<td>0.1272</td>
<td>0.8579</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1286</td>
<td>0.0708</td>
<td>0.4277</td>
<td>0.0558</td>
<td>0.1203</td>
<td>0.8779</td>
</tr>
<tr>
<td>7</td>
<td>GPR</td>
<td>0.1091</td>
<td>0.0610</td>
<td>0.3982</td>
<td>0.0546</td>
<td>0.0817</td>
<td>0.9310</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1091</td>
<td>0.0654</td>
<td>0.3952</td>
<td>0.0546</td>
<td>0.0851</td>
<td>0.9349</td>
</tr>
<tr>
<td>8</td>
<td>GPR</td>
<td>0.1131</td>
<td>0.0829</td>
<td>0.2914</td>
<td>0.0714</td>
<td>0.1990</td>
<td>0.6482</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1127</td>
<td>0.0805</td>
<td>0.2930</td>
<td>0.0733</td>
<td>0.2092</td>
<td>0.6298</td>
</tr>
</tbody>
</table>

### Table IV

Computed statistical measures for the machine learning models for the eight overlapping Sentinel-1 scenes. Incident angle was included in the input features.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Model</th>
<th>NRMSE</th>
<th>MAE</th>
<th>R²</th>
<th>NRMSE</th>
<th>MAE</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GPR</td>
<td>0.0859</td>
<td>0.0350</td>
<td>0.7089</td>
<td>0.0410</td>
<td>0.0764</td>
<td>0.8854</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.0863</td>
<td>0.0349</td>
<td>0.6920</td>
<td>0.0411</td>
<td>0.0793</td>
<td>0.8873</td>
</tr>
<tr>
<td>2</td>
<td>GPR</td>
<td>0.1238</td>
<td>0.0710</td>
<td>0.6572</td>
<td>0.0670</td>
<td>0.1119</td>
<td>0.9055</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1189</td>
<td>0.0886</td>
<td>0.6096</td>
<td>0.0686</td>
<td>0.1131</td>
<td>0.9082</td>
</tr>
<tr>
<td>3</td>
<td>GPR</td>
<td>0.0930</td>
<td>0.0502</td>
<td>0.3944</td>
<td>0.0588</td>
<td>0.0776</td>
<td>0.9113</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.0925</td>
<td>0.0493</td>
<td>0.6172</td>
<td>0.0565</td>
<td>0.0732</td>
<td>0.9161</td>
</tr>
<tr>
<td>4</td>
<td>GPR</td>
<td>0.1080</td>
<td>0.0471</td>
<td>0.8389</td>
<td>0.0616</td>
<td>0.0814</td>
<td>0.9344</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.0991</td>
<td>0.0463</td>
<td>0.8358</td>
<td>0.0573</td>
<td>0.0762</td>
<td>0.9324</td>
</tr>
<tr>
<td>5</td>
<td>GPR</td>
<td>0.1114</td>
<td>0.0747</td>
<td>0.5722</td>
<td>0.0854</td>
<td>0.2665</td>
<td>0.7450</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1133</td>
<td>0.0759</td>
<td>0.5536</td>
<td>0.0868</td>
<td>0.2655</td>
<td>0.7358</td>
</tr>
<tr>
<td>6</td>
<td>GPR</td>
<td>0.1267</td>
<td>0.0689</td>
<td>0.5240</td>
<td>0.0593</td>
<td>0.1269</td>
<td>0.8584</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1249</td>
<td>0.0899</td>
<td>0.4856</td>
<td>0.0645</td>
<td>0.1265</td>
<td>0.8448</td>
</tr>
<tr>
<td>7</td>
<td>GPR</td>
<td>0.1108</td>
<td>0.0904</td>
<td>0.4919</td>
<td>0.0544</td>
<td>0.1813</td>
<td>0.9086</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1049</td>
<td>0.0856</td>
<td>0.4062</td>
<td>0.0535</td>
<td>0.0829</td>
<td>0.9561</td>
</tr>
<tr>
<td>8</td>
<td>GPR</td>
<td>0.1126</td>
<td>0.0801</td>
<td>0.3428</td>
<td>0.0716</td>
<td>0.1988</td>
<td>0.6483</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>0.1186</td>
<td>0.0845</td>
<td>0.3134</td>
<td>0.0790</td>
<td>0.2028</td>
<td>0.6319</td>
</tr>
</tbody>
</table>
This indicates that the area with these features is not well represented in the input training data. It is also observed that the uncertainty level map of $y^1$ for the scene 25/08/2016 shows relative high uncertainty for areas with presumably open water/leads (Fig. 9 left panel). These low backscattering areas may be highly contaminated by system noise, since the backscatter intensities in these dark patches are -18 ±2dB (for HH) and -28 ±2dB (for HV) see intensity images in Figs. 5 and 7). The noise floor (NESZ) of S1 is < -23dB (see Table I), and these areas are therefore very close to the noise floor, especially for the HV channel, which are used for some of the input features. Further investigations regarding the impact of system noise when predicting the quad-pol features $y^1$ and $y^2$ are therefore encouraged.

B. Up-scaling of Sentinel-1 scenes

We used the data acquired at 03/09/2016 (as in [39]) to show how the presented methodology can be applied for practical purposes. Figures 10 and 11 show the result of applying the trained GPR-model to perform spatial up-scaling of two quad-pol parameters to the entire S1 scene. The top panel in Fig. 10 shows an optical S2 image overlapping with the RS2 and S1 scenes. The position of the swath of RS2 is shown as the red square and S1 is the black square. The HH intensity image of the large S1 scene can be seen in the bottom row.

Both the optical image and the S1 intensity image reveal a significant area of open water. For this area, the estimated output parameters predict high $y^1$ values i.e smooth surface (top row in Fig. 11), and high $y^2$ values i.e. salinity (bottom in Fig. 11). In fact, the estimated $y^2$ parameter shows an area with very high $y^2$ values, which would be consistent with a mixing of thin ice/film and open water. The rougher ridges discussed in the previous section, appear here in the large scene as well.

The results of the up-scaling show good correspondence with the interpretation made from the optical image and the HH intensity image.

Limitations

The here presented methodology has several limitations. The trained ML models are based on the assumption that the training data represents all sea ice conditions in order to make good predictions. However, it is well-known that the Arctic may show a large span of variations in sea ice conditions, making it challenging to build up a representative training data set for all situations. In this work we used melt-season images. This means that the snow cover is thin, wet and there might be frozen/open melt ponds on the ice. Hence in practical use, the ML models may fail in areas with conditions differing from those picked for training the models. This will though be reflected in the certainty level map of GPR estimates. This would require to adjust the training data for freeze-up, winter and early-melt seasons for operational purposes.

The hyper-parameters in the ML models were tuned to this particular data set. Hence, deviations from this data might require a larger or lesser degree of smoothing, and therefore re-optimization of the model parameters.

The preprocessing prior to training and testing could also have an impact on the final products. For this study, the Radarsat-2 and Sentinel-1 products were projected to a common spatial grid covering approximately 50x50m on the ground. If a coarser resolution were selected then the detailed sea ice structure might be compromised, and with more smoothing, the accuracy in the up-scaling might improve due to less details being reconstructed. Hence, the choice of the resolution in the preprocessing should be selected based on the application. If a different size of the grid in the projection is used then new training and testing are encouraged.
Another issue is the noise problem of S1. The standard S1 data product is known to have a severe noise problem, which displays itself as a strong banding in the range direction. This is associated with additive thermal system noise, and results from an inaccurate correction for the sub-swaths antenna beam patterns [47]. It varies with IA, and is most noticeable in the HV channel in low back-scattering areas. The impact of noise on the ML models should be further addressed in future work. This could be done by either developing specific pre-processing noise removal techniques or in fact training specific...
Fig. 6. Scene 25/08/2016: The output features $y_1$ (left column) and $y_2$ (right column) for the ground truth (top row), the NN (middle row) and GPR (bottom row) models, when IA was not included as an input feature.
VI. CONCLUSIONS

In this work, we presented a novel approach of using two well acknowledged ML methods, namely the GPR and NN models, for improving geophysical information extraction from dual-pol SAR data. The overall goal was to explore the feasibility of increasing the information retrieval capacity of freely available, wide swaths dual-pol systems, such as S1, with regard to sea ice monitoring by exploiting coincident ML methods to cope with the noise problem.
Fig. 8. Scene 03/09/2016: The output features $y^1$ (left column) and $y^2$ (right-column) for the ground truth (top row), the NN (middle row) and GPR (bottom row) models, when IA was not included as an input feature.
quad and dual-pol observations. We focused on information associated to surface roughness and salinity, which are considered important for sea ice classification.

The ML models were trained to learn the functional relationship between two quad-pol output parameters and a corresponding input data matrix consisting of five/six input features, obtained from dual-pol data. More specifically, the predicted output parameters were the circular correlation coefficient ($y_1$), which has previously been found to be correlated with surface roughness, and the linear co-pol power ratio, which is strongly associated to dielectric properties ($y_2$), whereas the input parameters are constructed from the dual-pol polarimetric covariance matrix.

We trained the ML methods on eight overlapping scenes acquired by the quad-pol RS2 and dual-pol S1 systems. Subsequently, we performed two regression experiments. In the first experiment, we excluded IA from the input features, while in the second one IA was included. All the scenes were acquired between July and September, and further training and testing on scenes during the other seasons like the freeze-up, winter, and early-melt seasons are necessary.

Our results indicated that including IA has not shown significant improvement in the computed statistical regression performance measures. Our findings also showed differences in the prediction accuracy of the two parameters. The output parameter $y_2$ can be better explained by the selected input features than $y_1$. This is perhaps not surprising, as the only unknown observation for $y_2$ is $|S_{VV}|^2$, which would be expected to be strongly correlated to at least one of the inputs, namely $|S_{HH}|^2$.

Both ML approaches showed strong performance for these tasks. The NN model is computationally less expensive, however, the GPR model provides the uncertainty level of the estimates. Therefore, the choice of the particular method is user specific with regard to the priority of speed versus uncertainty information.

We also performed an experiment where the GPR-method was used for up-scaling the prediction of the two quad-pol parameters on an entire S1 scene. For this scene we also had an overlapping optical image available. This helped to interpret the estimates. Based on this study, we can conclude that the up-scaled parameter values seemed to be realistic and the experiment showed that the approach may have the potential to improve sea ice monitoring from dual-pol data. The presented approach have shown interesting capabilities, and may open new avenues for future use of dual-pol S1 data in sea ice monitoring. However, more extensive examinations are needed. In future work, new aspects of the usability of the methodology will be further studied. This includes a thorough investigation of the added value of using ML-estimates of $y_1$ and $y_2$ based on dual-pol data in large scale sea ice classification.
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