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Abstract: Polar Mesospheric Summer Echoes (PMSE) are distinct radar echoes from the Earth’s upper
atmosphere between 80 to 90 km altitude that form in layers typically extending only a few km in
altitude and often with a wavy structure. The structure is linked to the formation process, which at
present is not yet fully understood. Image analysis of PMSE data can help carry out systematic
studies to characterize PMSE during different ionospheric and atmospheric conditions. In this
paper, we analyze PMSE observations recorded using the European Incoherent SCATter (EISCAT)
Very High Frequency (VHF) radar. The collected data comprises of 18 observations from different
days. In our analysis, the image data is divided into regions of a fixed size and grouped into three
categories: PMSE, ionosphere, and noise. We use statistical features from the image regions and
employ Linear Discriminant Analysis (LDA) for classification. Our results suggest that PMSE regions
can be distinguished from ionosphere and noise with around 98 percent accuracy.
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1. Introduction

Radar observations at mid and high latitudes detect during the Arctic summer months
echoes that originate from 80 to 90 km altitude, i.e., in the mesosphere [1]. These Polar
Mesospheric Summer Echoes (PMSE) are radio waves scattered at spatial structures in the
distribution of the free electrons which form in the presence of ice particles and neutral
air turbulence [2,3]. The charging of ice particles influences the electron distribution and
the radar echoes can in this way detect ice particles with small dimensions that are not
or only partly observed with optical methods [3]. The larger among the ice particles are
visible to the human eye in Noctilucent Clouds (NLC). NLC originate from larger particles
than PMSE. Both PMSE and NLC form when the mesosphere is the coldest. We refer the
reader to a detailed review of the early observations of PMSE [2] and to an overview of the
understanding of this phenomenon [3].

Both PMSE and NLC occur at altitudes that are difficult to study due to poor ac-
cessibility. In situ measurements in the mesosphere can be made from rockets, but only
during short time intervals. Radar measurements from the ground remain a good option for
observational studied and can be made independently from weather conditions. Therefore,
PMSE provide an interesting tool for local long-term studies of ice particles and their
interactions in the mesosphere. For example, the 53.5 MHz Middle Atmosphere Alomar
Radar System (MAARSY) on Andeya provides information on the occurrence rate of PMSE
on a yearly and diurnal scale and their altitude [4].

The European Incoherent SCATter (EISCAT) radars are high-power, large-aperture
radars and they also detect PMSE. They are, however primarily designed to study in-
coherent scatter, a process that depends on electron density and hence ionization in the
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upper atmosphere [5]. The ionization is influenced by sunlight, energetic particle precipita-
tion, and other phenomena of the Arctic ionosphere that also influence the PMSE process.
While it is interesting to study both phenomena at the same time, this complicates the
analysis since the PMSE signal, and the incoherent scatter signal need to be separated.
Figure 1 illustrates a typical EISCAT observation. The image displays PMSE in horizontal
wavy layers between 80 and 90 km and incoherent scatter from the ionospheric electrons
above. Figure 1 also shows that, for part of the observation a strong ionospheric signal
extends down almost to 70 km. This illustrates that altitude is not a sufficient criterion
to distinguish both components. While both signals can be distinguished by means of
their different frequency distributions [3,5], those can only be studied involving additional
data. We here attempt to make a separation based on data sets like the one shown in
Figure 1. The separation of image regions is also of interest for future studies to compare
the occurrence of PMSE and NLC [6]. We follow this recent work [6] to analyze NLC
images and start by considering Linear Discriminant Analysis (LDA).
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Figure 1. An example of a raw image with typical PMSE event analyzed with LDA in the latter part
of this paper. The data used to plot this image is from the 10th of August 2015 over an altitude from
50 to 210 km altitude.

Our study investigates the separability of PMSE from noise background and iono-
spheric background regions in EISCAT observations. This study is further motivated
because a new radar, EISCAT_3D [7] is at present under construction. It will allow us
to observe PMSE in the same volume from three different sites and hence provide more
information on the motion of the structures that form the PMSE [8]. Analysis tools need to
be developed in order to compare the observations from the different sites. The EISCAT_3D
can also be used for monitoring observations with the perspective to provide a large data
set for statistical analysis.

We introduce the statistical methods applied in Section 2, describe the analysis process
in Section 3, and present and discuss the results in Section 4. We draw a short conclusion
(Section 5) and give additional information in the Appendix A.
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2. Methods
2.1. Linear Discriminant Analysis (LDA)

LDA, also known as Fischer’s discriminant analysis [9] considers two classes of
distributions, p11 and y; and covariances X1 and X,, where the separation criterion J( )
between the two is defined by the ratio of variance between classes and within classes as:

wTSgw
w TSy’

J(w) = o

In this expression, ur is a vector that is normal to the discriminant hyperplane, T de-

notes the transpose and Sg and Sy describe between and within-class scatter respectively.
They are:

Sp = (i1 — p2) (1 — p2) ", 2
Sw = (X1 +X2) 3)

The results obtained from the two-class case can be extended to three and more classes.
For more details, please see [10].

In order to analyze the separability of the three distinct classes corresponding to
the PMSE, background noise, and ionospheric background, we selected smaller image
regions or window sizes from the complete images as shown in Figure 2. We apply the
LDA algorithm on these image windows; the features used for LDA are a combination of
low-order statistics: mean and standard deviation and higher-order statistics: skewness
and kurtosis.
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Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are collected
from the complete image, and correspond to the 3 different classes, respectively: Red window for
the PMSE group; Blue window for the background noise group; Green window for the ionospheric
background group.

2.2. Skewness and Kurtosis

Skewness is a measure of asymmetry or the extent to which a given distribution differs
from a normal distribution [10]. For a random variable X, the skewness S[X] is calculated
by its standardized third central moment as [11],

(X;“ﬂ @

S[X]=E
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where y is the mean, o is the standard deviation, and E is the average or expected value.
The values of S[X] can be positive, negative, zero, or undefined.

Kurtosis is a measure of outliers in a distribution. For a random variable X, the kurtosis
K[X] is defined by its fourth standardized moment as [12],

X—u 4
(%4) ] 6)
2.3. Input Data

In this study, we use 18 images taken during four different years with the EISCAT
Very High Frequency (VHF, 224 MHz) radar located near Tromsg (69.58°N, 19.2272°E).
The data which is given in ASCII format, denotes the electron density (NEL) in regions
of incoherent scatter [13] and a signal proportional to the backscattered power in the
PMSE [13]. The incoherent scatter can be described as the scattering of the electromagnetic
waves at free electrons. As described in a theoretical work [14], it is possible to deduce the
total amount of electrons in the targeted area based on the total energy received.

K[X]=E

3. Procedure

The dataset consists of 18 images with PMSE observations in different time intervals.
The details of the 18 selected observations for the study are listed in Table Al in the
appendix. For each group, eight image regions or windows are collected. This means that
there are 8 x 3 = 24 windows for every image. Figure 2 shows the three different classes of
an image: PMSE, background noise, and ionospheric background. We use default window
size of 100 by 100 pixels (see Section 4).

As shown in Figure 3, the histograms’ grayscale distributions look different for the
three classes. The one for the PMSE (Figure 3a) has the largest standard deviation. The one
for the ionospheric background class (Figure 3b) has the lowest standard deviation and
the highest mean. For the background noise, the mean value is the lowest of all, and the
standard deviation is low as well. These differences in the three classes imply that they
can be separated using mean and standard deviation. One can also notice that Figure 3a
looks like a combination of the distributions seen in Figure 3b,c, and some high intensity
grayscale values. PMSE occur at an altitude where background noise and ionospheric
background are partially present, this means that the grayscale histogram distribution of
PMSE (shown in Figure 3a) can vary depending on the window size and the proportional
presence of background noise and ionospheric background. In Figure 3, the grayscale
values are in the range [0-255], 0 being black and 255 being white.
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Figure 3. Selected histograms showing the differences in the grayscale distribution for the 3 different classes being: (a) PMSE;

(b) ionospheric background; (c) background noise. Targeted day (dd.mm.yyyy): 10.08.2015. The grayscale values are in the

range [0,255]. The vertical scale shows the number of pixels.



Remote Sens. 2021, 13, 522

50f12

4. Results

The accuracy of classification is defined as the ratio of number of correctly predicted
image regions to that of all the image regions used for testing. Table 1 shows the accuracies
obtained by using a window size of 100 by 100 pixels and four different combinations of
parameters: mean standard deviation, skewness, and kurtosis.

Table 1. This table shows the accuracies in percent of different LDA for a window size of 100 x 100
pixels and 4 different sets of parameters. Values written in bold font are the highest.

Window Size M M, Std 1 M, Std, Sk 2 M, Std, Sk, K 3
100 93.26 + 1.87 97.05 £ 0.91 96.21 + 0.87 97.05 + 1.40

1 6td: Standard deviation. 2 Sk: Skewness. 3 K: Kurtosis.

From the complete dataset, 70 percent is used for training, i.e., 302 out of 432 samples,
and 30 percent is used for testing i.e., 130 samples. The training and testing samples are
randomly selected.

In Figure 4, we visualize the separation of the whole data into the three classes
i.e.,, PMSE, background noise, and ionospheric background by using a window size of 100
by 100 pixels and mean and standard deviation as two dimensions for LDA. Furthermore,
the results in the figure show that there are only 6 misclassifications out of 130 samples
used for testing.

80 | o  PMSE ’,i' o
W Background Noise =
A lonospheric Background e
Misclassified Samples = l,-"
70 Decision Boundary ¥ = T

Standard deviation

0 50 100 150 200 250
Mean

Figure 4. Plot representing the LDA using 30 percent of the whole dataset, used for predicting.
Two dimensions are used here: mean and standard deviation. The different colored dots and corre-
spondingly colored shaded areas represent the different classes. Blue symbols represent the back-
ground noise class, green symbols represent the ionospheric background class, and red symbols
represent the PMSE class. The pink lines represent the linear separation between the 3 groups. Here,
the accuracy of the separation is 93.94.

We also use LDA for different window sizes ranging from 60 to 200 pixels, the resulting
variation of the accuracy is shown in Figure 5 (see also Table A2 in the Appendix A).
We reach best accuracies within 90 percent for window sizes ranging from 100 to 180 pixels
with the best value of 98.18 percent for window size of 160 by160 pixels and including all
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four parameters. We chose the window size of 100 by100 pixels as a compromise between
size and accuracy.

100
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82 +Mean, Standard deviation and Skewness
80 +Mean, Standard deviation, Skewness and Kurtosis
60 80 100 120 140 160 180 200

Window size [pixels]

Figure 5. The plot represents the LDA's different accuracies for all the different window sizes used
and for all the different sets of dimensions used.

The results for accuracies pertaining to training and test data are shown in Table A3,
we can observe that they show comparable accuracies. The classification accuracies shown
in Figure 5 are obtained by taking an average over 10 iterations of randomly selecting
the training and testing data from the dataset. We also test 10, 100 and 1000 iterations,
the results are shown in Tables A4-A6, indicate that there are no significant differences in
the accuracy values obtained from the different iterations.

5. Discussion

The best accuracies are obtained with two different sets of parameters as shown in
Table 1. The first one is mean and standard deviation, and the second one is using all the
four parameters: mean, standard deviation, skewness, and kurtosis.

In Figure 5, we can see that almost all the different sets of parameters are following a
similar trend, i.e., the accuracy is improving with a larger window size up to 180 pixels,
after which the accuracy starts to decrease. In this study, the time scale and the altitude
scale of the images are not consistent, they are varying from one image to another without
influencing the accuracy of the classification. In other words, a larger or smaller amount of
background data does not change much the accuracy of classification, especially for two
and more parameters.

We can notice in Figure 4, that a few PMSE got misclassified into either the ionospheric
background class or the background noise class. This can be possibly attributed to the fact
that the PMSE occurs at the boundary altitude between the ionospheric signal region and
the background noise region. Therefore, if the PMSE is not strong, or if its intensity is close
to the background noise intensity, it can get misclassified. Figures 6 and 7 show examples
of PMSE events when misclassifications happened. In Figure 6, a few examples of samples
belonging to the PMSE class were misclassified as belonging to the background noise class.
Figure 7 shows a case where PMSE samples got misclassified as ionospheric background.
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Figure 6. Case of a PMSE from the 20 of August 2015 during which a misclassification of a PMSE
window as background noise happened. The white squares represent PMSE windows classified in
the right group, while the orange windows represent examples of misclassifications containing a
weaker PMSE signal.
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Figure 7. Case of a PMSE from the 30 of June 2008 during which a misclassification of a PMSE window
as ionospheric background happened. The white squares represent PMSE windows classified in the
right group during the LDA, while the orange windows represent examples of misclassifications
where the PMSE signal looks almost as intense as the ionospheric background.

The ionospheric background class can also be misclassified as PMSE, but the back-
ground noise is never misclassified. One possible explanation for this is that the ionospheric
background can vary from one image to another. Figure 8 presents two images (7 July 2010
and 10 August 2015) with very different ionospheric backgrounds. It is homogeneous in
the 2010 image while in the 2015 image it displays vertical stripes, a curtain-like structure.
This pattern extends lower down in altitude and overlaps with the PMSE altitude, possibly
explaining the misclassification.
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Figure 8. Plots representing different ionospheric background conditions. Plot (a) is from the 7 July 2010. The ionospheric
background looks homogeneous. Plot (b) is from the 10 of August 2015. The ionospheric background is not homogeneous
anymore. It is possible to regularly distinguish curtain-like patterns along the time axis.

This study shows that LDA can be applied to distinguish PMSE regions in images
from those with ionospheric incoherent scatter and with background noise. In comparison
to more advanced methods that are applied for example to the analyses of NLC [6] and of
radar observations at other, (HF) high frequency [15], it is more simple and computationally
inexpensive. It is therefore suitable to preselect PMSE regions for further analysis.

6. Conclusions

This paper describes an analysis approach for PMSE observations made with an
incoherent scatter radar. Our study shows that LDA can be used to distinguish image
regions containing PMSE from those with noise or ionospheric background. We noted that
samples belonging to the background noise class were not misclassified, however, samples
belonging to the other categories were sometimes misclassified. This can be attributed
to factors like the changes of the ionospheric background over the years. Our proposed
method can be used to pre-select data for further analysis of the shape of the PMSE for
which we will consider methods in the future; it can be used for simultaneous studies
of PMSE and NLC; and it is suitable for analyzing large data sets like those from the
EISCAT_3D [7] that is at present under construction.
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Appendix A

The 18 images and therefore the 18 PMSE observations used for the study, their date,
start and end time are listed in Table A1.
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Table A1l. This table lists the dates given in (day. month. year) that are used for the LDA and universal
time (UTC) of observation given in (hour: minutes: seconds).

Dates Start Time in UTC ! End Time in UTC
(dd.mm.yyyy) (hh:mm:ss) (hh:mm:ss)
28.06.2008 07:58:33 08:36:18
30.06.2008 07:59:38 12:07:30
02.07.2008 10:24:30 11:59:02
10.06.2009 09:03:42 11:56:09
11.06.2009 09:03:42 11:59:12
14.07.2009 08:19:33 11:33:15
16.07.2009 08:47:30 10:06:26
17.07.2009 07:49:44 11:59:30
26.07.2009 08:00:29 11:59:22
30.07.2009 12:15:29 15:59:08
07.07.2010 00:00:30 21:59:27
08.07.2010 09:00:42 12:59:03
09.08.2015 00:00:26 01:59:26
10.08.2015 09:14:40 16:12:28
12.08.2015 20:04:40 23:59:28
13.08.2015 00:00:28 01:59:26
19.08.2015 00:00:28 01:59:26
20.08.2015 00:00:28 01:59:26

1 Start time in UTC does not mean the start of a PMSE event. In fact, the observation time does not necessarily

mean that a PMSE is happening during the whole time frame, nor that the PMSE is centered around the middle

of the time frame. Nevertheless, there is a PMSE event in every image.

The detail of the testing accuracies used to plot Figure 5 is listed in the following Table A2.

Table A2. This table shows the testing accuracies in percent of different LDA that are conducted over

the same dataset.

Window Size M1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4
60 84.39 +1.96 92.58 + 1.00 93.41 + 2.05 93.71 + 1.82
80 89.24 4+ 1.88 97.50 & 1.43 95.91 £ 1.20 95.23 +1.19
100 93.26 4 1.87 97.05 + 0.91 96.21 + 0.87 97.05 + 1.40
120 94.24 +2.82 96.14 + 1.26 96.52 + 1.25 97.50 =+ 1.07
140 94,92 + 1.68 95.83 £ 1.09 96.97 & 1.29 97.80 = 1.10
160 95.76 4+ 1.20 94.85 + 1.46 96.36 + 1.55 98.18 + 0.81
180 96.14 + 1.61 94.62 + 1.45 97.05 + 1.69 96.67 & 1.39
200 95.15 + 1.14 92.65 + 1.07 96.82 + 1.63 95.76 & 1.56

1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. * K: Kurtosis.

The detail of the training accuracies used to plot Figure 5 is listed in the following

Table A3.
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Table A3. This table shows the training accuracies in percent of different LDA that are conducted

over the same dataset.

Window Size M1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4
60 84.53 + 0.88 93.00 + 0.68 93.63 + 0.71 94.23 + 0.79
80 88.50 + 0.79 96.47 4+ 0.53 95.93 + 0.52 95.57 4+ 0.59
100 92.57 4+ 0.82 96.93 + 0.49 97.00 + 0.75 97.20 + 0.63
120 94.67 + 0.63 96.63 + 0.33 96.60 + 0.56 97.87 4+ 0.45
140 94.80 £ 1.21 96.33 £ 0.59 96,67 & 0.72 98.13 & 0.42
160 95.57 4+ 0.55 96.00 4 0.44 96.87 + 0.83 98.07 + 0.52
180 95.73 + 0.54 95.50 + 0.95 97.10 + 0.72 97.53 + 0.59
200 95.40 + 0.86 93.33 4+ 0.80 96.57 + 0.55 97.33 4+ 0.52

1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. * K: Kurtosis.

It is important to note that the steps in altitude are not equal between lower and
higher altitudes. Figure Al shows that the altitude scale is constant from altitudes 50 km to
100 km. From a 100 km altitude, the scale starts to be exponential. This graph describes the
data taken 10 of August 2015, but all data sets used in this study show a similar feature.

Table A4 shows the averaged accuracies after 10 runs of the LDA, Table A5 shows
the accuracies averaged after 100 runs and finally Table A6 shows the accuracies averaged

over 1000 runs.

Table A4. This table shows the testing accuracies in percent, averaged over 10 runs of LDA.

Window Size M1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4
60 85.53 92.58 93.64 94.70
80 89.39 96.67 95.91 95.08
100 92.88 96.29 97.05 97.20
120 94.55 96.67 96.52 97.50
140 95.00 95.83 96.44 97.50
160 95.53 95.91 96.59 97.58
180 95.91 95.15 97.12 96.59
200 94.70 92.50 97.42 96.89

1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. * K: Kurtosis.

Table A5. This table shows the testing accuracies in percent, averaged over 100 runs of LDA.

Window Size M1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4
60 84.71 92.62 92.89 93.98
80 88.17 96.72 95.86 95.37
100 91.88 96.83 96.54 96.90
120 94.25 96.72 96.43 97.53
140 95.05 96.14 96.39 97.55
160 95.45 95.50 96.80 97.73
180 95.88 94.90 96.82 96.91
200 95.23 92.88 96.37 96.63

1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. * K: Kurtosis.
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Table A6. This table shows the testing accuracies in percent, averaged over 1000 runs of LDA.

Window Size M1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4
60 84.56 92.73 93.11 93.73
80 88.44 96.66 95.79 95.45
100 92.45 96.75 96.54 97.02
120 94.42 96.51 96.61 97.55
140 95.13 96.03 96.57 97.67
160 95.53 95.63 96.66 97.68
180 95.70 95.11 96.98 96.78
200 95.02 93.02 96.65 96.55

1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. * K: Kurtosis.

Detail about the altitude scale of the 10/08/2015
250

200 .

150 .

[y
o
o

Altitude (km)

5O ssemsmeneee

0 20 40 60 80 100 120 140
Number of vertical pixels of the given image

Figure A1. Plots representing the difference in altitude between each step or incrementation in
vertical pixels in the image.
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