Available online at www.sciencedirect.com

ScienceDirect Procedia

Computer Science

CrossMark

Procedia Computer Science 192 (2021) 3987-3997

www.elsevier.com/locate/procedia

25th International Conference on Knowledge-Based and Intelligent Information & Engineering
Systems (KES 2021)

Safe Learning for Control using Control Lyapunov Functions and
Control Barrier Functions: A Review

Akhil Anand®*, Katrine Seel®*, Vilde Gjerum?®, Anne Hékansson®, Haakon Robinson?,
Aya Saad?

“Department of Engineering Cybernetics, Norwegian University of Science and Technology (NTNU), Trondheim, Norway
> Department of Computer Science, Arctic University of Norway (UIT), Tromsg, Norway

Abstract

Real-world autonomous systems are often controlled using conventional model-based control methods. But if accurate models of
a system are not available, these methods may be unsuitable. For many safety-critical systems, such as robotic systems, a model
of the system and a control strategy may be learned using data. When applying learning to safety-critical systems, guaranteeing
safety during learning as well as testing/deployment is paramount. A variety of different approaches for ensuring safety exists, but
the published works are cluttered and there are few reviews that compare the latest approaches. This paper reviews two promising
approaches on guaranteeing safety for learning-based robust control of uncertain dynamical systems, which are based on control
barrier functions and control Lyapunov functions. While control barrier functions provide an option to incorporate safety in terms of
constraint satisfaction, control Lyapunov functions are used to define safety in terms of stability. This review categorises learning-
based methods that use control barrier functions and control Lyapunov functions into three groups, namely reinforcement learning,
online and offline supervised learning. Finally, the paper presents a discussion of the suitability of the different methods for different
applications.
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1. Introduction

In the last decade, learning algorithms have been widely explored for designing control policies for complex and
uncertain dynamical systems ranging from robotic manipulators to autonomous underwater vehicles. Both supervised
learning (SL) and reinforcement learning (RL) algorithms have proved to be useful tools in learning for control. Espe-
cially RL algorithms have proved to be successful for a variety of complex and high-dimensional control tasks [1, 2].
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For systems with uncertain dynamics, learning-based methods represent an alternative to conventional robust con-
trollers, by modelling the uncertainty from data. Providing theoretical safety guarantees for such learning algorithms
is central to applying learning-based methods to control real-world safety-critical systems. These algorithms have
motivated the research community to consider several methods for ensuring safety of physicals systems for which
learning-based algorithms are used to find control policies [3, 4, 5, 6,7, 8,9, 10, 11, 12, 13].

The notion of safety in learning-based control for real-world systems, such as robotic systems, has two aspects.
The first aspect is ensuring safety during the learning process or the exploration phase, in cases when learning is
done online. Online learning is here used to describe the process of learning by simultaneously interacting with and
sampling from the system. The second aspect is guaranteeing safety of an already learned control policy. Specifically
for most real-world robotic systems, learning the model or the control policy for the system, should be done partially
or entirely online using the physical system, depending on the availability and accuracy of a prior model of the
system. Even if a model of the system is available, learning a policy in simulation will often require fine tuning on
the physical system, to compensate for inaccuracies of the prior model. This demands guaranteeing safety during
the online learning process on the physical system in order to avoid any kind of damage to the robotic system or its
environment. At the same time, the resulting learned control policy should have provable safety guarantees to facilitate
its deployment on the real-world robotic system. For most learning-based algorithms, incorporating these guarantees
may be done either by transforming the optimization problem or by changing the exploration process [14].

For safety-critical systems, the research community has mainly focused on safety in terms on constraint satisfaction,
and mainly on state constraints. However, few of the learning algorithms used for designing learning-based controllers
are capable of naturally incorporating state and input constraints. One of the predominant approaches for ensuring safe
learning-based control, has been model predictive control (MPC) frameworks, that naturally incorporate state and
input constraint satisfaction. MPC has been combined with SL methods in order to build or improve the prediction
model as in [15, 16]. There are also many examples of MPC being combined with RL, for example as a value function
approximator [17, 18], where stability and constraint satisfaction are ensured by design.

Another approach for ensuring safe learning-based control, that is more agnostic with respect to the control frame-
work, is the use of safety filters. Safety filters function by verifying if a learned controller ensures safety in terms of
the system states remaining inside a predefined safe set for all future times. If the learned controller does not pass
the verification, it can be replaced by a known, safe controller. Alternatively, the learned control input can be mini-
mally modified using an optimization problem, such that it satisfies the safety constraints. For both types of filters, a
predefined safe set is necessary. One prominent method to calculate the safe set, is using reachability analysis [19].
However, this can be computationally demanding or result in potentially conservative approximations.

A different method for defining the safe sets, is employing control barrier functions (CBFs) [20]. CBFs gained
popularity within the conventional control community during recent years, but have been utilized more as a safety
filter for an existing nominal controller [21]. Many recent works in the learning-based control field use CBFs [22, 13].
By utilising probabilistic data-driven methods such as Gaussian processes (GPs), complete prior system knowledge is
no longer needed, and probabilistic safety guarantees can be provided [6, 23, 24, 25].

In a different but slightly more conservative approach, safety can be guaranteed using stability guarantees of the
closed-loop system. These approaches are typically based on Lyapunov stability verification, using control Lyapunov
functions (CLFs)[26]. Compared to the safe sets, found either by reachability analysis or using CBFs, level sets of
CLFs are both invariant and attractive. If the safe set can be designed as a subset of the region of attraction (ROA)
defined by a Lyapunov function, then CLFs can be used to guarantee safety of the closed-loop system, and exploration
in closed-loop is then typically limited to this region. A combination of CLF and CBF can be used to guarantee a
safe and stabilizing controller [27], which is also utilized in learning to guarantee stability [28]. The combination of
functions has been used in MPC frameworks [29], but are seldomly used in model-based RL algorithms [9].

For safety-critical systems, it can be paramount to ensure safety, either in terms of constraint satisfaction, or in terms
of stability or both. Ensuring safety and stability by using CBFs and CLFs are particularly suited for learning, as both
properties can be expressed using functions that can be learned. This paper aims to review approaches using CLFs and
CBFs for ensuring safety and stability in learning-based methods considering their suitability in a learning framework
and because they can be applied to a broad wide range of control frameworks. Even though this review is motivated
by robotic applications, these approaches are generalizable to other types of control applications e.g. process control.
The rest of the paper is organized as follows: Section 2 presents related work. The review of the learning algorithms
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is organised as follows: Section 3, presents a technical background of how CLFs and CBFs are used to provide safety
guarantees. Section 4, treats RL algorithms, section 5, presents a review of online SL algorithms, followed by offline
SL methods in Section 6. The mentioned categories and the corresponding relevant references treated for each of
them, are listed in Table 1. To the best of the authors’ knowledge there are currently no published research work on
the combination of CLFs and CBFs for offline SL methods. Section 7 provides a short summary of the algorithms
treated in the former section, and a discussion of the suitability of the methods for different applications. Finally, in
Section 8, the concluding remarks are presented.

Table 1. Overview of the relevant literature.

CBF CLF CLF + CBF
RL Section 4.1 : [6, 13] Section 4.2 : [30, 5, 31, 11] Section 4.3: [9]
Online SL Section 5.1 : [23, 24, 22] Section 5.2 : [32, 33, 34, 35,36] Section 5.3 : [28, 25]
Offline S Section 6.1 : [37, 38, 39, 40, 41] Section 6.2 : [42] -

2. Related work

There are a few number of review papers in the area of learning for control, discussing different methods for ensur-
ing safety. A survey on model learning of autonomous systems is presented in Nguyen-Tuong et al. [43], discussing
safety challenges in existing methods. In [44], a comprehensive review on safety criteria and metrics, controller de-
sign along with mechanical design and actuation for domestic robotic systems is presented, where learning-based ap-
proaches were mentioned briefly. A survey on safe RL [14], discusses cases where it is important to respect safety con-
straints during learning and/or deployment. In this survey the authors categorise safe RL methods, based on whether
the safety criterion is incorporated into the optimality criterion or by modifying the exploration process. In [45] and
[46], the authors present a comprehensive survey of methods for safe human-robot interaction. A review work on
learning-based MPC with emphasis on safe learning is presented in [47], categorising the methods based on learning
the system dynamics, learning the control policy or using safety filters. In [48], a review of safe learning and opti-
mization methods is presented as a continuation of [14] with an additional review of active learning and optimization
methods. Kim et al. [48] review learning and optimization algorithms that ensure safety, where safety is guaranteed by
adding constraints and/or ensuring that any unsafe states are avoided. But none of these surveys specifically address
the CLF- and CBF-based approaches in learning-based control.

3. Safety Guarantees using Control Barrier Functions and Control Lyapunov Functions

Throughout this paper, nonlinear dynamical systems in its general form (1) and a control affine form (2) is consid-
ered, where f and g are locally Lipschitz, x € X € R” denotes the state and, u € U € R™ denotes the control input.

x=flxu), (H
x=f(x)+gx)u. 2

For the rest of this section, we will use the following notation. A continuous function « : [0,a) — [0, c0) is called
a class K function, if @(0) = 0 and it is strictly increasing. A function is called a class K, function, if it belongs to
class K, a = oo and lim,_, @(r) = co. Let L, O(x) denote the Lie derivative of a function Q(x) along another function
m(x) i.e. L, Q(x) := 22 m(x).

3.1. Notion of safety

For a dynamical system controlled by a control policy in order to perform a task, a general notion of safety is
considered. For the system to be safe, it should be guaranteed that the system will never enter any unsafe region under



3990 Akhil Anand et al. / Procedia Computer Science 192 (2021) 3987-3997

the current policy. Safety can be enforced by ensuring the forward invariance of a safe set [21]. That is, all trajectories
starting in the set of safe states will remain within the safe set for all # > 0.

Definition 1. (Safe control) Consider a general form of dynamical systems (1), where the control policy u = u(x) is
a mapping from state to the optimal control action, u : X — U. Consider a given set of unsafe states X, € X, a set
of initial condition Xy C X and a set of target/goal states X, C X where X, N Xo = 0 and X, N X, = 0. If for all the
possible trajectories x(t) evolving from the set of initial conditions to the set of goal states, such that x(t) ¢ X,, for all
time, t € T CR", the system is guaranteed to be safe under the control policy u(x) .

3.2. Control Lyapunov Functions

The notion of control Lyapunov function [49] to design asymptotically stabilizing controllers to a nonlinear sys-
tem, was introduced by Artstein and generalised by Sontag [50, 51]. Extending the Lyapunov function to a control
Lyapunov function (CLF) helps to find a control law that ensures stability of a dynamical system in (2).

Definition 2. A positive definite function V : R" — R, is a CLF to the system (2), if there exist a class K function, vy,
and a control law,

ugp=u€Ul, st LiV(x)+LV(xu+yV(x)<0, 3)

which render the system asymptotically stable at the point x* = 0 where V(x*) = 0. For a system (2), the existence of
a CLF implies that for all x in the level set V(c) = {x € X|V(x) < c} for ¢ > O, the control law u.y asymptotically
stabilizes the system. The largest level set is referred to as the region of attraction (ROA), and is forward invariant and
attractive.

3.3. Control Barrier Functions

A set C, defined as a superlevel set of a continuously differentiable function 4 : X ¢ R” — R, is safe if,
C = {h(x) >0}, oC = {h(x) =0}, Int(C) = {h(x) > 0}, @

where x € X c R” and 0C represents the boundary of C. In order to address safety while controlling dynamical
systems, the control barrier function (CBF) is introduced [20]. The general definition considered here is from [21].

Definition 3. / in (4) is a CBF for a dynamical system in (2), if there exists a class K function, a defined over the
entire real line, R, and a control law u.,r = u € U, s.t

L¢h(x) + Loh(x)u + a(h(x)) > 0, 5

for all x € X. Given the control barrier condition (CBC) in (5), the safe set C is forward invariant for the system (2).

4. Control Barrier Functions and Control Lyapunov Functions in Reinforcement learning

Complex dynamical systems, such as robotic systems, are often difficult to model accurately due to their highly
nonlinear and uncertain dynamics. Model-based RL can be used to estimate the unknown system dynamics online,
while simultaneously learning an optimal policy to perform a particular task using samples from the learned model.
Whereas model-free RL algorithms can be used to learn the policy directly. Both types of algorithms come at the
cost of demanding online safety certification during learning, in addition to safety certification of the learned policy.
Therefore safety certification of RL algorithms for systems with unknown dynamics is two-fold, (1) safety certification
during learning and (2) offline safety certification of the learned policy i.e. after convergence. Depending on the
selected RL algorithm, both regards may be ensured simultaneously or separately.
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4.1. Control Barrier Functions

There are a few different approaches utilizing CBFs to guarantee safety in a RL setting. In [6], a framework for
combining model-free RL algorithms with model-based CBFs is proposed. The approach ensures safety and improves
the exploration efficiency of the RL algorithm. The model of the dynamical system to be controlled is assumed
unknown. As the RL algorithm explores the system’s states, measurements are used to update a GP model used to
learn the unknown system dynamics. The GP model is in turn used to derive the CBC defined in Section 3.3. Here,
safety is determined by adding a compensating CBF-based controller to the model-free RL policy. This is formulated
using a quadratic program (QP) with CBC constraints as a safety filter, which aims to modify the RL-policy as little
as possible, while ensuring that the state remains within the safe set. This approach resembles the general safety
filter formulated in [4]. As policy iteration is done considering the altered RL-policy, i.e. with the CBF-addition, the
learned policy is encouraged to operate in the safe part of state space. To avoid solving a QP every time-step during
deployment the method is extended by approximating the compensating CBF-based controller using a neural network
(NN) during the learning process.

Another approach is presented in [13], where an off-policy actor-critic method is used to learn a policy without
requiring knowledge of the system dynamics, i.e a model-free RL algorithm. A safe, possibly conservative policy is
used to explore while the algorithm learns, and by adding a CBF to the value function, the learned policy will stay
inside the safe set determined by the CBF condition. A coefficient is used to define a trade-off between optimality,
defined in terms of the original utility function, and safety, determined using the CBF. Using an off-policy algorithm,
where the resulting policy is approximated using a NN, the safety guarantees will only carry over given that the NN
converges to the optimal solution.

4.2. Control Lyapunov Functions

For RL algorithms, a distinction is typically made between policy-gradient methods as opposed to value-based
methods. For value-based methods, the Lyapunov-based approach has generated interest, because the value function
can be used as a Lyapunov function. This idea is exploited in [11], where safety constraints are defined using the ROA,
i.e all states inside the ROA are safe. The ROA can be approximated for a fixed policy, by formulating a Lyapunov
function and taking the largest level set as the ROA, as defined in Section 3.2. In [11], the uncertain dynamics are
learned using GPs with measurements collected online by sampling from the system. Confidence intervals, defined
based on the learned system dynamics model, are used to check the Lyapunov decrease condition for the system. An
optimization problem constrained by the Lyapunov decrease condition is then solved to find a policy that results in
the largest possible level set (largest possible ROA). The exploration strategy is based on information maximization.
By choosing state-action pairs where the dynamics are most uncertain, the confidence interval will shrink so the ROA
can be expanded incrementally. This is the same exploration strategy used in [36], which is treated in Section 5.2.

Lypunov functions have also been used with RL algorithms to achieve a different understanding of safety. In [5],
an agent’s behaviour policy is defined to be safe, if the cumulative cost constraint of the constrained Markov decision
problem is satisfied. The Lyapunov function is designed to be a uniform upper bound on the constraint cost, such
that the corresponding algorithm guarantees feasibility and optimality under certain conditions. This approach, is also
extended to policy-gradient methods in [30], for which the policy function, that is a mapping from state to action, is
learned directly.

In a different approach, Lyapunov functions have been used to construct safe RL agents that switch among a safe
base of controllers. This was first done in [31], where Lyapunov functions are used to provide stability guarantees for
each controller.

4.3. Control Lyapunov Functions and Control Barrier Functions

In [9], system uncertainty is estimated in the CLF and the CBFs using deep NNs. An actor-critic RL algorithm is
used to minimize the effect of model uncertainty in the learned CLF and CBF using a reward function that penalizes
the estimation errors in the CLF and CBF. The learned CBF and CLF constraints, compensating for model uncertainty,
are exploited in a QP to find a safe and stable controller for the uncertain system, using input-output linearization.
This work assumes that CLFs and CBFs designed for the nominal model, will also serve as a CLFs and CBFs for the
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true system. This assumption holds for systems where the nominal model and the true system have the same relative
degree [22].

5. Control Barrier Functions and Control Lyapunov Functions in Online Supervised Learning

Online SL methods are here understood as either continuous or episodic learning of system components in closed-
loop. In this setting, SL methods are used for learning a model with data collected by sampling from the controlled
system. Unlike RL-algorithms, online SL methods are usually not used to optimize a control policy directly. However,
for a uncertain system, CBFs or CLFs can be learned in order to determine a safe controller. Often a safe controller is
found by solving an optimization problem, with constraints formulated using the learned models.

5.1. Control Barrier Functions

In [22], the authors present an approach to improve safety of a dynamical system by estimating the model uncer-
tainty using CBFs. Instead of estimating the uncertainty by learning the system dynamics from measurements, the
uncertainty is modelled directly in the CBF. This approach is less restrictive on the types of system uncertainties, as
it estimates both uncertainties due to parametric errors and unmodelled dynamics. The uncertainty is learned episod-
ically using NN, and included as a constraint in an optimization problem modifying a nominal controller to be safe.
It is assumed that if there exists a valid CBF for the nominal model of the system, then it is also a valid CBF for
the uncertain model. For learning the uncertainties, an episodic learning approach is used, which alternates between
collecting data using the current controller and synthesizing a new controller by solving a QP. At every iteration of
the episodic learning, a heuristically weighted blend of the newly synthesised controller and the nominal controller is
used to explore new data.

A different approach for learning the safe region of an unknown dynamical system is presented in [24]. This paper
considers a dynamical system on the form (2) with an additional unknown affine disturbance term, which is modelled
using a GP. A high probability confidence interval is defined over this GP model. It is assumed that an initial safe
region and the corresponding barrier certificates are given. With online learning, the safe region is expanded until no
more improvement is obtained with further exploration. A QP is formulated to maximize the volume of the barrier
certified safe region with CBC as the constraint. An adaptive sampling method of the discretized state space, namely
an information-maximization-based exploration method, inspired by [36], is proposed. The system is driven to any
selected state by employing a nominal controller augmented with a safety filter (the QP with CBC as constraint).
The approach is successfully demonstrated on a quadrotor to learn maximally aggressive movements in the vertical
direction with an uncertain model and limited thrust.

A more general approach in the direction of safe online learning of system dynamics is presented in [23], for a
nonlinear control affine dynamical system (2). The unknown system dynamics are modelled as a GP and used to
optimize the system behavior and to guarantee safety with high probability. A chance constraint, i.e. a constraint that
needs to hold for the entire state or input trajectory with a given probability, is specified using a predefined CBF
defined by the estimated dynamics. The chance constrained version of an optimization problem for the control input
is solved providing safety guarantees for a zero-order hold (ZOH) controller over a control time step. The safe control
input provided by solving the constrained QP is then used to explore in order to train the GP. Similar probabilistic
safety guarantees were extended to systems with arbitrary relative degree using exponential CBFs [21].

5.2. Control Lyapunov Functions

Online SL methods can be used for finding safe controllers using Lyapunov analysis. In [32], GP regression is
used to model the uncertainties in the system. The resulting stochastic model is used to formulate a stochastic CLF,
included as a chance constraint in a second-order cone program (SOCP). A stabilizing controller for the system with
probabilistic guarantees is derived by solving the SOCP.

An accurate estimate of the ROA is useful for ensuring safety as addressed in Section 4.2. Learning can be used to
estimate the unknown parts of the dynamic model of an uncertain system and thereby expand the ROA as exploited in
[36]. In [36], a GP is used to learn the uncertain parts of the dynamics and the ROA is taken as the largest level-set of
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the resulting CLF. The next state to be explored is chosen as the point with largest variance within the current estimate
of the ROA. A fixed locally safe controller is used to drive the system to the chosen next state. The episodically
updated GP model incrementally decreases its variance and thereby increases the accuracy of the ROA estimation.

A similar approach is used in [35], where the goal is to find an accurate estimate of the ROA. Here a GP is used for
learning the Lyapunov function rather than dynamics as in [36]. Using the converse Lyapunov theorem, which states
that for a stable system there exists a Lyapunov function, a GP is trained with closed-loop data in order to infer the
Lyapunov function, and in turn estimate the ROA like described above. Safe samples are collected using an algorithm
that aims to balance the trade-off between exploration, in order to expand the resulting estimate of the ROA, and
exploitation, i.e. reducing the uncertainty of the GP-learned Lyapunov function.

Learning a Lyapunov function can be useful for stability analysis of MPC algorithms. In [33], a NN is used for
learning a Lyapunov function for the closed-loop system, used as a terminal cost in the MPC scheme. For uncertain
nonlinear systems, this often needs to be conservatively approximated, with implications on closed-loop performance.
By learning the terminal cost from data, the learned Lyapunov function is used to guarantee stability of the closed-loop
system, in addition to ensuring robustness with respect to model errors in the prediction model.

Stability properties formulated using Lyapunov functions may be used to add knowledge about an existing closed-
loop system, for which the system dynamics are unknown. This is investigated in [34], where the stochastic dynamics
of a closed-loop system are learned based on training data and a constrained likelihood maximization problem, ex-
ploiting the fact that the closed-loop system is exponentially stable. The stability property is expressed in terms of a
Lyapunov function, included as a constraint to the maximization problem.

5.3. Control Lyapunov Functions and Control Barrier Functions

There are two notable approaches combining CBFs and CLFs in an online SL framework to ensure safety and
stability. In [25], the authors augment the approach presented in [23] by using both CLFs and CBFs. The system
dynamics are learned online while satisfying safety constraints. The computationally efficient matrix variate Gaussian
process regression method is used to learn the drift and input gain terms of control affine dynamical system. In
addition to a CBF-based chance constraint in [23], a CLF-based chance constraint is included for specifying stability
constraints. This method is extended to systems with arbitrary relative degree to synthesize a safe control policy by
solving a deterministic SOCP.

The second approach presented in [28], uses SL to learn a safe and optimal goal reaching policy using a barrier
function and a Lyapunov-like function respectively, for dynamical systems of the form (1) The condition for asymp-
totic stability is translated to goal reaching utilizing a Lyapunov-like function, considering the equilibrium point as
the goal. The proposed Lyapunov-like function is less restrictive as it allows for specifying a set of goal states rather
than just a fixed point. In addition, the Lie derivative is not required to always be negative definite. The policy, bar-
rier function and the Lyapunov-like function are parameterized using deep NNs. The loss function for learning the
barrier function is designed to penalize the violation of any constraints. Similarly, another loss function is defined to
penalise the violation of Lyapunov-like function constraint. The two loss functions are then combined into a single
optimization objective called the total certificate risk, which is positive semi-definite. Joint training of the barrier
certificate, Lyapunov-like function and the policy networks is achieved by minimizing this objective. Additionally, a
verification procedure is introduced to confirm the validity of the barrier and Lyapunov-like networks. One drawback
of this approach is that it does not guarantee safety during the learning process. Guarantees are only provided for the
final policy obtained from the learning process upon verification of the networks.

6. Control Barrier Functions and Control Lyapunov Functions in Offline Supervised Learning

Similarly to online SL and RL, offline SL can be utilized to learn the unknown system dynamics, CBFs and/or CLFs
from collected data. Unlike in RL or online SL, offline SL is not an active learning method, for which an algorithm
chooses the data points from the sampling space of the system using an exploration strategy. However, provided with
an adequate data set, offline supervised learning can achieve the same final goals.



3994 Akhil Anand et al. / Procedia Computer Science 192 (2021) 3987-3997

6.1. Control Barrier Functions

There are a few interesting approaches to learn CBFs for nonlinear systems with unknown dynamics in an offline
supervised learning set-up. Saveriano et al. [40] focus on incremental learning of a set of linear parametric zeroing
control barrier functions (ZCBFs)[21]. ZCBF is a type of CBF, which approaches infinity in the boundary of its
safe set. ZCBFs are combined with a dynamical system-based motion planner such as dynamic movement primitives
to ensure the constraint satisfaction for planned trajectories. The state constraint for the motion trajectory can be
learned from human demonstrations and formulated as ZCBFs. A QP can then be used to find a stabilizing controller,
where the states of the motion planner are constrained by the ZCBF. This enables the motion planner to generate a
feasible motion trajectory satisfying the safety constraints. Another approach for estimating ZCBFs (both in offline
and online settings) of control affine robotic system from sensor data is presented in [37]. A support vector machine
(SVM) approach, namely the kernel-SVM method, is used to classify the set of safe and unsafe states in the data
set. An online approach is defined for the scenario where the full set of unsafe samples from the environment is
not available for offline learning. Robey et al. [41] present an approach to learn CBFs for nonlinear control affine
dynamical systems of the form (2) using expert demonstrations of safe trajectories. This approach is agnostic to the
parameterization used to represent CBFs. An optimization method is defined to synthesize valid local CBFs from the
collected expert demonstrations.

An approach to synthesize NN-based controllers for nonlinear dynamical systems where safety guarantees are pro-
vided by NN-based barrier functions is proposed in [38]. The controller and the barrier functions are simultaneously
trained using the same data set using a modified Stochastic Gradient Descent (SGD) optimization technique. A formal
verification to guarantee safety of the synthesized controller is provided.

In a different approach using GPs, presented in [39], the authors learn the unknown control affine nonlinear dynam-
ics as GPs. A parametric nonlinear CBF is generated based on a counterexample guided inductive synthesis (CEGIS)
method. A control policy is synthesized with safety guarantees in three steps. In the first step a GP is learned using
a data set and a confidence interval is defined using the uncertainty of the learned model. The second step involves
computing a parametric CBF using CEGIS. In the third step a controller can be synthesized by solving an optimization
problem with a CBC-constraint.

6.2. Control Lyapunov Functions

For uncertain systems, offline supervised learning may be used to improve the estimate of a Lyapunov function.
This approach is explored in [42], where the derivative of the Lyapunov function is learned offline. Using an episodic
learning approach, the time derivative of the Lyapynov function is iteratively improved. This, in turn, is used to ensure
that the nominal controller, augmented with a QP-based optimal controller, satisfies the necessary conditions of the
time derivative of the Lyapunov function, and renders the closed-loop system stable. The formulation of the QP is
similar to the formulation in [22], except that a CLF rather than a CBF, is used to formulate the constraints.

7. Discussion

This paper presented a review of three different learning methods that use CLFs and CBFs for ensuring safe
learning-based control, namely RL, online and offline SL. RL and typically online SL are both active learning methods,
but differ in the way the control policy is derived. RL offers a flexible framework to learn any complex control policies
based on data, while SL methods are often used in combination with optimization to find a control policy. Offline
SL differs from these two approaches in its data collection strategy as it uses pre-collected data sets. Active learning
methods may be more data-efficient for learning control policies for systems with complex dynamics, compared to
offline SL methods [52]. Especially for high dimensional robotic systems, the data requirements scale exponentially
with the state space dimension, demanding very large pre-collected data sets. Active learning methods can explore
state space efficiently, using for example an information maximization exploration strategy. Low quality data sets
could adversely effect the accuracy of estimated model and thereby the resulting control policy. On the other hand,
offline SL methods are suitable for learning from expert demonstrations.
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Online SL and RL methods offer an option to incrementally update/optimize the control policy and use the same
policy to sample. An example is model-based policy search algorithms, which are proved to be very sample efficient
for policy optimization [52]. For robotic systems, a nominal safe controller may be used for collecting data or initial
exploration of state space, but this may only be valid in small local areas. For offline SL methods, this can therefore
result in small and local data sets, limiting the possible control policies that can be learned. Gradually obtaining a
less conservative control policy using incrementally updated estimates of the system model, as in online SL and RL
methods, can therefore be very convenient.

Using NNs to model the optimal policy in RL-algorithms enable approximation of arbitrary complex policies. On
the downside, providing safety guarantees for the resulting policy is hard as it is only an approximation of the safe
policy. SL methods will often be used in combination with optimization to derive the controller, for which it can be
easier to provide stricter guarantees. Combining RL with an optimization-based safety filter could provide stricter
safety guarantees, in addition to providing rich expressibility of the final policy. However, this comes at the cost of
solving an additional optimization problem in real-time as discussed in Section 4.1. For optimization-based safety
filters that alter the learned policy in order to satisfy safety constraints, a relevant question is how this modification
affects the learning process. Depending on the applied RL-algorithm, this can disrupt the learning process such that
the learned policy becomes suboptimal. This issue is addressed for several RL-algorithms in [53].

Offline SL methods can generate a model of the system dynamics, which can be used to formulate an optimal
control problem for the system. Offline SL methods are predominantly used for learning CBFs rather than learning
the dynamics model or CLFs, as observed in Section 6. For some dynamical systems, controlling the system may
not be needed in order to derive the safety constraints. One example is in the case of collision avoidance, where a
camera system can be used to detect possible collision objects and learn the corresponding safety constraints. In this
case offline SL may be an ideal tool for providing safe control policies. Learning CBFs using NNs could be suitable
as it can represent a complex safe set accurately and incorporate constraints in real-time which are otherwise hard to
model. Robust and well established machine learning approaches, such as clustering and classification can be utilized
in learning the safe sets and thereby CBFs or CLFs. Consequently, CBFs and CLFs learned through offline SL could
be used with RL or online SL. methods to derive less restrictive controllers than using conservative CBFs or CLFs
defined for the uncertain system.

Considering robotics applications, both RL and online SL methods are suited as it may be hard to collect data
offline. For applications demanding strict safety guarantees either online SL or RL with a safety filter can be used.
Wang et al. [24] provide a very good example of the practical use of a safety filter where a quadcopter’s dynamics are
learned safely using CBFs in an online SL setting. Offline SL methods can aid RL and online SL methods in learning
the system dynamics and controller less restrictively. For robotic systems the dynamics are often control affine, an
approximate prior model is usually available and a major part of the uncertain dynamics are linked to the environment
rather than the robot itself. These properties make CBFs particularly suited for guaranteeing safety for a wide variety
of robotic systems. CBF-based approaches can be generalized to most real world robotic systems using exponential
CBFs [21]. This includes systems such as robotic manipulators, bipedal robots, unmanned ground and aerial vehicles,
autonomous underwater vehicles etc.

When learning a controller for an uncertain system, desired safety and stability properties will dictate which ap-
proach is suited for ensuring safe control. The combination of CLFs and CBFs can be used to obtain control policies
that ensure stability and safety for a wide range of safety-critical systems. If only interested in constraint satisfaction,
then CLF-based methods will limit the set of possible control policies. This is because a policy derived from this
approach will render the system asymptotically stable in addition to guaranteeing constraint satisfaction. Therefore
CBFs are particularly suited for scenarios where safety is the primary goal, as it offers a less restrictive way to ensure
constraint satisfaction compared to using CLFs. In cases where stability is of major importance, CLFs can provide
constraint satisfaction in addition to stability guarantees at the expense of more restrictive conditions. In case of value
function-based RL algorithms, CLFs can be incorporated naturally by using the value function itself as a Lyapunov
function [11].
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8. Conclusion

This paper presents a literature review of learning methods that incorporate CBFs and CLFs and their combination.
The review summarizes the existing learning-based methods for safe control of dynamical systems with uncertainty,
utilizing CBFs and CLFs. The relevant references are divided into three main categories, decided by the learning
method that CBFs and CLFs are combined with, namely RL, online and offline SL as shown in Table 1. The similarities
and differences between the methods used in the review references are highlighted and their suitability on different
scenarios are discussed. It is observed that, despite steady progress, there still exists a large gap between theory and
practical application of the methods. Because using CLFs and CBFs with learning is a rather new approach, a major
challenge ahead is demonstrating their capabilities on real-world safety-critical systems. This widens the scope for
future research in the area.
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