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ABSTRACT
Operational efficiency in the retail business is vital in order to be profitable in a competitive environment. This paper investigates how environmental factors, firm size and time trends are linked to inventory performance. We use location data, demographic data and 16 years of financial accounting data from small and medium-sized home improvement retailers to explain inventory performance at a chain and a regional level. Traditionally a regression model could be used to assess the impact of the explanatory variables on inventory performance. We choose to use a stochastic frontier model since inventory turnover is linked to efficiency and productivity. Furthermore, we allow the model to control for key financial figures such as gross margin, capital intensity and sales growth. We find that efficiency in inventory performance varies depending on local market conditions and store location. Moreover, increased firm size tends to increase inventory efficiency, while time trend in inventory efficiency varies by retail chain affiliation. This paper provides new insights into the literature on operations- and inventory management, and suggests that retail managers should consider including environmental factors as part of their analysis when using inventory turnover as an efficiency benchmark.

INTRODUCTION
Inventory is a critical asset in the retail sector and associated with considerable costs (Azzi et al., 2014). In 2016, inventory costs were estimated at $409.8 billion for US businesses alone, representing nearly 30% of the total logistics costs and accounting for as much as 2.2% of US GDP (Monahan et al., 2017). Inventory is further considered the asset that is most difficult to manage (Kolias et al., 2011). Inventory represents what the business can offer its customers and determines the firm’s service level. There are costs related to both over- and understocking inventories. While excessive inventories lead to higher storage costs, increased capital tie up, and risks of spoilage and obsolescence, a shortage of inventory may lead to unsatisfied customers and reduced sales. Inventory levels must therefore be balanced with the associated costs of holding inventory (Salam et al., 2016).

The most frequently used measure to evaluate inventory efficiency is the inventory turnover ratio (Gaur et al., 2005). The inventory turnover ratio is calculated as the cost of goods sold divided by the average inventory level, and can be used as a comparative measure across firms. Since research shows that inventory efficiency is linked positively to financial performance (Eroglu & Hofer, 2014; Isaksson & Seifert, 2014; Shockley & Turner, 2015), most firms will gain financial benefits by increasing their efforts to enhance inventory efficiency.

Surprisingly little research has been done on the effect of environmental factors on inventory efficiency in retail businesses. We find this interesting because geographical store location due to topography and transportation distance can result in differences in replenishment lead times between stores located in different regions and consequently affect the need for more or less safety stock (Ballou, 2005). Furthermore, geographical presence, market concentration, demand density, density of economic activity, competitive environment, urbanisation and centrality have all been shown to be associated with firm-level efficiency in the more general literature on productivity (e.g. Aiello & Bonanno, 2016; Assaf et al., 2011; Bos & Kool, 2006; Carlino & Voith, 1992; Ciccone & Hall, 1996; Ko et al., 2017). Thus, it is likely that environmental factors affect inventory efficiency in retail businesses.

To address these shortcomings, we estimate the effects of geographic store location, degree of rurality, and
market conditions on inventory turnover efficiency. We further decompose retail inventory efficiency at the chain and store levels using firm size and time trends. While the main novelty of this paper is related to the effects of environmental factors on inventory turnover efficiency, we are also the first to estimate inventory efficiency by empirically applying stochastic frontier analysis (SFA). The benefit of SFA is that it computes a relative measure of performance. Specifically, a frontier is estimated which allows comparison of each firm to the best-practice companies. This deviation gives an efficiency score and, consequently, this efficiency score measure how close a firm’s inventory turnover is to what a firm’s optimal turnover would be (Weill, 2008).

The results show that market conditions in the area surrounding the location of the store affect inventory efficiency. The most rural locations and the most central locations are the most efficient. However, relative to municipal population size, inventory efficiency at the store level increases as the population size rises. These findings contribute to theory by bridging an important theoretical gap in the literature on operations- and inventory management concerning environmental factors affecting inventory efficiency. Since the results suggest that retail managers should consider including environmental factors as part of their analysis when using inventory turnover as an efficiency benchmark, the findings also have important managerial implications. We also find firm size to be positively associated with inventory efficiency. The estimates indicate that increasing firm size from five to 25 employees improves inventory efficiency by approximately 12 percentage points. Moreover, no firms with more than 40 employees display inventory efficiency scores below 80% of the best performing firms. Further, although inventory efficiency varies widely both at the store and retail chain levels, we find that stores affiliated with one of the retail chains have increased their inventory efficiency over time while the stores affiliated with the other two chains have become less efficient. The stores affiliated with the outperforming retail chain advanced their efficiency on inventory by 10.5 percentage points in the 1998–2013 period relative to the lesser performing chain.

The rest of the paper is organised as follows. In the next section, we discuss relevant literature and present our analytical framework. This is followed by a description of the data, the variables, and the foundation of the applied method and models. We then present and discuss the results. Finally, as part of the conclusion section, we present and discuss possible implications, suggest further research and discuss the limitations of the current study.

**Literature review**

From a theoretical point of view, it is evident that inventory management is of significant importance to minimise costs in holding inventory. The early findings of these relations date back to Harris (1913/1990) through the construction of the economic order quantity model, which states that there is an optimum number of items to replenish. Even though the assumptions for this model are rather restrictive, the contribution from these insights and subsequent inventory control models have had a prominent impact on operations management in industries carrying inventory. Thus, the early focus of research on inventory management was on inventory systems and practices (Williams & Tokar, 2008).

However, research during the past two decades shows a shift in research focus on inventory management. For instance, the interest towards factors related to inventory performance across firms and industry segments has increased. In this section, we first look into the literature on inventory and financial performance. Although this topic is not directly related to the scope of this article, these research projects provide useful insights into what has been done in the broad field of inventory research. Then, we look at firm characteristics relevant for the current research, followed by research on environmental factors that can affect inventory levels. This section concludes with a figure presenting our analytical framework.

**Inventory and financial performance**

Most studies have examined manufacturing firms and similar industries with discrete inventory components as raw materials inventory (RMI), work-in-progress inventory (WIPi) and finished-goods inventory (FGI). The attention paid to retail and wholesale businesses has been scarcer. To some extent and depending on context, there are similarities between inventories of retail companies and FGI of manufacturing companies. However, there are also visible differences. Transportation, direct labour, and inventory holdings represent 11–20% of the total costs for process industries, while similar numbers for retail are 5% (Moser et al., 2017).

A large part of the literature on inventory performance focuses on the effect efficient inventory management has on financial performance. The association between inventory and financial performance was for some time inconclusive and examined initially only for manufacturing firms. Rumyantsev and Netessine (2007b) examined listed manufacturing businesses across eight different OECD countries and found a negative relationship between days of FGI and profitability in half of the
sample. Further, Rumyantsev and Netessine (2007c) and Cannon (2008) found no relationship between inventory and financial performance. However, Capkun et al. (2009) found a negative relationship between levels of RMI, WIPI, and FGI scaled on sales, and concluded, contrary to Rumyantsev and Netessine (2007b), that FGI was the most important inventory. Still, as pointed out by Eroglu and Hofer (2011a), these findings may be subject to poor modelling and data issues. First, scaling the dependent and explanatory variables with the same variable, i.e. sales as done by Capkun et al. (2009), would introduce a significant bias in estimates. Second, the use of large samples and broad segments would also lead to incorrect benchmarking results. Correcting for these issues, they find that RMI have the greatest effect of financial performance.

There has also been a discussion about the shape of the relationship between inventory levels and financial performance, and some of the aforementioned research in the previous paragraph support a linear association. However, there seem to exist a non-linear relation between inventory and profitability. Thus, there is an optimum level of inventory and beyond this level profitability suffers, and most companies will gain financial benefits by increasing inventory efficiency (Eroglu & Hofer, 2011a; Isaksson & Seifert, 2014).

In the retail sector, there is a positive relationship between inventory turnover, return on sales and assets (Shockley & Turner, 2015). Retail firms with high inventory turnover respond better to demand changes than do firms with low inventory turnover (Kesavan et al., 2016). Furthermore, inventory performance predicts future stock returns for U.S. retailers (Alan et al., 2014), and inventory level is negatively associated with cost efficiency for medium-sized companies operating in seven European countries (Weill, 2008).

From an overall corporate perspective, inventories have been analysed in several different research directions, such as their association with financial performance, scale effects, and other firm-specific drivers that are associated with inventory performance. These factors are, to some degree, possible for the management to adjust. However, exploring the relationship between inventory performance and environmental factors that are harder to control by management, has not caught the same attention in research of inventory performance. Still, some studies have investigated how inventory levels evolve over time. Others have highlighted the importance of varying lead-time to explain differences in inventory performance due to various distances between retailers and central warehouses. This and other environmental factors, such as local market conditions, could also affect inventory performances for firms. In the following section, we discuss the relationship between firm characteristics and environmental factors on inventory performance in more detail.

**Firm characteristics**

When analysing inventory performance metrics such as inventory turnover or inventory in days, these should be controlled for financial metrics such as gross margin, capital intensity, and sales surprise (Gaur et al., 2005). There seem to be a negative relationship between gross margin and inventory turnover, and a positive relationship between capital intensity and sales growth (Gaur et al., 2005; Koli et al., 2011). This implies that firms with better margins on their sales have higher relative inventory levels, while firms with high investment in assets relative to inventory return better inventory performance.

As several authors have identified, and Eroglu and Hofer (2011a, 2011b, 2014) and Isaksson and Seifert (2014) in particular, there are considerable differences between firms in broadly defined industrial sectors, and failure to adjust for that may lead to incorrect benchmarking results. Thus, it is important to control for different industry segments when modelling inventory performance. Table 1 presents an overview of selected studies in the context of firm characteristics, which are relevant for the current research.

The interest in how firm size affects firm specific measures is evident throughout the management and operations literature. Within the productivity literature, Diaz and Sanchez (2008) found in their analysis of Spanish manufacturing firms in the 1995–2001 period that firm size negatively affects value added. However, related to inventories, the number of studies is limited. Kesavan et al. (2016) and Breivik (2019) found that firm size measured in terms of sales is positively correlated with inventory turnover.

In addition to firm size, chain affiliation is also recognised for possessing scope-and-scale economies in sales and purchasing. Retail chains utilise more sophisticated distribution and inventory control systems and tend to offer lower prices and more standardised products (Dinerssz, 2004). Chain stores are an important part of the economy in developed economies, and this is especially the case for the retail sector (Kosová & Lafontaine, 2012; Perrigot, 2006). Studies show that national chains in the U.S. have contributed to productivity gains in the retail sector (Doms et al., 2004; Foster et al., 2006) and that national chains have experienced faster growth (Jarmin et al., 2009).
**Table 1.** Selected studies on firm characteristics.

<table>
<thead>
<tr>
<th>Scope of study</th>
<th>Dataset/sample</th>
<th>Dependent var. (output)</th>
<th>Independent var. (input)</th>
<th>Key findings</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study the effects of inventory leanness on financial performance.</td>
<td>U.S. manufacturing. 2003-2008. 1,600 firms. (N = 7,804)</td>
<td>Inventory scaled by industry segment, return on assets, return on sales.</td>
<td>Sale, assets, growth in sales, time effects, inventory scaled by industry segment.</td>
<td>Inventory leanness effects financial performance. Argue in general that results point towards a positive relationship.</td>
<td>Eroglu and Hofer (2011a)</td>
</tr>
<tr>
<td>Study determinants of inventory turnover.</td>
<td>566 Greek retail firms. 2000-2005. (N = 3,336)</td>
<td>Inventory, inventory turnover.</td>
<td>Gross margin, capital intensity, sales growth, sales surprise, time trend.</td>
<td>Inventory turnover heterogeneity caused by industry segment effects. That changes in sales is affected by sales decline in the location region.</td>
<td>Kolia et al. (2011)</td>
</tr>
<tr>
<td>Examines effects of demand shocks on retailers with high/low inventory turnover.</td>
<td>460 U.S. public retailers. 1985-2009. (N = 11,905)</td>
<td>Return on assets.</td>
<td>Cost of goods sold (COGS), delta COGS, abnormal inventory growth, gross margin, delta gross margin, return on assets lagged.</td>
<td>Low (LIT) and high (HIT) inventory turnover retailers respond differently to demand shocks. HIT retailers adjust shortages and excesses by adjusting quantity. LIT retailers rely on price changes.</td>
<td>Kesavan et al. (2016)</td>
</tr>
<tr>
<td>Study inventory turnover performance and its association with retail chain affiliation and time trends.</td>
<td>184 Norwegian retail firms. 1998-2013. (N = 2,107)</td>
<td>Inventory turnover.</td>
<td>Gross margin, capital intensity, sales, growth in sales, industry segment, retail chain affiliation, time trend.</td>
<td>Retail chain affiliation explain some of the variance in inventory turnover. Inventory turnover decline with 2.3% annually, and by 5.2% when controlling for key financial ratios.</td>
<td>Breivik (2019)</td>
</tr>
</tbody>
</table>
Various measures of capital turnover is frequently used to identify a firms’ ability to operate efficiently by being able to utilise invested capital in an optimal way. Delen et al. (2013) classify the asset turnover rate as asset utilisation and that this ratio indicate a firms’ ability to generate sales, hence operating efficiently. Shockley and Turner (2015) find in analysing financial performance that firm level deviations from segment levels on asset ratios affected firm financial performance in a positive manner.

Environmental factors

The variation in inventory performance is affected by factors over which the managers have little control, due to circumstances present in the firm’s environment. Empirical studies have shown that environmental factors have moderating effects from organizational- and ownership structure to strategic decisions (Eroglu & Hofer, 2014). In the productivity literature, geographical presence, market concentration, demand density, density of economic activity, competitive environment, urbanisation and centrality have all been shown to be associated with firm-level efficiency (e.g. Aiello & Bonanno, 2016; Assaf et al., 2011; Bos & Kool, 2006; Carlino & Voith, 1992; Ciccone & Hall, 1996; Ko et al., 2017). Hence, environmental factors could help explain why some firms are more efficient in their inventory management compared to other firms. Table 2 gives an overview of relevant studies.

When assessing relative inventory levels in multiple firms, it is essential to control for geographic store location. This is because the distance between retail stores and the warehouses of producers, importers and wholesalers, as well as the centralised retail chain inventory, vary and affect lead times. Ballou (2005) showed by simulations for various inventory models that aggregated inventory levels increased when lead-time increases. This is due to an added need for safety stock to countermeasure the demand uncertainty associated with an increase in lead-time (Baker, 2007). Research on how regional factors affect retailers is limited, but earlier examinations have shown that total factor productivity across U.S. states increased with urbanisation (Carlino & Voith, 1992).

Several studies show that local market conditions affect company performance. Eroglu and Hofer (2014) show that reduction in inventory levels may lead to negative financial performance in markets with lower degrees of competition. In the retail sector, Ko et al. (2017) examined sales revenue and number of customers and found a positive association between efficiency and competitive environment, measured as similar stores within a radius of 500 metres. In the bank sector, however, there has been contrary results. Aiello and Bonanno (2016) found that cost- and profit efficiency dropped when the competitive environment increases, measured as an increase in number of local bank branches.

Further, Bos and Kool (2006) found environmental factors to be less important than managerial performance using urban versus rural location and population size as proxies for market conditions. However, using other measures of local market conditions could lead to other results. Ciccone and Hall (1996) are using density, measured as intensity of humans, labour, and physical capital relative to physical space, and state that density is a better measure than size (of the municipality) in the regard of explaining productivity. Otsuka (2017) found that population agglomeration, investments in infrastructure, and density of firm clusters increased regional productivity.

Several studies aim to measure time trends in inventory, and time trends are in general used to capture time effects not otherwise captured in a model (Hill et al., 2011). Rajagopalan and Malhotra (2001) investigated manufacturing firms using industry-level data and concluded that finished-goods inventories vary among industries in both directions, but they identified no significant time trend for half of the industries. Chen et al. (2007) found that the median number of inventory days decreased from 73 to 49 using firm-level data from both retail and wholesale firms, but that the inventory for the retail segment only started to decline in the mid-1990s. Contradictory to these, Gaur et al. (2005) found for the 1987–2000 period that unadjusted inventory turnover declined by 0.45% annually, which demonstrates an increase in relative inventory levels. For Norwegian home improvement stores for the 1998–2013 period, Breivik (2019) found inventory turnover to decline by 2.3% annually. Although research at the present time does not clearly indicate the direction of the time trends for inventory in retail firms, several findings point towards some firm specifics that are closely associated with relative levels of inventory (Gaur et al., 2005; Kolia et al., 2011).

Figure 1 illustrates the proposed model for analysing the effects of firm characteristics and environmental factors on inventory performance. The first component analyses the factors explaining inventory turnover, while the second component analyses the factors explaining the differences in inventory efficiency.

Methodology

Data

The data used in this study are annual financial statements for firms affiliated with three different Norwegian
<table>
<thead>
<tr>
<th>Study</th>
<th>Dataset/sample</th>
<th>Dependent var. (output)</th>
<th>Independent var. (input)</th>
<th>Key findings</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examines determinants of aggregate productivity at state level.</td>
<td>48 U.S. states, 1967-1986. (N = 960)</td>
<td>Aggregate annual real wage/no. employees.</td>
<td>Education level, union membership, total highway system, time, energy shocks, population in metropolitan area, real gross state product, the real output share per industry segment, aggregate employment, state dummy.</td>
<td>Productivity is affected by the state’s industrial mix, infrastructure, education level and metropolitan structure.</td>
<td>Carlino and Voith (1992)</td>
</tr>
<tr>
<td>Evaluate aggregate inventory level effects of different inventory control policies.</td>
<td>Monte Carlo simulation.</td>
<td>Inventory/Inventory turnover.</td>
<td>Item characteristics, inventory policy.</td>
<td>Aggregate inventory levels can be estimated based on product characteristics and inventory policy.</td>
<td>Ballou (2005)</td>
</tr>
<tr>
<td>Examines inventory holding periods for retail and wholesale.</td>
<td>722 public U.S. companies. 1992-2002.</td>
<td>Inventory.</td>
<td>Cost of goods sold, fixed assets, gross margin, sales, positive sales surprise, time trend.</td>
<td>Wholesale reduced median holding period from 73 to 49 days. Retail inventories to decline from about 1995. Firms operating with increased lead time and demand uncertainty have elevated inventories.</td>
<td>Chen et al. (2007)</td>
</tr>
<tr>
<td>Exploratory study on inventory levels and inventory control models.</td>
<td>Case studies of 13 supply chains within six firms.</td>
<td>Lead time.</td>
<td>Supplier lead time exceed customer lead time. Inventory mitigates risks associated with variability in demand and transportation.</td>
<td>Supplier lead time exceed customer lead time. Inventory mitigates risks associated with variability in demand and transportation.</td>
<td>Rumyantsev and Netessine (2007a)</td>
</tr>
<tr>
<td>Examines quantitative measures of lead time and perceptions of supply chain risk.</td>
<td>77 Spanish supermarket retail chains. 2001-2007.</td>
<td>Total cost/price of capital.</td>
<td>Price on labour, price on capital, vertical integration, low price retailer, age of firm, geographic expansion.</td>
<td>Efficiency is associated with age of firm, geographic presence and if chain is low price retailer.</td>
<td>Assaf et al. (2011)</td>
</tr>
<tr>
<td>Examines effects from local market conditions on cost and profit efficiency.</td>
<td>Korean retailer. 32 outlets.</td>
<td>Sales revenue, number of customers.</td>
<td>Store size, number of items, number of employees, rental cost, trade area index, no. of competitive stores, trade area index.</td>
<td>Competitive environment and number of items per employer affect store efficiency.</td>
<td>Ko et al. (2017)</td>
</tr>
</tbody>
</table>
The firms are operating as home improvement retailers selling construction products and tools to end users in Norway. The original dataset consists of all the firms affiliated with the chains, but some firms were excluded in the final dataset due to the following criteria: (1) The data are limited to include only private limited companies, thus leaving out firms organised as sole proprietorships since those firms are not legally bound to report accounting records according to the Norwegian Accounting Act. (2) Missing observations on inventory turnover or growth in sales are removed. (3) Observations with an inventory turnover > 80 and growth in sales > 10 are removed since these values are considered extreme values and are mainly related to enterprises in a start-up phase. (4) Firms with turnover of more than 50 million Euro (approximately 500 million NOK) are removed since such firms are not considered small- and medium sized enterprises based on EU recommendation 2003/361.

Approximately 10.6% of the observations were removed from the original dataset due to these criteria, and the final dataset comprises of 2,189 observations from 187 firms for the period of 1998–2013. Not all firms are represented every year in our study period, making our panel unbalanced. Moreover, there may exist gaps in the observations of the firm. All the firms present in our dataset report financial statements according to Norwegian General Accepted Accounting Principles (N-GAAP). According to N-GAAP, transactions enter in the accounts when risk and control of the good is transferred from seller to buyer, meaning that goods in transit would not be present in the accounts either as sales and COGS (for the seller) or as inventory (for the buyer). The study period of 1998–2013 was chosen since there have been substantial structural changes in the marketplace post 2013, with several mergers and acquisitions taking place.

The three retail chains present in our study represented approximately 30% of the industry revenue in 2014. These chains were chosen since the local stores are registered as limited companies with independent accounts. Other players in the market are either part of conglomerates that operate in several different sectors of the economy, e.g. groceries and real estate, and do not present stand-alone accounting data for their activity in the sector for building materials and hardware, or where the local stores are not registered as a limited company. Thus, these actors only provide accounting data for their total activity in Norway as a whole. The retail chains present in our study consists of Byggtorget, Xi-bygg, and Byggmakker. The latter is owned by a foreign building and construction material company, while the other two are owned by their members. According to statistics from Virke (Byggeindustrien, 2018), total turnover for the building materials and hardware retail industry in Norway was in 2017 approximately 4.58 billion Euro (45.8 billion NOK).

In addition to store level accounting data, we include in the analysis records on annual municipal population reported by Statistics Norway (2018) and a classification
Table 3. Description of variables (the panel data indicative of firm i at time t).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( IT_{it} )</td>
<td>Inventory turnover</td>
<td>Measured as: ( \frac{COGS_{it}}{Inventory_{it}} ), whereas ( Inventory_{it} = Inventory_{it} - Inventory_{it-1} )</td>
</tr>
<tr>
<td>( GM_{it} )</td>
<td>Gross profit margin</td>
<td>Measured as: ( 1 - \frac{COGS_{it}}{Sales_{it}} )</td>
</tr>
<tr>
<td>( CI_{it} )</td>
<td>Capital intensity</td>
<td>Measured as: ( \frac{Fixed assets_{it}}{Sales_{it}} - \frac{Inventory_{it}}{Sales_{it}} )</td>
</tr>
<tr>
<td>( G_{it} )</td>
<td>Growth in sales</td>
<td>Measured as: ( \frac{Sales_{it}}{Sales_{it-1}} - 1 )</td>
</tr>
<tr>
<td>( IndC_{it} )</td>
<td>Sector code based on SIC 2007</td>
<td>Dichotomous variable: 1 if firm operates in a specific industrial sector; 0 if not. Based on the firm’s sector code in 2013. Included sector codes (2-digit): 16, 41, 43, 46, 47, 52, 68 and 71. See map for details. Based on the firm’s post code in 2013.</td>
</tr>
<tr>
<td>( REG_{i} )</td>
<td>Geographical region where the firm is located</td>
<td>Based on the firm’s postcode in 2013.</td>
</tr>
<tr>
<td>( SOA_{it} )</td>
<td>Sales on assets</td>
<td>Measured as: ( \frac{Sales_{it}}{Total assets_{it}} - \frac{Inventory_{it}}{Sales_{it}} )</td>
</tr>
<tr>
<td>( MC_{it} )</td>
<td>Measure of municipal centrality as defined by Statistics Norway (1999)</td>
<td>Factor variable: 3 if it is a central municipality, 2 if it is a fairly central municipality, 1 if it is a fairly remote municipality, and 0 if it is a remote municipality</td>
</tr>
<tr>
<td>( POP_{it} )</td>
<td>Population of municipality</td>
<td>Population of municipality of which the store is located</td>
</tr>
<tr>
<td>( CHN_{it} )</td>
<td>Retail chain affiliation of the firm</td>
<td>Based on the chain affiliation the firm has in 2013. The retail chain affiliations are Byggmakker, Xi-Bygg and Byggtorget.</td>
</tr>
<tr>
<td>( NoE_{it} )</td>
<td>Company size</td>
<td>Number of employees in firm</td>
</tr>
<tr>
<td>( Time_{it} )</td>
<td>Time trend</td>
<td>Discrete variable: 1 for the first year of observation for the firm</td>
</tr>
</tbody>
</table>

Note: The EUNACE rev.2 and UN ISIC standards are basis for the Norwegian Standard Industrial Classification - SIC 2007 (Statistics Norway, 2008).

Table 4. Summary statistics.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std.Err.</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventory turnover (IT)</td>
<td>5.81</td>
<td>4.36</td>
<td>1.60</td>
<td>37.55</td>
</tr>
<tr>
<td>Gross profit margin (GM)</td>
<td>0.30</td>
<td>0.07</td>
<td>0.16</td>
<td>0.62</td>
</tr>
<tr>
<td>Capital intensity (CI)</td>
<td>0.25</td>
<td>0.19</td>
<td>0.00</td>
<td>0.85</td>
</tr>
<tr>
<td>Growth in sales (G)</td>
<td>1.11</td>
<td>0.22</td>
<td>0.84</td>
<td>3.61</td>
</tr>
<tr>
<td>Employees (NoE)</td>
<td>15.81</td>
<td>23.49</td>
<td>1.20</td>
<td>196.67</td>
</tr>
<tr>
<td>Sales over fixed assets (SOA)</td>
<td>5.01</td>
<td>2.42</td>
<td>0.92</td>
<td>18.47</td>
</tr>
<tr>
<td>Population (POP)</td>
<td>18.351</td>
<td>48.757</td>
<td>618</td>
<td>549.807</td>
</tr>
</tbody>
</table>

Some of the variables in Table 3 need a more thorough description. The dependent variable is inventory turnover, represented by \( IT_{it} \), and this variable is commonly used as measuring efficiency in the retail sector (Gaure et al., 2005). Since the inventory turnover is calculated using both the opening and closing balance of the accounting year, the analysis starts from the year 1999.

Norway is a long and narrow country which consists of 323,752 km² (CIA, 2020), and the driving distance from the southernmost point (Lindesnes) to the northernmost point (Nordkapp) is about 2,350 km. In addition, approximately 3/10 of the area is situated above the Arctic Circle, and these factors are causing logistical challenges that may not be present in other countries. In Norway, as in most countries, there are present regional differences in terms of population and population density. Thus, geographical locations may influence replenishment lead times and consequently affect the need to increase or decrease safety stock (Ballou, 2005). To capture the spatial dependence and regional differences in our data, we include a regions variable, represented as \( REG_{i} \), using the structure of nomenclature territorial units, NUTS, defined by Statistics Norway (1999). Figure 2 presents the six different regions including population and population density of those regions.

Further, we are using the population of the municipality, represented by \( POP_{it} \), as a proxy of the size of the local market. But, since there is a difference of being situated in a small municipality in terms of population nearby Oslo, the capital of Norway, than being situated in a similarly small municipality in a more sparsely populated part of the country, we include a measure of municipal centrality, represented by \( MC_{it} \), to control for a more competitive environment in nearby areas.

Measuring efficiency

To determine the inventory efficiency, the stochastic function analysis (SFA) of Aigner et al. (1977) and Meeussen and van Den Broeck (1977) is used as a methodological starting point. The frontier methodology is based on a frontier function that gives limit (i.e. minimal or maximal) output values for any given level of inputs (Baltas, 2005). This approach presents the advantage of disentangling the efficiency and statistical noise taking exogenous events into the distance from the efficiency frontier. Hence, the error term consists of two components, one to account for purely random statistical noise, and another error-term to account for the deviation from
Figure 2. Geographic regions, population and population density in Norway.

In which $y_{it}$ is the dependent variable, inventory turnover in our case, $x_{it}$ is a vector of explanatory variables. The error term, $\epsilon_{it}$, is asymmetric and consists of two components. The first term, $v_{it}$, of the composite error term is the white-noise stochastic term as in a standard regression disturbance which is normally distributed with zero mean and constant variance, i.e. $v_{it} \sim N(0, \sigma^2)$. The second term, $u_{it}$, is the firm inefficiency as a non-negative measure with assumption on distributional properties as $N(u_{it}, \sigma^2_u)$. Further, the inefficiency term, $u_{it}$, could incorporate exogenous variables, $Z_{it}$, that explain inefficiency characterising the environment in which the firm operate, such as competitive conditions, network characteristics, and so on (Kumbhakar & Lovell, 2000). The two terms, $v_{it}$ and $u_{it}$, are distributed independently. Hence, in addition $u_{it}$ have the following specifications:

$$u_{it} = \delta Z_{it} + \mu_{it}$$  \hspace{1cm} (3)
second-stage (Weill, 2008). However, as pointed out by Kumbhakar and Lovell (2000), this leads to some econometric issues. The explanatory variables, in Equation (3), must be assumed as uncorrelated to the frontier, in Equation (1), or else the maximum likelihood estimates of the frontier would be biased due to omission of explanatory variables. Further, it assumes that the efficiency terms are identically distributed in the first step, while this assumption is contradicted in the second step since the regression on explanatory variables assumes that the efficiency term is not identically distributed (Weill, 2008).

For that reason, we are using the one-stage procedure proposed by Battese and Coelli (1995). Based on their proposition, we are using panel data in which the non-negative inefficiency term, \( u_{it} \), has the truncated distribution as \( N(u_{it}, \sigma_{\epsilon}^2) \) with different means for each firm. As a result, the distributions of the inefficiency terms are then independently but not identically distributed, since it is expressed as a function of explanatory variables.

The analysis of inventory turnover consists of two components. The first component, Equation (4), is to estimate the stochastic frontier that serves as a benchmark of differences in efficiency between the firms. The second component, Equation (5), concerns the incorporation of exogenous variables that exert an influence on the performance of the firms.

The model is then specified as followed:

\[
\log(IT_{it}) = \alpha_0 + \sum_{j} \beta_j \log X_{ijd} + \frac{1}{2} \sum_{j} \sum_{k} \beta_{jk} \log X_{ijd} \log X_{ikd} + \sum_{j=1}^{7} \zeta_j IndC_j + \sum_{j=1}^{5} \eta_j REG_j + iTime_{it} + v_{it} - u_{it}
\]

where the dependent variable is the inventory turnover for firm \( i \) at time \( t \). The X-vector is represented by the variables \( GM_{it}, CI_{it}, \) and \( GI_{it} \). \( IndC_i \) are industry sectors, \( REG_j \) are regions, and \( Time_{it} \) is a time trend. \( \alpha, \beta, \zeta, \eta \) and \( i \) are the estimated parameters, \( v_{it} \) is the random noise component, and \( u_{it} \) is the inefficiency term.

\[
u_{it} = \kappa_0 + \sum_{j=1}^{4} \psi_j CHN_j \log(SOA_{it}) + e_{it} \]

where \( MC_i \) is the centrality of the municipality, \( \text{POP}_{it} \) is the population in the municipality, \( CHN_i \) is the affiliated retail chain, \( \text{NoE}_it \) is the number of employees, \( SOA_{it} \) is the ratio of sales to fixed assets, and \( Time_{it} \) is a time trend. \( \kappa, \psi, \tau, \pi, \nu \) and \( \psi \) are estimated parameters and \( e_{it} \) is a truncated zero-mean residual.

### Results and discussion

#### Estimation of the translog response function

Through the estimation of the translog response function, we obtained estimates of the frontier defined by observations of the best firms. Inefficiency relative to the frontier is then estimated simultaneously for each store. Estimates are provided by use of maximum likelihood on the translog response function defined in Equation (3) and the specification of inefficiency effects as defined in Equation (4). For this analysis, we use R (R core team, 2020) and the Frontier package (Coelli & Henningsen, 2017) with the specifications formulated by Battese and Coelli (1995). The estimates of the translog response function are presented in Table 5.

We find estimates of the response function for \( \log(CI) \) (0.641) and \( \log(GM) \) (0.670) to be significantly different from zero at the \( p < 0.001 \) and \( p < 0.01 \) levels, respectively. These estimates imply that both investment in fixed assets and growth in sales are associated with an increase in

| Variable | Estimate | Std. Err. | z value | Pr(>|z|) |
|----------|----------|-----------|---------|----------|
| (Intercept) | 2.309 | 0.207 | 11.158 | 0.000 |
| \( \log(GM) \) | -0.041 | 0.262 | -0.156 | 0.876 |
| \( \log(CI) \) | 0.641 | 0.058 | 11.147 | 0.000 |
| \( \log(G) \) | 0.670 | 0.223 | 3.010 | 0.003 |

Notes: \(* *, **, *** \) – significant at the 0.1%, 1%, 5%, 10% levels, respectively (two-sided).
inventory turnover. The squared coefficient estimates are significant for the \( \log(CI^2) \) variable (0.067, \( p < 0.001 \)) and represent the nonlinear elasticity to scale. Furthermore, the estimates of the interaction variables return significant values for \( \log(GM) \times \log(CI) \) (.280, \( p < 0.001 \)) and \( \log(GM) \times \log(G) \) (.317, \( p < 0.1 \)). In addition, Table 5 reports three estimates of the industry segment that return significant values at the \( p < 0.05 \) level or higher. This indicates that inventory turnover varies between different industries and verifies the necessity to control for such firm characteristics.

To simplify the interpretation of the translog response function, we calculate the composite elasticities. These estimates of \( \log(GM) \), \( \log(CI) \) and \( \log(G) \) are presented in Table 6 and based on Equation (3). The estimates of these coefficients represent elasticities, which are evaluated at the mean level. We find that a one percent increase in the gross profit margin is associated with a 0.78% lower inventory turnover ratio. Furthermore, this table reports that a one percent increase in capital intensity is associated with a rise in inventory turnover by 0.18%. Finally, we identify that a one percent expansion in sales growth is associated with a 0.32% increase in inventory turnover.

### The effects of regional variables on inventory performance and time trend

When we estimated the translog response function in Table 5, we controlled for regional differences. The argument for this approach rests on topography and logistic challenges that cause large differences in the transportation distance between stores located in different regions and hence are likely to influence the lead time at the store level. As Table 5 shows, all of the estimates of the regional variables (\( REG_1 \) and \( REG_2 \)) are significant at the \( p < 0.001 \) level, which implies that geographic location affects inventory turnover. This is in line with research on retail store productivity, which measures regional effects on sales per square foot of the selling area (Kumar & Karande, 2000).

As the estimates in Table 5 show, the lowest inventory turnover ratios reported are for those stores located in the most northern regions (\( REG_1 \) and \( REG_2 \)). One possible explanation is the varying but generally increasing lead times for those regions located to the north and further away from the capital of Oslo, as the latter in many cases serves as a logistic centre in Norway. The relationship between lead time and inventory levels is recognised in the literature (Ballou, 2005; Ben-daya & Raouf, 1994; Rumyantsev & Netessine, 2007a).

The estimates reported in Table 5 also indicate that a linear time trend is present in the frontier of inventory performance (\( p < 0.1 \)). The estimate of the time coefficient indicates that the frontier of inventory performance represented by the best performing firms is decreasing annually by 0.6%. This is in line with previous findings in the literature (Gaur et al., 2005; Kolias et al., 2011) and may stem from general industry characteristics where product assortment and variety have increased to meet customer demands, which leads to increased levels of inventory and lower turnover.

### Inventory efficiency and environmental factors

Table 7 presents the estimates of the inventory inefficiency determinants. The model explains 21.8% of the detected inefficiency and 20.5% of the variation within the observed data.

Related to the main emphasis in this paper, Table 7 shows that the environment in which the store is located (\( MC \)) has an effect on inventory turnover. \( MC \) is a categorical variable representing how close or remote the municipal, in which the store is located, is to another larger urban area. Based on the more general literature on efficiency, which for instance suggests improved bank efficiency when demand density and market concentration increase (Aiello & Bonanno, 2016), we expected that inventory turnover efficiency generally improves when
stores are located in more urban areas. However, the estimate for $MC_0$ is significant ($p < 0.01$) and points to reduced inefficiency for the most rural areas. In contrast, locations in more central areas $MC_1$ indicate lower levels of efficiency. For the $MC_3$ variable, which represents the most central municipalities, the estimate again indicates better efficiency ($p < 0.05$). Hence, the most remote municipalities deviate from the general trend. There may be several reasons for this deviancy. First, all of the municipalities embedded in this group represent small communities, and retailers in some of these locations operate as monopolists with the accompanied consequence of reduced service level and product variety (Hernant et al., 2007), thereby improving inventory turnover. Second, several of the municipalities embedded in this group have suffered depopulation over recent decades and simply need to operate effectively to be able to run a sustainable business, avoid bankruptcy and survive, particularly with regard to inventory management, as it is important to keep costs down and achieve financial results (Isaksson & Seifert, 2014; Weill, 2008).

The estimates reported in Table 7 further indicate that an increase in population ($POP$) in the $MC_1$ through $MC_3$ variables reduces inefficiency at significant levels,

![Figure 3. Inventory turnover efficiency by population.](image-url)
but at a diminishing rate. This is in accordance with the existing literature, which has identified that store productivity increases with growth in population density (Kumar & Karande, 2000).

As illustrated in Figure 3, we find that inventory efficiency in general increases with an increase in the municipal population. The figure also reveals a high variation in the data at the point of approximately 3,000 inhabitants.

In Figure 4, we plot inventory turnover efficiency by geographical region (REG). As portrayed, inventory efficiency differs significantly among the six regions. Region 6 represents the most efficient firms, while region 3 contains the stores that are the least efficient. The most northern region of Norway (region 1), which is the most sparsely populated, demonstrates an inventory efficiency that is below average. In contrast, the firms located in region 6, which consists of the area surrounding the capital of Norway and the area that is the most densely populated, are the most efficient. Figure 1 further implies that the stores located in less population dense areas are less efficient. Regions 1 through 3 have less than 10 inhabitants per square km and the stores in these regions have all suffered the greatest decline in inventory inefficiency.

Figure 4. Inventory turnover efficiency by region.
The estimates reported in Table 7 further show that retail chain affiliation plays an important role in explaining firm inefficiency. First, the effects of firm size (NoE) on inventory turnover are significant at the $p < 0.001$ level for both XL-bygg and Byggtorget. Both estimates indicate that an increase in firm size reduces inefficiency. These findings extend and elaborate on previous findings in the literature (Gaur & Kesavan, 2009; Rumyantsev & Netessine, 2007a) and suggest that scale effects apply for efficiencies and vary among chains of retailers. Effective inventory management depends on updated transaction information (Yao & Carlson, 1999), such as the number of units sold and in stock, at the SKU level, and it requires high operating standards. In addition, inventory record inaccuracy is a substantial problem in retail operations that can be prevented by good auditing practices (DeHoratius & Raman, 2008). On average, high operating standards are more likely to be present in larger firms with staff trained and dedicated to monitor, follow-up and fine-tune inventory decisions.

Figure 5 displays the effects of firm size on efficiency, regardless of chain affiliation. The figure suggests that efficiency rises as firm size increases but at a diminishing rate. The figure further illustrates a great variance for
firms with fewer than approximately 20 employees and that beyond this point, all firms have efficiency scores better than and above 80% of the best performing firms. In assessing efficiency for firms that employ five workers, we find it on average to be 78.7% of the best performing firms, whereas for those employing 25 employees, it is estimated to be approximately 90.8% of the best performing firms.

Second, the coefficient estimate reported in Table 7 for time trends (Time) is significant ($p < 0.001$) for Byggtorget and indicates that these stores, over time, become less efficient.

Figure 6 visualises the mean retail store chain efficiencies by year. As the figure depicts, inventory turnover efficiency evolves differently over time for the retail chains examined. The efficiency frontier for Xl-bygg is principally steady over the time period, with only minor changes year by year. Stores affiliated with Byggtorget do, however, evolve in a bearish manner and indicate a significant drop in efficiency. A decline is noted for Bygsmakker as well, but it is not as substantial as that for the latter stores. Extracting the mean inventory efficiency score by each retail chain on the two last years of observations reveals that Byggtorget underperforms Xl-bygg.
by 10.5 percentage points. A similar estimation for Byg
makker relative to XL-bygg returns a 4.9 percentage point inferior efficiency score.

Differences in technology and strategy are likely expla
nations for inventory turnover efficiency varying among retail chains over time. Such factors may affect efficiency at the chain level as well as at the store level. The implementa
tion and use of technology, such as software for resourc
planning, is important in running a successful retail store. To keep track of core business operations or proce
ses, such software aims to monitor, among others, customer services, sales, accounting and, most impor
tantly, inventory management. The latter focuses on fore
casting demand, inventory replenishment and monitoring status in stock-keeping units. In recent decades, deci
sions on software have been made by the store owner and local management. As the increase in purchase orders and invoices started to run through the retail chain enter
prise, recommendations on what software to use at the store level were generally made by chain management or even as a single supported option. There are many ad
vantages to running the same software throughout all chain stores; this is especially true when centralised sys
tems are used. The advantages that stem from such solu
tions may be faster and less costly transactions on orders and invoices, improved forecasting of demand and the possibility of adjusting prices from chain headquarters as part of common advertising and sales campaigns or the maintenance of product data on stock keeping units (SKU). Furthermore, in terms of strategic decisions, sev
eral conditions may explain chain differences over time. One such may be that as a main rule, terms and condi
tions for the purchase and choice of vendors are negoti
ated at the chain level. The added difference in purchase volume over time substantiates the notion that larger chains have advantages in regard to actual product price, fast delivery, and terms and conditions for purchasing, for instance, more store-friendly requirements regarding relinquishment, which underpin inventory performance.

Finally, the SOA estimates reported in Table 7 are signifi
cant at the $p < 0.01$ level for Bygmakker and at the $p < 0.05$ level for XL-bygg. However, these estimates have different signs. An increase in SOA for Bygmakker reduces inefficiency, whereas it has the opposite effect for XL-bygg. This is in line with the study of Shockley and Turner (2015), who report a positive relationship between firm performance and SOA, but also one that vary considerably between different retail industry seg
ments. Moreover, as total assets, in addition to inventory, also include cash, accounts receivable, property, plant and equipment, this metric encompasses several dimensions that can signal a firm’s efficient operation. For instance, the literature report a positive association is previously

made between accounts receivable and firm profitability (Rumyantsev & Netessine, 2007b). Some likely explana
tions for the differences in the SOA estimates may be connected to decisions that stem from strategy, such as whether the plant or store is leased or owned and whether it is listed in the balance sheet of the retail store. Similarly, SOA may be influenced by other assets being owned, leased or rented, such as software, shop fittings or assets for internal materials handling, such as forklifts. Similarly, cases where the delivery of goods from the store to the customer is an in-house service, which necessi
titates the need for one or several trucks or vans, would increase assets and lower the SOA measure. If, however, hired transporters provide this service, it might slightly increase sales and thus increase the SOA measure. Deci
sions such as these may originate from more or less delib
erate actions taken in regard to the moulding of strategy or due to operational convenience. On the other hand, a low measure of sales on assets, at least in the short-term, may result from investments in property and plants to support future growth ambitions.

Conclusions

In this paper, we are concerned with determining how inventory turnover is associated with key financial fig
ures, store- and chain-specific measures, and environ
mental factors, with a particular emphasis on how the environment surrounding the individual firm affects effi

"Main findings"

First, to estimate efficiency scores of inventory manage
ment, we examine two external environmental factors. However, to be able to produce unbiased efficiency esti
mates, it is necessary to control for regional differences. The results indicate that regional location (REG) plays a significant role in inventory turnover ratios and that noteworthy regional differences exist. The results show lowest inventory turnover ratios for those stores located in the most northern regions (REG1 and REG2). We explain this result by pointing towards generally increas
ing lead times for regions located further away from the capital of Oslo, especially since the surrounding area of Oslo often serves as a logistic hub in Norway.

The second environmental variable and the first to contribute to explain efficiency is the categorical vari
able that represents municipal centrality. This variable represents how close or remote the store is located (at the municipal level) to another larger urban area. The results indicate that inventory turnover efficiency dif
fers depending on store location and generally improves
when stores are located in more urban areas. However, we find the most remote municipalities to deviate from this general trend, as the results indicate that the stores belonging to this group are the most efficient.

The third environmental variable is population, which is modelled as an interaction variable with location centrality. As shown from the results, inventory turnover efficiency rises as population increases across the three statistically significant cohorts but at a diminishing rate. The results further indicate that inventory turnover efficiency varies in magnitude, depending on location and municipal centrality. An increase in market concentration and demand density supports such progress.

Economies of scale are important within most business research topics and this is no less true for inventory management. We find inventory efficiency to increase as the number of employees rises, but also that these effects differ between the retail chains examined in this paper. We conclude that scale effects apply for efficiencies and vary among chains of retailers, and that effective inventory management requires high operating standards, which are more likely to be present in larger firms.

We find the time trend in the inventory turnover efficiency to vary among the retail chains. While the mean efficiency for one of the retail chains is principally steady over the time period examined, with only minor changes year by year, stores affiliated with the least efficient retail chain show a significant drop in inventory efficiency over time. This might be a result of differences in technology and strategy.

Sales over total assets less inventory (SOA) is an indicator that expresses how efficiently the firm is able to make assets generate revenue. The results also show that the retail chains examined in this paper vary greatly on this efficiency metric. The results further suggest that SOA has contradictory effects on inventory turnover efficiency among the examined retail chains. Such differences may also be attributed to decisions that stem from strategy, such as different approaches to investing in property and equipment.

Managerial implications

While firm-specific measures play an important role in assessing relative inventory levels, environmental factors cannot be neglected as a significant influence, both in the regional setting and even from the perspective of local market conditions.

When using inventory turnover as a benchmark for performance, analysts, chain and store management should consider including environmental factors such as the population and centrality of the municipality of store location, as well as regional belonging, in the analysis. Similarly, these or equivalent variables should be part of strategic planning when making decisions about product variety and merchandise depth. In addition, such environmental factors are found to impact decisions about the design of central warehousing versus direct store delivery from suppliers and vendors and solutions for transportation to bring SKUs to the retail store. They are key to reducing the lead time and its associated variation, thereby causing uncertainty in product availability at the store level. Moreover, environmental factors should be embedded in contract terms with suppliers and vendors to guarantee a given service level and maximum lead time and variability for all chain stores. In addition, chain management is recommended to support store management and staff on inventory management and training, software programmes to improve inventory control and the monitoring of inventory levels at the SKU level, replenishment procedures and inventory record inaccuracy.

Stores located in sparsely populated areas with a small customer base are likely to have less product variety and merchandise depth. This makes them vulnerable for online competition. Such stores should have an inventory policy that is agile and that makes the store able to respond to customers’ demand in terms of ordering products outside the determined assortment and returning items to the supplier when necessary.

As traditional brick and mortar retail stores face increased competition with online retailers, attention to cost and operating performance is even more important. Only managerial comprehension of this problem and effective actions may avoid further impairment of inventory turnover and thus financial performance.

Limitations and further research

As this sample of retailers represents approximately 30% of the Norwegian home improvement and building materials industry, the claim of generalisation would be inappropriate. In addition, while the geographic location of this market, with stores located in the Arctic Circle, makes it expedient to clarify the regional and environmental effects on inventory performance, such outcomes are likely to be different from those in more densely populated areas such as central Europe and the US, where the effects for environmental variables may be less conclusive. Even though the data include three complete retail chains, the geographic store locations may not be representative of the domestic market, and the results must be interpreted accordingly.

There are several areas where research on inventory performance in the future can be of importance. First, effects that stem from local market conditions such as
the number of competitors, the level of competition and the market growth rate are to some extent covered by centrality and changes in population size. However, better instruments for these measures could bring about further insights regarding such effects. As this research points out, there are large differences between geographic regions, and further research is needed to unveil more specific details about what causes these differences in inventory performance, such as effects from long-term demand changes, lead times and other closely related logistical topics.
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