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ABSTRACT Analyzing unusual events is significantly important for video surveillance to ensure people
safety. These events are characterized by irregular patterns that do not conform to the expected behavior
in the surveillance scenes. We present a novel irregularity-aware semi-supervised deep learning model
(IA-SSLM) for detection of unusual events. While most existing works depend on the availability of
large amount of labeled data for training, our proposed method utilizes a semi-supervised deep model
to automatically learn feature representations from limited number of labeled data samples. Our method
extracts meaningful information from both labeled and unlabeled data during the training stage to improve
the performance. For this purpose, we explore the concept of consistency regularization and entropy
minimization to output confident predictions on unlabeled data. For experimental analysis, we consider
various standard and diverse datasets. The results show that our IA-SSLM method outperforms several
reference methods using different performance metrics.

INDEX TERMS Unusual event, semi-supervised learning, convolutional neural network, consistency
regularization.

I. INTRODUCTION
The analysis of unusual events is a prominent topic that
involves the detection of human behaviours from a surveil-
lance context. Unusual events have various interpretations
importantly depending on the context. In our work, unusual
events are represented by moving objects revealing motion
patterns in the surveillance scenes that do not conform
to the expected behavior and may warrant special atten-
tion or action. These events show infrequent behavior com-
pared with all other behaviors. Similar clarifications are given
by a number of authors in recent years [1]–[3]. Due to the cost
reduction of surveillance equipments, it is very common to
install surveillance cameras for people safety in public areas
such as airports, train stations, and stadiums to name a few.
Early detection may reduce the possible dangerous conse-
quences of an unusual event, or may alert a human operator
for inspecting more carefully the ongoing situation. However,
there are several challenges for human operators observing
the monitor screens to identify unusual events efficiently.
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These challenges are severe occlusions, inconsistent flow of
people, and low resolution videos with temporal variations of
the scene background. Therefore, with the increased number
of surveillance cameras, the demand for accurate event detec-
tion increases.

Automatic detection of unusual events is a challenging
task due to pattern variations in different scenes. In fact,
an unusual event varies with the type of application and
scenario. To detect unusual events, hand-crafted features are
regarded as one key factor in the existing models, where
trajectory [4], flow [5] and visionmodeling [6] encode spatio-
temporal information of scenes based on color, texture, opti-
cal flow, and bag-of-words features [7], [8]. However, finding
the informative, discriminative, and independent set of fea-
tures for unusual event detection is complex. Therefore, vari-
ous abnormal event detectionmethods based on deep learning
are developed in the past few years. The deep learning based
methods can learn better feature representation than hand-
crafted feature modeling, if large amount of labeled data
is available for training. However, collecting large amount
of labeled data is expensive and very time consuming for
unusual event detection because it necessarily involves the
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FIGURE 1. Our proposed IA-SSLM method performs data augmentation on both labeled and unlabeled data, which are then combined to train the
convolutional neural network during the training stage.

compilation of huge archives. Furthermore, data labels may
contain private information making it more challenging to
label large amount of data.

In many tasks it is much easier or cheaper to obtain unla-
beled data. Semi-supervised learning (SSL) [9], [10] is an
efficient learning technique for leveraging unlabeled data
to mitigate the reliance on large amount of labeled data
samples. In fact, semi-supervised learning (SSL) seeks to
largely alleviate the need for labeled data by allowing amodel
to leverage unlabeled data. Therefore, we propose a novel
irregularity-aware semi-supervised deep learning method
(IA-SSLM) for unusual event detection based on the work of
Berthelot et al. [11]. In our proposed method, we consider
batches of both labeled and unlabeled data during the train-
ing of a convolutional neural network. Our method explores
the concept of consistency regularization and entropy min-
imization to encourage the method to output confident
predictions on unlabeled data. We present our proposed
IA-SSLMmethod in Fig. 1. Ourmainmotivation is to demon-
strate that including the paradigm of semi-supervised learn-
ing into the model has a positive impact on classification
accuracy.

The main contributions of our paper are:
1) We propose a novel irregularity-aware semi-supervised

deep learning method (IA-SSLM). One of the major
attractions of the IA-SSLM method is its capability to
model unusual events distinctively using very limited
number of labeled samples.

2) We extensively evaluate our proposed IA-SSLM
method on standard datasets and compared to different
reference methods. Our results show that our proposed
method outperforms all the reference methods.

We organize the rest of this paper as follows. Section II
briefly reviews the related works. Section III describes our
proposed method in details. We provide the datasets descrip-
tion, the experimental results, and discussion in Section IV.
Finally, we present the conclusion in Section V.

II. RELATED WORK
We categorize the literature related to the unusual event
detection into hand-crafted features based methods and deep
learning based method.

In the first category, Chen and Huang et al. [12] esti-
mated optical flows to cluster human crowds into groups
in unsupervised manner using adjacency-matrix based clus-
tering. The behaviors with attributes, orientation, position,
and crowd size of the clusters of human crowds are char-
acterized by a model of force field. Zhou et al. [13] pro-
posed a statistical method to detect abnormal behaviors by
modeling trajectories of pedestrians. Initially, the trajectories
are obtained by Kanade-Lucas-Tomasi feature tracker. Then
trajectories are grouped to form representative trajectories,
which characterize the underlying motion patterns of differ-
ent scenes. Subsequently, trajectories are evaluated by multi-
observation hidden markov model to find whether frames
are normal or abnormal. Loy et al. [14] introduced an active
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learning approach to incorporate human feedback for on-line
unusual event detection. Their method is formulated as a
stream-based solution to make decision on-the-fly whether
to query for labels. Furthermore, the method combined mul-
tiple active learning techniques to achieve quick discovery
of unknown event classes and refinement of classification
boundary. For unusual event detection, Chamle et al. [15]
used background subtraction to detect the moving object and
to mark those objects with a rectangular and elliptical bound-
ing box followed by extracting the features like aspect ratio,
fall angle, and silhouette height. Li et al. [16] introduced a
low-rank and compact coefficient dictionary learning method
for unusual event detection. For this purpose, they used the
histogram of maximal optical flow projection feature and a
joint optimization technique. Tariq et al. [17] investigated an
anomaly based video surveillance model based on a parti-
cle filtering framework for online anomaly detection. They
detected video frames with anomalous activities based on
the posterior probability of activities in a video sequence.
Benetti et al. [18] presented a smart ultra-low power vision
system targeted to detect unusual events. The sensor embeds
a low-level image processing technique that autonomously
detects unusual events occurring in the scene, relying on
adaptive background subtraction. The resulting binary image
is then directly segmented by a field programmable gate
array (FPGA), which triggers the higher layer of processing,
transferring only aggregate and useful feature information.
Amraee et al. [19] calculated histograms of oriented gra-
dients - local binary patterns (HOG-LBP) and histogram
of optical flow (HOF) in the extracted candidate regions
to describe appearance and motion information. To obtain
more accurate event detection, the large regions are divided
into non-overlapping cells, and the abnormality of each cell
is examined separately using two distinct one-class SVM
models. Yuan et al. [20] exploited structural information
within a sparse representation framework to detect unusual
events. Then a smoothness regularization is constructed to
describe the relationships among video events. The relation-
ship consists of both similarities in the feature space and
relative positions in the video sequences. Unusual events are
identified as samples which cannot be well represented using
the learned dictionary.

In the second category of deep learning based meth-
ods, Chu et al. [21] presented an unsupervised deep fea-
ture learning algorithm for the abnormal event detection
problem. To consider the spatio-temporal information of the
inputs, they used deep three-dimensional convolutional net-
work (C3D) to perform feature extraction. By jointly optimiz-
ing between the sparse coding and the unsupervised feature
learning, they modeled feature representations to detect the
anomaly score of each testing input. Ye et al. [22] used
a hybrid modulation method via feature expectation sub-
graph calibrating classification in video surveillance scenes
for event detection. They exploited a convolutional neural
network and long short-term memory models to extract the
spatio-temporal features of video frame. Then they modeled

the feature expectation subgraph for each key frame of every
video, which could be used to encode the internal sequential
and topological relational characteristics of structured feature
vector. Li et al. [23] introduced a two-stream deep spatial-
temporal auto-encoder, which is composed of a spatial stream
and a temporal stream. Firstly, the spatial stream extracted
appearance characteristics and the temporal stream extracted
the motion patterns, respectively. Al-dhami et al. [24] consid-
ered the transfer deep learning model based on a pre-trained
convolutional neural network to extract descriptive features.
Next, the feature vector is passed into binary support vec-
tor machine classifier to construct a binary-SVM model for
detecting irregular patterns. Traoré and Akhloufi et al. [25]
proposed the violence-aware deep model for violence detec-
tion. The model combined both recurrent neural networks
(RNN) and 2-dimensional convolutional neural networks
(2D CNN). The CNN extracted spatial characteristics in
each frame, and the RNN extracted temporal characteristics.
Agrawal and Dash [26] presented the anomaly based convo-
lutional autoencoder to detect unusual activities in different
scenes. They used an autoencoder-based deep learning frame-
work to categorize abnormality. They calculated optical flow
using motion influence map and fed it to the convolutional
autoencoder. Next, the spatio-temporal features collected
from the output of the encoder are used for classification.
Ullah et al. [27] extracted spatio-temporal features from a
series of frames by passing each one to a pre-trained convolu-
tional neural networkmodel. They then fed the extracted deep
features to multi-layer bi-directional long short-termmemory
model, which can classify ongoing anomalous/normal events
in complex surveillance scenes. Asad et al. [28] introduced
a two-stage architecture for detecting anomalous behavior
in videos. In the first stage, they used a 3D convolutional
autoencoder to extract spatio-temporal features from normal
event training videos. In the second stage, they combined the
3D spatio-temporal features into different normality clusters,
and then removed the sparse clusters to represent a stronger
pattern of normality. From these clusters, one-class SVM
classifier is used to differentiate between normal and abnor-
mal events based on the normality scores. Deepak et al. [29]
proposed a residual spatio-temporal autoencoder, which is
trainable end-to-end to carry out the anomaly detection task
in surveillance videos. Irregularities are detected using the
reconstruction loss, where normal frames are reconstructed
with a low reconstruction cost, and the converse is identified
as abnormal frames.

III. IRREGULARITY-AWARE SEMI-SUPERVISED
LEARNING METHOD
Our proposed IA-SSLM method is based on a convolutional
neural network consisting of 6 layers. Each layer is a con-
tainer of functions. There are four convolutional layers and
two fully connected layers. A convolutional layer performs a
convolution operation that involves the multiplication of a set
of weights with the input. A fully connected layer takes the
output of the previous layer and flattens them into a single
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vector that can be an input for the next stage. During the
training stage, our proposedmethod learns useful information
from the training data through the semi-supervised learning
process [11]. Our method exploits a loss term computed on
unlabeled data to invigorate the model to generalize properly
to unseen data. This loss term falls into one of the three
classes namely entropy minimization [30], [31], consistency
regularization, and generic regularization.

Consistency regularization uplifts the method to engender
the same output distribution when its inputs are discomposed.
An ordinary regularization method in supervised learning is
data augmentation (DA). The DA method transforms inputs
without affecting the class semantics. To extend the size of
training data in image classification, image augmentation
is very common to change the pixel content of an image
without changing its label [32], [33]. Consistency regular-
ization uses data augmentation in semi-supervised learning.
Considering this concept, a classifier may output the same
class distribution for an unlabeled sample even after it has
been perturbed. In fact, the consistency regularization handles
the idea that an unlabeled sample d should be classified the
same as Perturb(d), an augmentation of itself. This is further
illustrated in Eq. 1,

||Pmodel(y|Perturb1(d); η)|| − ||Pmodel(y|Perturb2(d); η)||22
(1)

The Perturb1(d) and Perturb2(d) represent different non-
linear transformations. The method [34] replaces one of
the transformations in eq. 1 with the output of the model
using an exponential moving average of model parameter
values. However, the weakness of this method is that it
uses domain-specific data augmentation techniques. In our
method, we explore the consistency regularization through
the use of standard data augmentation for images (random
horizontal flips and crops). We augment both labeled and
unlabeled data. For each data sample db in the batch of labeled
data D, we produce an augmented form db = Perturb(db).
For each zb in the batch of unlabeled data Z , we produce
S augmentations zb,s = Perturb(zb), where s ∈ (1,. . . ,S).
We use these individual augmentations to produce a guessed
label fb for each zb. In fact, for each unlabeled sample in Z ,
we produce a guess for the sample’s label using the predic-
tions of the model. We calculate the average of the model’s
predicted class distributions across all the S augmentations of
zb according to Eq. 2,

f̄b =
1
S

S∑
s=1

Pmodel(y| ¯zb,s; η) (2)

Entropy minimization uplifts the method to output confi-
dent predictions on unlabeled data samples. A general con-
cept in several SSL methods is that the decision boundary
of the model should not pass through high-density areas of
the marginal data distribution. One technique to implement
this is to ensure that the model generates low-entropy predic-
tions on unlabeled data samples. Grandvalet and Bengi [30]

implemented it by using a loss term to minimize the entropy
of their method for unlabeled data samples. Our proposed
method enforces entropy minimization by exploring a sharp-
ening function on the target distribution for unlabeled data
samples. Given the average prediction over augmentations f̄b,
we use the sharpening function to degrade the entropy of the
label distribution. To use the sharpening function, we tune
the temperature hyperparameter. The sharpening function is
illustrated in Eq. 3,

Sharpen(p,T ) =
p

1
T∑L

j=1 p
1
T

(3)

where p is the average class prediction over augmentations
¯zb,s, and T is a hyperparameter. As T reaches 0, the output of

Eq. 3 will approach a Dirac (one-hot) distribution. Because
we use fb = Sharpen(f̄b, T ) as a target for the model’s pre-
diction for an augmentation of zb, reducing the temperature
helps the method to generate lower entropy predictions.

Generic regularization tunes the method to generalize well
and avoid overfitting the training data. In fact, regularization
enforces a constraint on the method to avoid memorizing
the training data. Therefore, the method generalizes better to
unseen data. To take into account the generic regularization,
our method exploits the weight decay which penalizes the
L2 − norm of the parameters [35], [36] of the method.
To consider the regularization techniques and the entropy

minimization, our method is based on a single loss for both
labeled and unlabeled data. To explain this loss, we consider a
batchD of labeled samples with one-hot targets (representing
one of G possible labels) and an equally-sized batch Z of
unlabeled samples. The method generates a processed batch
of augmented labeled samples D̄ and a batch of augmented
unlabeled samples with guessed labels Z̄ . Z̄ and D̄ are then
used in calculating separate labeled and unlabeled loss terms.
The unified loss 1 is formulated as,

D̄, Z̄ = theMethod(D,Z ,T , S) (4)

1D =
1

|D̄|

∑
d,p∈D̄

H (p,Pmodel(y|d; η)) (5)

1Z =
1

G|Z̄ |

∑
z,f ∈Z̄

||(f ,Pmodel(y|z; η))||22 (6)

1 = 1D + φ1Z (7)

where H (p, f ) is the cross-entropy between distributions
p and f . In these equations, T and φ are hyperparame-
ters. We present the process of our proposed method in
Algorithm 1.

IV. EXPERIMENTS AND RESULTS
We perform extensive experiments on publicly available stan-
dard datasets which are extensively used in the literature.
We also compare the performance of the proposed IA-SSLM
method with many other reference methods using different
performance metrics.
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Algorithm 1 Proposed IA-SSLM Algorithm
Input : Input images.

Hyperparameters : T ,K , φ.
Output: Analyzing unusual events.
1 Read unlabeled data samples.
2 Perform S augmentations on unlabeled data samples.
3 Average predictions across all augmentations.
4 f̄b = 1

S

∑S
s=1 Pmodel(y| ¯zb,s; η)

5 Apply sharpening function over average class
prediction.

6 Sharpen(p,T ) = p
1
T∑L

j=1 p
1
T

7 Perform augmentation on labeled data samples.
8 Combine labeled and unlabeled loss terms into a

unified loss.
9 1D =

1
|D̄|

∑
d,p∈D̄ H (p,Pmodel(y|d; η))

10 1Z =
1

G|Z̄ |

∑
z,f ∈Z̄ ||(f ,Pmodel(y|z; η))||

2
2

11 1 = 1D + φ1Z
12 Trained model is used during testing.

A. DATASET DESCRIPTION
To evaluate our proposed method using challenging videos,
we consider three standard datasets namely the web
dataset [37], the violent-flow dataset [38], and the UMN
dataset [39]. The web dataset has been collected from the
websites like Getty Images and ThoughtEquity.com. This
dataset consists of documentary and high quality crowd
videos in different urban scenes representing both normal
and abnormal motion patterns. There are 12 videos repre-
senting normal crowd behaviors such as pedestrian walk-
ing, and 8 videos representing abnormal behaviors such as
escape panics, protesters clashing, and crowd fighting. The
violent-flows dataset consists of 246 real-world videos of
crowd violence (123 violence and 123 non-violence), along
with standard benchmark protocols designed for violent/non-
violent classification. All the videos are downloaded from the
web representing videos of uncontrolled and in-the-wild con-
ditions. The shortest clip duration is 1.04 seconds, the longest
clip is 6.52 seconds, and the average length of the videos
is 3.6 seconds, with shortest/longest 1.04/6.52 seconds. The
UMN dataset is collected from the University of Minnesota.
The dataset consists of videos of 11 different scenarios of
an escape event. The videos are collected considering three
different scenes, including both indoor and outdoor. Each
video clip starts with an initial part of normal behaviors and
ends with sequences of abnormal behaviors. We depict three
sample frames from each dataset representing unusual events
in Fig. 2. For experimental analysis, we extracted frames
from the three datasets and combine them into two classes
representing normal and unusual events. We use 80% data
for training and 20% data for validation.

FIGURE 2. We show three sample images from the three datasets. The
first row shows images from the web dataset, the second row shows
images from the violent-flow dataset, and the last row shows images
from the UMN dataset.

FIGURE 3. The accuracies of our proposed method, the CNN method, and
the WideResNet method [40] are annotated in blue, yellow, and red,
respectively. These accuracies are shown considering 10, 20, 30, 40, and
50 labeled samples.

B. PERFORMANCE ANALYSIS AND DISCUSSION
For performance evaluation we consider different perfor-
mance metrics including accuracy, receiver operating charac-
teristics curves (ROC), and equal error rate (EER). We com-
pare our proposed method with the baseline CNN model
and the WideResNet model [40]. For this purpose, we use
different number of labeled samples in Fig. 3, where blue
bar, yellow bar, and red bar represent the accuracies our pro-
posed IA-SSLM method, the baseline CNN model, and the
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FIGURE 4. We show the ROC curves considering different number of labeled samples. The first row shows the ROC curves using 10 and 20 labeled
samples, respectively. The bottom row shows the ROC curves using 30 and 40 labeled samples, respectively.

WideResNet model, respectively. We consider 10, 20, 30, 40,
and 50 labeled samples from the training data to investigate
the impact on performance. In case of our proposed IA-SSLM
method, these five different number of labeled samples from
the training data is considered and the rest of the training data
is treated as unlabeled data. As can be seen from Fig. 3, our
proposed method shows higher accuracies considering differ-
ent number of labeled samples. Our motivation to compare
our IA-SSLM method with the other learning methods is to
show that our method can achieve better performance even
with smaller number of labeled data samples. In fact our semi-
supervised learning method also extracts useful information
from the unlabeled data to improve the performance in term
of percentage accuracy. As the number of labeled samples
increases, the difference in the performances of our proposed
method, the baseline CNNmodel, and theWideResNetmodel
decreases. The reason is that the extraction of meaningful

information from the unlabeled data decreases by increas-
ing the number of labeled samples. However, our proposed
method renders higher performance when we provide very
limited number of labeled samples and that is the essence of
the semi-supervised deep learning method.

We also compare our proposed IA-SSLM method with
the transfer deep learning model (TDLM) [24], the violence-
aware deep model (VADM) [25], the anomaly based convo-
lutional autoencoder (ABCA) [26], and the anomaly based
video surveillance model (AVSM) [17] considering different
number of labeled samples. In this case, we plot the ROC
curves using both the true positive rate (sensitivity) and the
false positive rate (1-specificity). We present these ROC
curves in Fig. 4, where the top row shows the ROC curves
considering 10 and 20 labeled samples randomly extracted
from the training data. The bottom row shows the ROC curves
considering 30 and 40 labeled samples extracted from the
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TABLE 1. Equal error rate (EER). We present the EER rates for the
reference methods and our proposed IA-SSLM method.

FIGURE 5. The accuracies of our proposed method, the trajectory based
anomaly detection model (TADM) [42], and the hybrid anomaly model
(HAM) [?] are annotated in blue, yellow, and red, respectively. These
accuracies are shown considering 10, 20, and 30 labeled samples.

training data. As can be seen, our proposed IA-SSLMmethod
outperforms all the reference methods in all the ROC curves.
Therefore, it shows the effectiveness of our proposed method
when we have different number of labeled samples.

To further elaborate the robustness of our proposed
method, we present the equal error rate (EER) for our pro-
posed method and the reference methods in Table.1. The
EER rates of the AVSM model [17], the VADM model [25],
the ABCA model [26], and the TDLM model [24] are
34.28, 32.01, 31.24, and 26.28, respectively. Our proposed
IA-SSLM method presents the lowest EER rate equal to
19.34. Hence, our method outperforms the reference methods
also in case of EER rates.

To present the generalization capability of our proposed
method, we performmore experiments by taking into account
an additional dataset namely the UCD dataset [41]. This
dataset consists of surveillance sequences representing flows
of studentsmoving outdoor across two buildings. The unusual
events are represented by the groups of students running in
different directions. Considering the UCD dataset, we com-
pare the performance of our method with two additional

and recent methods namely trajectory based anomaly detec-
tion model (TADM) [42] and a hybrid anomaly model
(HAM) [43]. In Fig. 5, we present the results in term of accu-
racy using only 10, 20, and 30 labeled data samples. The accu-
racies of our proposed method, the trajectory based anomaly
detectionmodel (TADM) [42], and the hybrid anomalymodel
(HAM) [43] are annotated in blue, yellow, and red, respec-
tively. As can be seen, our proposed method outperforms the
reference methods in all cases. Hence, our method is driven
by the generalization capability to detect any unusual event
depending on the training strategy and the available data in
the forms of labeled and unlabeled samples.

V. CONCLUSION
We proposed irregularity-aware semi-supervised deep learn-
ing model for detecting unusual events. For this purpose,
we consider a convolutional neural network driven by semi-
supervised learning process during the training stage. Our
proposed method shows higher performance with very lim-
ited number of labeled data samples as compared to several
reference methods considering different standard datasets.
The reason is that our method also learns useful information
from unlabeled data during the training stage. Therefore,
our method can be extended to several other applications
where collecting labeled data is time-consuming and difficult.
The improvement in the performance of our method is not
significantly high when the available number of labeled data
samples increases. In this case, the useful information in the
unlabeled data does not contribute substantially due to the
utilization of information from increased labeled data.

In our future work, we would like to improve the aug-
mentation techniques. We would also extend our method to
encompass several other applications areas.
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