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Abstract 

Identification of the seed varieties is essential in the quality control and high yield crop growth. The existing methods 

of varietal identification rely primarily on visual examination and DNA fingerprinting. Although the pattern of DNA 

fingerprinting allows precise classification of seed varieties but fraught with challenges such as low rate of 

polymorphism amongst closely related species, destructive method of analysis and a huge cost involved in 

identification of robust markers such as simple sequence repeat (SSR) and single nucleotide polymorphisms. Here, 

we propose a fast, non-contact and non-invasive technique, deep learning assisted optical coherence tomography 

(OCT) for subsurface imaging in order to distinguish different seed varieties. The volumetric dataset of, (a) four rice 

varieties (PUSA Basmati 1, PUSA 1509, PUSA 44 and IR 64) and, (b) seven morphologically similar seeds of rice 

landrace Pokkali was acquired using OCT technique. A feedforward deep neural network is implemented for deep 

feature extraction and to classify the OCT images into their relevant classes. The proposed method provides the 

classification accuracy of 89.6% for the dataset (a) of total 158,421 OCT images and 82.5% in classifying the dataset 

of total 56,301 OCT images collected from Pokkali seeds. The current technique can accurately classify seed varieties 

irrespective of the morphological similarities and can be adopted for the removal of varietal duplication and 

assessment of the purity of the seeds. 
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1. Introduction 

Rice (Oryza sativa L.) is a staple food for more than half of the world's population providing 55-80% of total calories 

for people in Asia, Africa and Latin America [1]. Abundant crop harvest is required to cater the global food demand 

in the growing world population [2]. For the development of new high-yielding crop varieties, quality of seed is 

accorded as a topmost priority in plant breeding programs because it is the primary determinant of seedling vigour, 

subsequent plant growth and performance. The expectation of abundant harvest from a piece of agricultural land can 

be achieved if the seed is true to the selected variety. In addition, before the entry of seeds into the market chain, 

several other seed certification measures are also undertaken to minimize the co-mingling of undesirable seeds, other 

crop or weed seeds. However, because of the abundant intra-varietal genetic diversity in rice [3], the challenge of 

duplication in the submitted accessions of released varieties, germplasms and landraces is faced by gene banks, which 

act as a source of seeds for plant breeding programs[4]. Knowing accurately the type of seed beforehand can help 

ensure its efficient utilization in the plant breeding research programs. 

The varietal identification relies on visual inspection and the results of distinctness, uniformity and stability (DUS) 

testing. On the basis of DUS testing, a variety before its commercial release has to be categorized distinct for any 

other previously released varieties and should be uniform and stable for other morphologically evaluated traits. 

However, in the present context, where large number of crop varieties are already available, establishing 

distinctiveness of any new variety solely on the basis of DUS testing often becomes challenging. In such cases, DNA 
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profiling of varieties via molecular markers may complement the DUS testing results. There are several classes of 

robust DNA based makers including simple sequence repeat (SSR) and single nucleotide polymorphisms (SNP) 

markers that can be used for DNA profiling [5]. However, despite the robustness and precision of DNA fingerprinting, 

its utility is largely confined to identify varieties where enough sequence information is already available across the 

databases. Primarily because designing of the SSR and SNP markers in the crops with scare genome resources is cost 

intensive [6]. In addition, destructive method adopted while processing samples for DNA isolation and time involved 

also limits its application in several cases.  

Non-destructive methods are widely used to account for the duplication amongst the submitted accessions of released 

varieties, germplasms and landraces in the seeds obtained from the gene banks [4]. Several rapid and non-destructive 

image processing-based approaches have been proposed to address this in the recent years such as digital images 

analysis [7], magnetic resonance imaging(MRI)[8], X-rays[9], positron emission tomography(PET)[10], confocal 

microscopy[11], NIR spectroscopy [8] and hyperspectral imaging[9,10]. In digital image analysis technique red, green 

and blue (RGB) histogram of a captured 2D image is plotted for the rice seed identification. Since the technique can 

offer only 2D digital images and the colour histogram of the seed, it cannot provide subcellular morphological changes 

inside the seed and thus not yet applicable to classify between alike seeds. Secondly, NIR spectroscopy and 

hyperspectral imaging offers the chemical specificity of the sample but still limited to the 2D surface only. In 

summary, trade-off between low resolution, long acquisition time and limited penetration depth of these alternative 

approaches motivated us, for a deep learning assisted OCT based method with increased sensitivity and resolution for 

rice seeds identification. Rice is a crop with immense genetic diversity. So far varietal identification is generally done 

by visual screening or with the genetic testing using DNA markers. Theoretically we have to develop a database for 

each of the variety, if our goal is mainly for varietal breeding or any other related research activities. However, for seed 

companies a database harbouring information on some of  the leading mega-varieties will suffice.  
Optical coherence tomography OCT is a non-contact and non-invasive 3D imaging technique and growing 

tremendously for medical and agricultural imaging. OCT can image with axial and transverse resolution of 12 μm 16 

μm resolution. These advantages have carved out a ubiquitous place for OCT among its comparable counter imaging 

techniques. Technological advancements in OCT make it feasible and widely popular for its adoption in various 

biological and biomedical applications such as early detection of cancer [11], ophthalmology [12] and dentistry 

[13,14]. In addition, OCT has also been employed in past for several agricultural applications such as of quality 

assessment of leaf and fruit samples [15,16], disease progression [17,18] and varietal classification [19,20]. Moreover 

recent OCT studies in Apple, Capsicum seeds [21,22], plant tissues[23] and rice leaf [24], tomato[25] has confirmed 

OCT as a promising imaging modality for Agri photonics. 

In this study, we propose Swept source optical coherence tomography (SS-OCT) for volumetric imaging of different 

verities of seed. In order to classify the rice seeds using proposed method, we acquired a total of 158,421 OCT images 

from 200 seeds (50 of each class) of Group I dataset i.e. PUSA Basmati 1, PUSA 1509, PUSA 44 and IR 64. Also, 

total 56,301 OCT imaged from 280 seeds (40 from each class) of rice landrace Pokalli (Group II dataset). Further, the 

cutting-edge artificial intelligence image processing techniques i.e. transfer learning is utilized to accurately extract 

relevant information from the complex datasets. The performance of the trained network is evaluated against the test 

datasets of both Group I and II. Our current framework achieves 89.6% testing accuracy for classifying the Group I 

and 82.5% classification accuracy for Group II dataset. The Group I varieties also cross validated by DNA profiling 

based on randomly chosen seven Hyper variable simple sequence repeat markers (HvSSRs). The current approach 

combining OCT with deep learning will be a functional step for the more accurate identification of seeds varieties 

with broader application in the seed industry. 

2. Materials and Methods 

2.1. Experimental setup 

Micro-electro-mechanical system vertical-cavity surface-emitting laser (MEMS-VCSEL) based swept-source central 

optical coherence tomography (SS-OCT) system (OSC1310V1-1300 nm) [21] is used for imaging the rice varieties. 
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OCT is a non-invasive real-time 3D imaging technique that works on the principle of low-coherence interferometry 

[14]. The schematic of the experiment setup of the SS-OCT system is shown in Fig 1. The sweeping range from 1285 

to 1315 nm with central wavelength of 1300 nm is used in the present study. The source contained a MEMS tunable 

VCSEL and a 10-dB spectral bandwidth of 100 nm included a Mach–Zehnder interferometer “k-clock” for optical 

clocking data acquisition. The light beam coupled into 50:50 fiber coupler to split it into two part i.e. reference and 

sample beam. The sample beam illuminate the specimens by passing through a microscopic objective (MO, LSM03, 

Thorlabs, focal length ∼25.1 mm in air) lens. The average output power of 25 mW is used to illuminates the sample. 

The back-reflected light of the sample beam interferes with the reference beam and contains the depth information of 

the sample at particular point called A-scan (1D scan). Further XY galvo scanner scans the sample along any particular 

direction (say X direction) to acquire multiple A-scans. These adjacent A-scans are combine to get 2D (XZ) 

information of the sample called B-scan. The system offers axial and transverse resolutions of 12 μm and 16 μm in 

air, respectively. The 3D or volumetric image can be obtained by combining multiple B-scan images obtained by 

scanning XY scanner in the Y direction. Field of view in XY dimension is limited by the objective lens of the system 

while the Z dimension limits by the depth of penetration of the light. 

 

 

Figure 1: Schematic diagram of Micro electro-mechanical system-vertical cavity surface emitting laser (MEMS-VCSEL) based swept-source 

optical coherence tomography (SS-OCT) system for the classification of paddy seeds. 

2.2 Seed sample details 

The rice seed samples used in the present investigation were obtained from National Institute of Plant Biotechnology, 

New Delhi, India. For OCT analysis the seeds were grouped into two categories; (a) Group I comprised of four rice 

varieties (PUSA Basmati 1, PUSA 1509, PUSA 44 and IR64) having significant morphological difference, and (b) 

Group II consists of seven accessions (BJJ-10-1, BJJ-10-2, BJJ-10-4, BJJ-10-6, BJJ-10-8, BJJ-10-9 and Vyttila 6) of 

rice landrace Pokalli indistinguishable by visual inspection (see Fig. 2). All the seeds used in the present study were 

one year old. For OCT analysis no preconditioning is required so the seeds were imaged directly. The seeds of different 

varieties had an approximate size of 7 mm  3 mm  2 mm (length × width × height). Total 50 seed samples for each 

class of Group I were volumetrically imaged using OCT at two distinct random locations. Similarly, 40 seed samples 

for each class of Group II were imaged using OCT at two distinct random locations. Each volumetric (3D) OCT image 

corresponds to 1.5 mm  1.5 mm  2 mm in x-y-z direction and contains 400 B-scans (2D x-z sections) for Group I 

and approximately 100 B-scans for Group II. In this manner, a large dataset of 160,000 OCT images of Group I were 
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obtained. However, few images of Group I samples are discarded to avoid unwanted mechanical error due to galvo 

scanner and total 158,421 B-scan images are used. In addition, total 56,301 OCT image for Group II were obtained. 

The OCT images were acquired one at a time, each 3D image take approximately 80-100 seconds, using Thorlabs 

OCT software which can be rendered in the form of 2D images when exported. Every 2D image save in BMP format 

and has an approximate size of 833 KB (see Fig. 4). 

 
Figure 2: Images of different rice varieties used in the present investigation captured by mobile phone camera. 

2.3 Workflow of the proposed method 

 

Figure 3: Workflow diagram showing the steps for classification of OCT images of different seeds (a). Swept-source optical coherence tomography 

(SS-OCT) set-up is used to acquire B-scan OCT images of the rice seed (b). All B-scan images were taken as an input of (c) Inception-ResNet-V2 
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architecture is trained 160 seeds (40 for each class) from Group I and 210 seeds (30 for each class) from Group II datasets. The testing results of 

the network is shown in terms of the confusion matrix (d). Diagonal elements of the matrix represent correct classification while the off-diagonal 

elements are wrong classification.  

The workflow of the framework using conventional SS-OCT and transfer learning approach is elaborated in Fig. 3. 

The bright-field images of all the samples shown in Fig. 3 (a), were imaged using SS-OCT system (see Fig. 3(b)). 

Each B-scan OCT image corresponds to 1.5  2 mm physical dimension in XZ direction. The detail to the datasets 

and experimental system are given in sections 2.1 and 2.2. The obtained B-scan images were fed into the Inception-

ResNet-V2 architecture for training (see Fig. 3 (c)). The details of the network is mentioned in section 2.4. Last three 

layers of the architecture were further modified for retrain it on the rice datasets. After the training, the test dataset 

captured from completely different rice seed is used to check the performance of the network. The testing performance 

is summarized in the form of confusion matrix [29], symbolized in Fig. 3(d). confusion matrix is a common way to 

represent the correct and incorrect testing prediction of the network. In the confusion matrix, the diagonal elements 

represent the correct predictions while the off-diagonal elements corresponds to incorrect predictions of the network. 

 

2.4 Data analysis using Inception-ResNet-V2 architecture  

In a recent years, conventional feature extraction algorithms are proposed to classify the datasets [22,23]. However, 

extracting the features from the data often relies on the human interpretation of structural and visual features of the 

sample such as length, width, area, colour, texture in context of seed classification [24]. In contrast, in deep learning 

the features are extracted by feeding sufficient training data into the convolutional layers of the architecture and further 

classifying it statistically with the help of probability-based fully connected layers [25]. In the present study, we have 

used a transfer learning approach i.e. using Inception-ResNet-V2 architecture [26], that has been widely used for 

classifying different datasets [27]. The Inception-ResNet-V2 architecture also known as Inception used 2 different 

size of convolutional filter (3×3 and 5×5) for robust training and extracting all features from the input image. The 

network consists of total 164 layers i.e. combination of convolution layer, maxpooling, rectifier linear unit (ReLU), 

softmax and fully connected layer. Mathematical formulation of these layers can be found elsewhere [28]. The 

physical interpretation of convolution layer is to identify local spatial features across the image. Each filter inside the 

convolution layer generates one feature map of approximately same size as the input image. Further maxpooling and 

ReLU is used to clips the output of each convolution layer to make the stable network. The fully connected layer 

followed by the feature extracting convolutional layers combines the activations of all the neurons in the previous 

layer. Thus, it computes local, cross-spatial and cross-feature relationships to generate activations for each class. 

Finally, softmax layer computes the relative activations of all the classes using the softmax function on the activations 

of the fully connected layer. Lastly, the class label is identified in the output layer as the class for which the softmax 

function generates the maximum activation.  

To train the network, both groups of seed varieties under investigation were categorised as a separate classification 

problem. Also, each B-scan (2D) image was fed into the architecture as a distinct input. The network was trained 

separately for Group I and Group II samples. From the acquired volumetric OCT images, all B-scan images from 160 

seeds (40 for each class) from Group I and 210 seeds (30 for each class) from Group II datasets is used to train the 

network. All B-scan images are taken as an individual image to train the network. Total 126,048 B-scan images of 

Group I (32,000 PUSA Basmati 1, 30,449 PUSA 1509, 31,600 PUSA 44 and 31,999 IR 64) and 40,606 images of 

Pokkali seeds is used to train the network. In the training procedure, images are taken as an input of the network where 

different convolutional layers are used to extract texture and morphological features from the image. After training 

the network, 32,373 B-scan OCT image of Group I and 15,695 B-scan OCT image of Group II is used for testing 

purpose. For computational analysis, Matlab 2019a is used on a 64-bit Windows OS, Intel Xeon CPU E5-1650 v4 @ 

3.6 GHz with 64 GB RAM and Nvidia 2080 Ti GPU. In each training iteration, the initial learning rate is set as 10-4 

and stochastic gradient descent with momentum (SGDM) is used for training. Total 30 epochs are used in the learning 

process. 
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3. Results and Discussion 

3.1 OCT imaging and computer vision 

In the present investigation, we have used rice seeds primarily because of the presence of vast genetic diversity in rice. 

The available seed lot is divided into two subsets based on the morphological distinctiveness. The rationale of forming 

two subsets was to train our machine model on the data emanating from the morphologically distinct seeds and the 

similar ones. There are many factors that affect seed morphology such as shape, size; and submicron internal structure 

can only be visible by using 3D imaging technique. Figure 4 depicts the B-scan (2D) OCT images acquired from 

Group I (PUSA Basmati 1, PUSA 1509, PUSA 44 and IR 64) and Group II (BJJ-10-1, BJJ-10-2, BJJ-10-4, BJJ-10-6, 

BJJ-10-8, BJJ-10-9 and Vyttila 6) datasets. In Fig. 4, X-axis of the image represents the spatial dimension and Y-axis 

corresponds to the depth of the seed. Our current MEMS-VCSEL SS-OCT system offers high depth of penetration in 

the biological and agriculture specimens as compare to its counterparts hence best suitable for such type of 

applications. It can be seen from Fig 4 that we can achieve approximately 1-1.5 mm depth of penetration in the rice 

seeds which otherwise not possible by any conventional non-destructive classification approach.  

 
Figure 4: XZ images of different varieties of Basmati and Pokkali seeds captured by using swept source-optical coherence tomography (SS-OCT).  

Group I datasets of Fig. 4 included PUSA Basmati 1, PUSA 1509, PUSA 44 and IR 64  having different shape, length, 

width and surface area. However, Group II datasets contained morphologically similar Pokkali rice seeds which visibly 

look similar to each other. Also, it can be seen from the B-scan images of the datasets that they visibly look similar 

and not easy to differentiate with each other. Nonetheless, it has been shown in the previous study that extracting  

attenuation coefficient from A-scan (1D) can enable identification of different classes of seeds [30]. Extracting an 

interpretable feature - attenuation coefficient, from the A-scan for the classification of OCT images is widely used in 

various biomedical applications [30-33]. A-scan typically shows the depth profile of the sample at particular pixel of 

the image or at particular position of the sample. The variation in intensity along the depth of the sample is related 
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with the attenuation coefficient of the sample. However, it is very challenging to calculate the value of attenuation 

coefficient at each point of the sample and then compare it with their counterparts for further analysis. On the other 

hand, convolutional neural network (CNN) based transfer learning approach does not belong to the interpretable 

machine learning category. It does not require to extract any physical/interpretable features from the input image [18], 

but sufficient number of training data is important for the network to learn and differentiate from any other class. The 

working principle of CNN is that the number of layers inside the network initially generates local spatial and texture 

features which roughly have the edge information of the input data. After multiple forward and backward propagation 

of datasets, it highlighted the regions of interests in the images which were used by the network to differentiate it with 

other images. In other words, the correlation of physical, spatial and texture features extracted from the data is used 

to divide the samples into their relevant classes. 

3.2 Classification result for testing dataset 

To perform the classification study, the dataset first splits into training and testing datasets. In this process, total 160 

seeds (40 for each class) from Group I and 210 seeds (30 for each class) from Group II datasets is used to train the 

network. After sufficient training, 40 seeds (10 from each class) form Group I and 70 seeds (10 for each class) from 

Group II datasets is used to test the accuracy of the network. The classification accuracy of custom CNN architecture 

Inception-ResNet-V2 can be seen in term of confusion matrix (Fig. 5).  

The first matrix represents the classification accuracy of rice varieties from Group I. Diagonal elements of the matrix 

show the correct prediction of the images while the off-diagonal elements are incorrect prediction by the network. For 

example, it can be inferred from the confusion matrix of four class datasets that total 7,292 images of IR-64 datasets 

were correctly classified while 800 (85+715) images are incorrect predictions, i.e. classified as PUSA 44 and PUSA 

Basmati 1, respectively. The column on the far right shows the percentage of positive predicted value (PPV), and the 

bottom row shows true positive rate (TPR) of the network. PPV and TPR can be defined as 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 =
 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

Positive prediected value =
 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 
Figure 5: Confusion matrices represent the true positive rate, positive predicted value and overall classification accuracies of the Inception-ResNet-

V2 network for the classification of different seeds.  

It can be seen from the confusion matrix of four class rice datasets that per class classification accuracy of IR 64, 

PUSA 44, PUSA 1509 and PUSA Basmati 1 is found to be 90.1%, 92.9%, 88.2% and 87.2% respectively. The overall 

accuracy in the bottom right of the matrix represents the average value of per class accuracy. Classification accuracy 
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of Group II seeds also depicts in Fig. 5. The overall classification accuracy in identifying the four rice seed varieties 

in Group I and seven morphologically similar varieties of Pokkali seeds mentioned in Group II is achieved to be 89.6% 

and 82.5%, respectively. The accuracy of the network decreased by increasing the number of classes in the datasets. 

Also, it might be possible that classification accuracy decreased due to similar morphology of group II datasets, 

especially for BJJ 10-8 type of rice seeds. The classification accuracy of BJJ 10-8 is found very less i.e. only 14.6%. 

The variety mostly matched with BJJ-10-9 and Vythilla 6 type of rice seeds. In contrast, BJJ 10-1 is the most accurate 

identified variety by the proposed framework with an accuracy of 100%. Nonetheless, the overall accuracy of 89.6% 

82.5% of large OCT datasets for different rice seeds shows the potential of current framework for the current 

framework for the classification of even morphologically similar seed variety. 

Further, DNA profiling based on randomly chosen seven hyper variable simple sequence repeat markers (HvSSRs) is 

performed in Group I type of seeds (Fig 6). Although  HvSSRs used in the present study were able to clearly establish 

the identity of Pusa Basmati 1 and Pusa Basmati 1509 but the DNA profile of IR64 and PUSA 44 were 

indistinguishable suggesting screening for more HvSSR markers for generating discernible fingerprints. We expect 

that the use of more HvSSR might result into a unique profile for all the varieties, but it will also add on the total cost 

of varietal identification. Similarly, it might help to identify Group II seed variety, but the cost and seed variety 

identification time will be much higher than our proposed technique. In this context, we propose that our method of 

varietal identification presented here is far more robust and facile than other methods. 

 
 

Figure 6. DNA profiling of four selected rice varieties (Group I) using seven hyper variable SSR markers (HvSSRs). 

After training of the architecture with desired varieties, the trained model can directly be used for the identification of 

the seed variety with individual OCT image. It takes only 2-3 seconds to capture a 2D OCT image of a single seed 

and another few milliseconds for the trained Inception-ResNet-V2 model for identification on a general computer 

system. By capturing the OCT images of the same seed at multiple locations, the probability of correct identification 

can be increased. Hence, the proposed approach is a rapid, robust and easy-to-use methodology for seed identification. 

It can be implemented in the gene banks to tackle the duplication issue in morphologically similar seed varieties. The 

proposed OCT + deep learning framework can further be used for the identification of admixed variety with 
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appropriate training. It can potentially be applied in the seed retail shops and consumer stores for quality control 

purposes. 

3. Conclusions 

The main objective of this study was to develop a system which can complement the process of DNA fingerprinting. 

It can be used where the DNA profile of different varieties is not very distinct as this is the case when a variety is a 

very similar selection of its parent. For instance, pokkali varieties are very similar not only morphologically but also 

at DNA level. In such cases development of a unique fingerprint is a real challenge. In this study, we demonstrated a 

rapid, robust and non-destructive imaging approach, SS-OCT with CNN for accurate classification of morphologically 

similar varieties of paddy seeds. Total four varieties of long-grain rice seeds (PUSA 44, PUSA 1509, IR 64 and PUSA 

Basmati 1) and seven morphologically similar varieties of rice landrace Pokkali seeds (BJJ-10-1, BJJ-10-2, BJJ-10-4, 

BJJ-10-6, BJJ-10-8, BJJ-10-9 and Vyttila 6) were imaged in the present investigation. SS-OCT system offers unique 

advantages over other proposed systems for seed imaging that includes fast acquisition and sub-surface imaging of 

the  sample. Further, a deep learning architecture, Inception-ResNet-V2 was used to classify the OCT images of the 

seeds into their relevant classes. After sufficient training of the network, it demonstrates an excellent accuracy against 

the test datasets. Targeting four to seven class of problems, it provides an average accuracy of 89.6% and 82.5% while 

differentiating between morphologically different and morphologically similar rice seeds, respectively.  

Further, we propose that our current approach can be used in conjunction of DNA fingerprinting to reduce to overall 

cost of varietal identification. For instance, while developing DNA profile of the Group I varieties using seven HvSSR 

markers (Hypervariable SSR markers) we found that the DNA profile of IR64 and PUSA 44 were indistinguishable 

suggesting screening for more HvSSR markers for generating discernible fingerprints leading to increase in the  overall 

cost of varietal identification (Fig. 6). However, by processing the OCT images with Deep learning architecture are 

able to easily classify the IR64 and PUSA 44 seeds varieties. Moreover, the accuracy of our classification framework 

is expected to increase with the volume of data and thus more than 95% classification accuracy is anticipated by 

gradual refinements. The significant high accuracy obtained with this rapid and robust methodology suggests that it 

has a potential of being developed as a reliable tool for varietal identification of rice and other cereal grains. Finally, 

we conclude that the proposed method has a much wider application in applied research, seed industry, gene banks, 

and plant quarantine laboratories.  
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