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Abstract

A set of average atom-centered charges and polarizabilities has been developed for
three types of phospholipids for use in polarizable embedding calculations. The lipids
investigated are 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC), 1-palmitoyl-2-
oleoyl-sn-glycero-3-phosphocholine (POPC) and 1-palmitoyl-2-oleoyl-sn-glycerol-3-phospho-
L-serine (POPS) given their common use both in experimental and computational
studies. The charges, and to a lesser extent the polarizabilities, are found to depend
strongly on the molecular conformation of the lipids. Furthermore, the importance of
explicit polarization is underlined for the description of larger assemblies of lipids, i.e.
membranes. In conclusion, we find that specially developed polarizable parameters
are needed for embedding calculations in membranes, while common non-polarizable
point-charge force fields usually perform well enough for structural and dynamical
studies.
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A set of average atom-centered charges and distributed isotropic polarizabilities (AVQP1)
has been derived for three common phospholipids to enable efficient and reliable polarizable
embedding property calculations of molecules (probes) in membranes. Even though the
charges vary considerably with molecular structure, the resulting electrostatic potentials
(ESP) of the AVQP1 parameters are reasonably close to the ESP of the conformation-
specific parameters (CSQP1) and significantly more accurate than those from standard non-
polarizable force fields.

INTRODUCTION

During the last couple of decades computer simulations have become an increasingly impor-

tant tool in the investigation of biological systems. Simulations offer insight on a detailed and

atomistic level not easily probed by experimental techniques. An example of this is the elec-

tronic transitions occurring upon excitation of a probe in a lipid membrane. Investigation of

such systems can be described using hybrid models where the probe—and perhaps the closest

lipid molecules—are treated at the quantum mechanical (QM) level while the remainder of

the system is treated classically with molecular mechanics (MM), i.e. a QM/MM model.1–3

The energy functions, or force fields, used in standard MM models usually do not include

polarization explicitly, leading to several shortcomings in for example a QM/MM study of

a probe in a lipid bilayer. Firstly, somewhere between 6 and 30% of the total electrostatic

interaction energy is due to polarization,4–9 meaning that a large portion of the electrostatic

energy is discarded when polarization is excluded. An implicit account of polarization might

be achieved using enhanced values for the point charges, but this is not a rigorous treatment

of the effect. Secondly, changes in the charge distribution of a QM region cannot propagate
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to the surrounding MM environment with fixed-charge force fields, underlining their limita-

tions. Thirdly, lipid bilayers are highly heterogeneous systems consisting of both a non-polar

core of hydrocarbon tails and an interface region of charged and polar groups interacting

with an aqueous solvent. Both the interface and the core are in fact inadequately described

by fixed-charge force fields: It has been shown that non-polarizable force fields inaccurately

predict the dielectric constant for alkanes10 and that this affects, for instance, ion channel

proteins in lipid bilayers.11,12 In their review of explicit inclusion of electronic polarization

in MM simulations, Lopes et al.13 account for several systems where polarization is impor-

tant including ions and highly polar groups in water as well as heterogeneous non-polar

environments, i.e. exactly what indicates a lipid membrane. As such, several studies have

recognized the importance of expanding standard MM force fields to include polarization

effects. A popular approach to include polarization is the induced-dipole model14 as imple-

mented in for instance AMOEBA,15,16 Amber0217 and PFF.18 Basically, in this approach

each atom is described by a polarizability, in addition to a charge, giving rise to an induced

dipole moment, thereby greatly increasing the flexibility compared to standard fixed-charge

force fields. Another widely used model for including polarization in simulations is through

the classical Drude model,19,20 where a given atom in the system is replaced by a central

particle carrying all (or the majority of the) mass and a so-called Drude particle connected to

the central atom via a spring. Both particles are charged, hence in effect describing a dipole

able to vary in magnitude and direction in response to the environment. Within the last

couple of years several polarizable lipid models have been developed based on the classical

Drude model.21–24

Another aspect of standard force fields is that they treat electrostatic interactions with a

Coulombic potential between atom pairs, where each atom is assigned a fixed charge. This

means that the charges modeling the true charge distribution cannot adapt to changes in

the molecular conformations or in the local electric fields. Conformational aspects may to

some extent be implicitly included by deriving charges from different molecular conforma-

tions and then invoking an averaging procedure as done for instance in the Amber set of

force fields.25,26 The charges in standard force fields are normally obtained by a fitting pro-

cedure where the aim is to reproduce the molecular electrostatic potential (ESP) from a QM
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reference calculation. For this, several different schemes are available, e.g. RESP,27 MK,28

HLY29 and CHelpG.30 It is well known that ESP-fitted charges depend strongly on the given

conformation of the molecule,31–35 and different attempts have been made to alleviate this

problem, for instance by fixing some charges.36 However, there will always remain a certain

lack of transferability of charges both between different conformations and between different

molecules. A way to alleviate this is to include polarizabilities in the force field. Even though

polarizabilities are also sensitive to the molecular conformation as discussed by Söderhjelm et

al.,37 the conformational dependence is less than that for ESP-fitted charges. This suggests

that a combination of ESP-fitted charges and isotropic polarizabilities could to some extent

make up for the loss of accuracy when using average charges.

In this paper our primary aim is to develop the electrostatic component of a polarizable

force field with prospective use in polarizable embedding (PE) calculations,38,39 i.e. an em-

bedding potential. Use of polarizable force fields is especially important in situations where

the molecule under study is exposed to a varying electric field or if the charge distribution

of the molecule is strongly coupled to its environment. This is why we apply the parameters

to the optical properties of a membrane probe, where excitation leads to a redistribution

of the electron density in the probe. Explicit polarization is expected to be important to

adequately allow the probe and environment to adjust to this event.

We further investigate to what extent a fixed-charge approximation is valid for the range

of lipid conformations found in a membrane. This is done by calculating a large set of

ESP-fitted charges and investigating the fluctuation of the charges, thereby directly quan-

tifying the conformational dependence. Three common lipid types are studied, namely 1,2-

dimyristoyl-sn-glycero-3-phosphocholine (DMPC), 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine

(POPC) and 1-palmitoyl-2-oleoyl-sn-glycerol-3-phospho-L-serine (POPS). Chemical struc-

tures of the head and tail groups are shown in Figure S1 in the supporting information.

Based on the charges from different lipid conformations, a set of averaged charges is derived.

The conformational dependence of the isotropic polarizabilities is also examined and aver-

aged parameters are similarly derived. For the calculations of charges and polarizabilities

we rely on a fragmentation procedure and derive all quantities from ab-initio calculations.

The paper is organized as follows: the methodology section describes how the averaged
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parameters are obtained and how their accuracy is tested. In the results and discussion,

we start by identifying a good fragmentation approach to obtain the atom-centered charges

and polarizabilities, and discuss intra- and intermolecular polarization effects. Second, we

discuss the conformational dependence of the parameters and test the quality of a fixed-

charge approximation. Third, the averaged parameters are used in an example calculation

to determine optical properties of the membrane probe Prodan. Finally, we sum up the main

conclusions in this paper.

METHODOLOGY

The generation and testing of the embedding parameters, in this work referred to as ‘QP1’

where Q denotes ESP-fitted charges and P1 denotes isotropic polarizabilities, involves a

number of steps. The first step is the fragmentation of the lipid. Electronic structure calcu-

lations were performed on three representative lipid conformations that had been fragmented

in different ways and their ESPs are compared to ESPs for the corresponding unfragmented

lipids. The second step is the calculation of atom-centered charges and isotropic polarizabili-

ties for a large number of lipid molecules from a simulation of a lipid bilayer using the chosen

fragmentation scheme. The third step is the investigation of conformational dependencies

and determination of a set of average parameters. The parameters are here averaged over

200 lipid conformations of each lipid type. This strategy of extracting molecular conforma-

tions from a simulation and averaging the electrostatic parameters is similar to the approach

used in the Slipid,40–42 GAFFlipid,43 Lipid11,44 and Lipid1445 force fields. Different meth-

ods to calculate the parameters are compared by calculating the root-mean-square deviation

(RMSD) of the ESP for the parameters and for a QM reference. Embedding potentials based

on the average parameters are compared to other force fields in an application to the optical

properties of Prodan, a membrane probe, embedded in a lipid bilayer. Details on the gen-

eration of the lipid conformations, fragmentation procedure, the calculation of embedding

parameters, the evaluation of the electrostatic potentials and the calculation of the optical

properties of Prodan are detailed below.
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Generation of Lipid Conformations

To sample different lipid conformations, MD simulations of hydrated membranes of either

DMPC, POPC or POPS lipids were run in the NPT ensemble in the Amber 1246 MD package

for more than 100 ns at 310 K. The three lipid types were described by the CHARMM36

force field47 and water by the TIP3P model.48 One snapshot was extracted for each system at

the end of the simulation. Further details regarding the initial structures, and equilibration

and simulation protocol are provided in the supporting information, where also figures of

each lipid type with the CHARMM36 atom names are included (Figure S1).

Average atom-centered charges and polarizabilities for POPC lipid molecules were calcu-

lated for both a bilayer hydrated in 150 mM NaCl solution and in pure water. The differences

in both charges and polarizabilities between the POPC lipids in each system were so small

that we conclude that an addition of 150 mM NaCl does not change the ensemble confor-

mation of the lipids to a degree that impacts the final averaged charges and polarizabilities.

Therefore, all results in the following are based on simulations of lipid bilayers hydrated in

a 150 mM NaCl solution.

Fragmentation Procedure

To reduce the computational cost, each lipid molecule is fragmented into smaller constituents.

When performing an electronic structure calculation, polarization between the atoms in

a given molecule is already included. Thus, atoms within a given molecule or molecular

fragment should not polarize each other in subsequent calculations since polarization effects

would in that case be included twice. Each lipid molecule is cut into smaller fragments

on which electronic structure calculations are performed to obtain atom-centered charges

and polarizabilities. The atoms within each fragment are still not allowed to polarize each

other, but polarization between the fragments is allowed. In this way one part of a lipid

molecule can interact with another part of the same lipid provided the atoms are in different

fragments, and thus potentially reduce the error that is introduced by the fragmentation. To

avoid polarization between atomic sites within the same fragment, exclusion lists are created
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with atom pairs for which polarization should be excluded. Exclusion lists for each of the

three lipids are included in the supporting information.

The size of the fragments and hence the number of fragments in each lipid molecule is a

compromise between computational cost and accuracy. A chemically sound fragmentation

pattern is to cut each lipid molecule into three fragments: two tail fragments and one head-

group fragment. Caps are added according to the molecular fractionation with conjugate

caps (MFCC) model49 to all radical groups to saturate open valencies in a way mimicking

the neighboring fragment. Figure 1 exemplifies the MFCC procedure for a DMPC lipid

(corresponding to fragmentation pattern F2C3 in Figure 2). The lipid has been decomposed

into three fragments, which are capped with part of the neighboring fragment (the capping

groups are shown in red and blue). The cap is properly terminated with hydrogen atoms,

positioned along the original bond but with a bond vector scaled to a length of 0.96 Å for

O-H bonds and 1.09 Å for C-H bonds. In addition, the caps of neighboring fragments are

combined to form so-called concaps, whose contributions are subtracted to avoid double

counting and to compensate for the error due to the caps. The MFCC model was applied

to localized properties following Söderhjelm and Ryde9 and the fragmentation and capping

process was performed using FragIt.50
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Figure 1: The MFCC procedure for fragmentation pattern F2C3 of DMPC. PCh: Phos-

phocholine. The lipid molecule is fragmented at the position of the green, dashed lines, the

added caps are indicated in red and blue. See Figure 2 for the fragmentation nomenclature.

Six different fragmentation patterns are considered. Each fragmentation pattern is de-

fined using an FxCy notation, where x denotes the fragmentation site and y the size of the

capping group. A schematic representation of the different fragmentation patterns is shown

in Figure 2. Three different fragmentation sites, x=1−3, and cap sizes, y=1−3, have been

investigated. Only two cap sizes per fragmentation site have been considered due to current
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Figure 2: The six fragmentation patterns tested for DMPC. The three fragmentation sites,

F1, F2 and F3, are shown in red, yellow and blue, respectively. Caps are shown in green,

and the cap size, C1, C2 or C3, is stated for each branch.

limitations in FragIt. The different fragmentation patterns are only tested on three con-

formations of DMPC under the assumption that the differences in fragmentation patterns

found for DMPC are directly transferable to POPC and POPS.

Embedding Potential Parameters

The restrained electrostatic potential (RESP) method27 was used for the generation of ESP-

fitted charges. The ESP used in the fitting was generated by Gaussian 09,51 while the fitting

was performed using the Antechamber52,53 module from the AmberTools12 package.46 The

grid points were sampled by the Merz–Kollman (MK) scheme28 on ten molecular surfaces

between 1.4 and 2.7 times the van der Waals radius of the lipid atoms using a grid point

density of 17 Å−2, i.e., a higher point density as recommended by Sigfridsson and Ryde.54 The
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distributed (atom-centered) polarizabilities were evaluated within the localized properties

(LoProp) scheme55 implemented in the MOLCAS 7 program.56,57 Following our previous

study on protein embedding potentials,58 the aug-cc-pVDZ59–61 basis set was used for the

average embedding potentials. Even though (close to) basis set convergence of especially

the isotropic polarizabilities is reached only at the aug-cc-pVTZ level,37,62 the error in the

ESP introduced by using the aug-cc-pVDZ basis set has been found to be small.62 The

B3LYP functional63–67 was used both in the preliminary analysis and to calculate the average

parameters.

An initial analysis showed that charges fitted with either the MK,28 CHelpG30 or HLY29

procedures all performed slightly better than RESP charges in reproducing the QM ESP of a

given conformation of a lipid molecule. When using average (here referred to as ‘AV’) charges,

however, the RESP charge model yields ESPs closer to the full QM ESP than the MK fitting

model. This indicates that constraining the charges of chemically equivalent atoms can best

be done within the ESP fitting, rather than after it. These results are in agreement with

the work of Beerepoot et al.: the error made in the averaging of ESP-fitted charges is much

lower for RESP than for other ESP-fitting schemes, which more than compensates for the

less accurate conformation-specific (CS) ESP.62 Another feature of the RESP procedure is

that the charges are restrained towards zero, which reduces the conformational dependence

on especially the buried charges.27 The latter restraint, however, is not a necessity when the

averaging over different conformations is explicitly accounted for as in this work. We thus

use RESP charges for the average parameters in this work, but advice the use of other ESP-

fitting schemes for work in which the charges are generated for every geometry separately.

Isotropic polarizabilities are used rather than anisotropic ones in order to ensure trans-

ferability of parameters between different molecular conformations. Previous studies have

shown that isotropic polarizabilities perform almost as well as their anisotropic counterparts

even though the impact of anisotropy becomes increasingly important at short distances and

for molecules that are highly polarizable.38,58,68 Neither of these cases are of great relevance

for lipid membranes.
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Electrostatic Potential Analysis

Classical ESPs were compared to a reference QM ESP on the unfragmented lipid. Classical

ESPs were calculated for the parameters developed in this work as well as for several charge

sets from the literature, namely i) the united-atom lipid charges from Chiu et al.,69 which are

used in the Gromos70–72 and Berger73 force fields; ii) General Amber Force Field for Lipids

(GAFFlipid)43 from the Lipidbook repository74; iii) Lipid14,45 which was complemented

with the parameters from Lipid1144 for POPS, both obtained through the Amber1475 pack-

age iv) Slipid40–42 from the Lipidbook repository74 and v) CHARMM3647 obtained together

with the membrane coordinates obtained from the CHARMM-GUI Membrane Builder.76

The latter four are all-atom force fields and GAFFlipid, Lipid14 and Slipid are all based on

RESP charges averaged over different conformations. The classical ESPs were obtained us-

ing the PE library,77 while the QM ESPs were calculated using the LSDalton program.78,79

The reference QM ESP was calculated with the same QM method (B3LYP63–67/aug-cc-

pVDZ59–61) as the embedding potential parameters. We note, however, that self-interaction

errors can affect B3LYP results on a large anionic molecule such as the POPS lipid.80,81

All ESPs were calculated on a cubic grid of uniformly distributed points with a density of

4 points per bohr. The classical and QM ESPs were compared by calculating RMSDs based

on points on a molecular surface defined by twice the van der Waals (vdW) atomic radii. All

points within factors 2.00 ± 0.01 from this surface were included in the RMSD value, i.e.,

we use only points within the range where the fitting was performed. The distance of 2 Å

corresponds approximately to the intermolecular distances that are relevant for our purposes

and was chosen based on work performed by Olsen et al.58 We note that the same procedure

was used to test the solvent embedding parameters in ref. 62, where it was also shown that

relative differences between different ESPs are rather independent of the distance from the

molecule at which the ESPs were evaluated.62 For further details regarding the generation

of ESPs we refer to ref. 58. All RMSDs are provided as energies from the interaction with

an elementary point charge.
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Optical Properties of Prodan

The lowest excitation energy and associated oscillator strength were calculated for Prodan

in vacuum and for a snapshot of Prodan embedded in a lipid bilayer of either POPC or

DMPC. The simulation details are described in the Supporting Information.

The geometry of Prodan was optimized at the B3LYP/6-311++G**82–85 level of theory

in a dielectric continuum with a static dielectric constant (ε=4), simulating the interior of a

lipid bilayer. The IEF–PCM86,87 polarizable continuum model in Gaussian 0951 was used to

model the effects of the bilayer in the geometry optimization, adopting cavity radii defined

according to Gaussian 09 defaults. The geometry-optimized structure of Prodan was also

used to calculate the optical properties of Prodan embedded in the lipid bilayers so that all

differences are due to the description of the environment only. The excitation energy and

oscillator strength of the lowest excited state were computed using the PE-TD-DFT38 model

using either average parameters from this study (charges with and without polarizabilities) or

charges from standard lipid force fields. The calculations were performed in Dalton 2013,78,88

using the PE library77 and Gen1Int for the one-electron integrals89,90 with the CAM-B3LYP

functional91 together with the 6-31+G*84,92–94 basis set.

RESULTS AND DISCUSSION

In this section we first investigate different fragmentation schemes and discuss intra- and

intermolecular polarization effects. Second, we discuss the conformational dependence of

charges and polarizabilities calculated for each individual lipid in model membranes consist-

ing of 200 lipids. Finally, these average parameters are used in a preliminary application of

the membrane-embedded probe Prodan. In the following all charges and polarizabilites are

given in atomic units (a.u.).

Fragmentation Procedure

The analysis of the different fragmentation procedures is done on three different confor-

mations of a DMPC lipid extracted from the MD simulation. Three lipids with different
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geometries were chosen as representative examples in order to sample different lipid confor-

mations.

The RMSD values of the ESP error for the studied fragmentation patterns are compiled

in Table 1. Included are RMSDs for ESPs produced from RESP charges (denoted Q) as well

as for ESPs produced from RESP charges and LoProp isotropic polarizabilities (denoted

QP1). Additional data for LoProp multipoles and anisotropic polarizabilities are shown in

Table S3 in the supporting information. The performance of all the fragmentation patterns

depends on the specific conformation of the lipid (1, 2 or 3). Overall, fragmentation pattern

F2C3 performs best for the isotropic parameters (Table 1) as well as for the anisotropic

LoProp parameters (Table S3 in the supporting information), and we thus continue using

the F2C3 fragmentation pattern.

Table 1: RMSD values [kJ mol−1] for the ESP from classical parameters (calculated with

different fragmentation procedures) with respect to a full QM reference ESP on three con-

formations of DMPC (1, 2 and 3). Classical conformation-specific parameters and the QM

reference were calculated with B3LYP/aug-cc-pVDZ. The classical ESPs are based on RESP

charges (denoted Q), or RESP charges and LoProp isotropic polarizabilities (denoted QP1).

The right column gives averaged RMSD values over the three conformations.

DMPC 1 DMPC 2 DMPC 3 Average

Q QP1 Q QP1 Q QP1 Q QP1

F1C2 3.82 4.18 3.86 4.16 4.33 4.28 4.00 4.11

F1C3 3.91 4.30 4.00 4.76 4.36 4.60 4.09 4.55

F2C2 4.03 4.81 3.83 3.97 4.39 4.65 4.08 4.48

F2C3 3.73 3.83 3.65 3.74 4.36 4.47 3.91 4.01

F3C1 4.43 4.26 4.15 3.99 4.66 4.48 4.41 4.24

F3C3 3.86 3.94 3.92 4.02 4.32 4.53 4.03 4.16

From the RMSD values in Table 1 it is observed that, in most cases, including polariz-

abilities yields a poorer fit to the full QM ESP. The reason for this is most likely that small

inaccuracies around the fragmentation sites are enlarged due to the iterative nature of the
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determination of the induced dipole moments. To investigate this behavior further, we con-

sidered a ’dilipid’ system, obtained as a neighboring pair of lipids from the membrane MD

simulation. Because a lipid bilayer consists of many molecules together and since polarization

is a many-body effect, a dilipid system will take into account some of these intermolecular

interactions. The RMSD between the full QM ESP and a classical ESP produced by only

charges was 5.93 kJ mol−1. When isotropic polarizabilities are included, the RMSD value

is reduced to 4.28 kJ mol−1. This shows that the inclusion of polarizabilities is beneficial

for larger systems with a gain exceeding the error introduced by the fragmentation. This

advantage of polarization is illustrated in Figure 3, where c) is the difference of the full QM

ESP and a classical ESP from charges (Q) derived in this work, while d) is the difference

from the full QM ESP and the classical ESP from charges and polarizabilities (QP1). The

error is smallest when both charges and polarizabilities are used.
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Figure 3: ESP surface plots for the dilipid. a) Ball-and-stick model of the dilipid. b) ESP

from a full QM (B3LYP/aug-cc-pVDZ) calculation. Difference between the QM ESP and the

ESP generated by the embedding potential based on c) conformation-specific RESP charges

(CSQ) d) conformation-specific RESP charges and isotropic polarizabilities (CSQP1), e)

average RESP charges and isotropic polarizabilities (AVQP1), f) Lipid14 charges,45 g)

CHARMM3647 charges and h) Chiu69 charges. The surfaces are defined by twice the vdW

atomic radii. Note the difference in color scale between b) (absolute ESP) and c)-h) (ESP

difference).

Included in Figure 3 are also the difference ESPs based on charges from either f) Lipid1445,

g) CHARMM3647 or h) the united-atom force field from Chiu et al.69, as well as e) the dif-
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ference in ESP from the average charges and polarizabilities derived in this work and the

total QM ESP shown in b). These other force fields are discussed in subsequent sections.

Analysis of the Average Parameters

A larger set of lipid molecules was studied with the fragmentation scheme F2C3. From each

of the four MD membrane simulations (DMPC 150 mM NaCl, POPC in pure water, POPC

150 mM NaCl and POPS 150 mM NaCl), a snapshot was extracted, all 200 lipid molecules

fragmented and the atom-centered charges and isotropic polarizabilities calculated at the

B3LYP/aug-cc-pVDZ level of theory. The average parameters are printed in Tables S4–S6

in the Supporting Information. The conformational variation of the charges is illustrated in

Figure 4 for POPS.
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Figure 4: Average (AV) RESP charges for atoms in POPS for average charges greater in

magnitude than ±0.1. The AV charges for the 200 lipid molecules in the POPS membrane

are shown as blue (positive charges) and red (negative charges) bars, and the standard

deviations for the averages as black bars.

For all four membrane systems the double bonded oxygens have the most negative charges

and show relatively small standard deviations, while the single bonded oxygens are less neg-

ative and have a larger standard deviation. The nitrogen atom in POPS has an average

charge of −0.31± 0.24, while it has a positive average charge around +0.19± 0.08 for both

the DMPC and the POPC systems. The difference of the nitrogen charges in the different

lipid types is not unexpected, since in POPS the nitrogen is part of a serine moiety while it is

part of a choline moiety in DMPC and POPC. All the hydrogens and the majority of the car-

bon atoms have average charges close to zero. The carbons attached to the choline-nitrogen

in DMPC and POPC have negative average charges, together with the first methylene car-

bons and the terminal methyl carbons in the tails, and the double bonded carbons in POPC
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and POPS. The second last carbon atoms in the lipid tails have positive charges, as do the

carbonyl carbons of the ester groups, the first carbon after the phosphate group in the head

group and the sn-2 carbon. The standard deviations for the hydrogens are less than 0.08,

while the carbon atoms in general have a larger standard deviation than any of the other

elements, agreeing with earlier work on solvent molecules.62 Indeed, for the PC (i.e. DMPC

and POPC) lipids the maximum standard deviation is found for the methylene carbon next

to the nitrogen (around 0.20), while for POPS the largest standard deviation is for the ni-

trogen atom (0.24). For all the four membranes the average charge on phosphorus is +1.3

with a standard deviation around 0.1. Several of the charges show very large conformational

dependence, e.g. for POPS the charge of the nitrogen varies between −1.1 and +0.51, and

the charge of the C11 atom varies between −0.066 and +1.49, which questions the validity

of a fixed-charge model for the lipid types investigated.
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Figure 5: Average (AV) isotropic polarizabilities for atoms in POPC from a simulation

in pure water. The AV isotropic polarizabilities for the 200 lipid molecules in the POPC

membrane are shown as blue squares, and the standard deviations for the averages as black

bars. Only heavy atoms (i.e. C, N, O and P) are shown.

Turning to the polarizabilities (illustrated for POPC in Figure 5), we find that polar-

izabilities for similar atoms cluster together, as also found for solvent molecules.62 Thus,

all hydrogens have similar values, carbons with only single bonds, oxygens and nitrogen

lie within the same range, and the polarizabilities of the double bonded carbons are only

exceeded by that of phosphorus. The general tendency for the standard deviations is to

increase with increasing average polarizabilities. For the POPS membrane, however, the

nitrogen atoms have the largest standard deviation of all the atoms (6.65 ± 0.68), whereas

the standard deviation for nitrogen in the PC lipids is only between 0.22 and 0.25 with an

average polarizability close to 7. The different behavior for the nitrogen atom in POPS with

respect to DMPC and POPC could be due to its close proximity to the negatively charged
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carboxylate group in POPS, which is not present in the other lipids. The carboxylate group

produces a strong electric field thereby rendering both the charge and polarizability of the

nitrogen atom strongly conformation dependent.

To summarize, the isotropic polarizabilities show a small conformational dependence,

allowing the average polarizabilities to be used for different conformations.
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Figure 6: RMSD between the full QM ESP and the ESP calculated with the indicated

classical potential (both calculated with B3LYP/aug-cc-pVDZ) of two neighboring DMPC

molecules (dilipid). CS = conformation-specific; AV = average; Q = ESP-fitted charge; P1

= isotropic polarizability.

The averaged charges and polarizabilities were tested on the dilipid system to see how

well they perform compared to the CS parameters. The ESPs found with CS parameters are

compared to the ESPs found with the AV parameters using B3LYP/aug-cc-pVDZ (Figure

6). The RMSD values are larger for the AV parameters than for the CS parameters. Further-

more, Figure 6 shows that if CS charges are combined with AV polarizabilities (CSQ AVP1),

the RMSD values are very close to the ones with pure CS parameters (CSQP1), while if AV

charges are combined with CS polarizabilities (AVQ CSP1), the RMSD values are instead

close to those for a pure AV system (AVQP1). It can also be observed that inclusion of polar-

izabilities reduces the RMSD values by close to 30% both for CS and AV, giving AVQP1 an
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RMSD value of 5.54 kJ mol−1, which is within the expected performance of ESPs produced

without higher-order multipole moments than charges.95

Figure 7 shows the error of ESPs calculated with different force fields as an average over

three conformations of DMPC, POPC and POPS. There are some differences between the

three lipid conformations in all cases (data not shown), indicating that any force field will

not reproduce the QM ESP equally well for all conformations. A clear observation is that the

united-atom charges from Chiu et al.69 reproduce the ESP much poorer than the all-atom

force fields. This is not unexpected, since the all-atom force fields are all based on charges

fitted to the ESP of several conformations.
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Figure 7: RMSD between the full QM ESP (calculated with B3LYP/aug-cc-pVDZ) and

the ESP calculated with the indicated non-polarizable force field for the given lipid type

as well as for the average charges (AVQ) and average charges and polarizabilities (AVQP1)

developed in this work. The values are averages over three different lipid conformations for

each lipid type. Note that GAFFLipid does not have parameters for POPS.

The benefit of the set of parameters developed in this work (i.e., AVQP1) is clearly seen

for the dilipid in Figures 3 and 8. While the RMSD values are similar to non-polarizable

all-atom force fields for single lipids (Figure 7), they are much lower for the dilipid (Figure 8).

Moreover, the average RESP charges obtained in this work (i.e., AVQ) perform better than
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any of the previously available all-atom force fields.
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Figure 8: RMSD values between ESPs from full QM calculations and ESPs calculated with

either the QP1 parameter sets from this work or charges from standard non-polarizable

force fields for the DMPC dilipid system. CS = conformation-specific; AV = average; Q =

ESP-fitted charge; P1 = isotropic polarizability.

We expect intermolecular polarization to be even more important for larger lipid sys-

tems and conclude that the inclusion of polarizabilities is needed to model the electrostatic

component of the MM energy with sufficient accuracy in a full membrane. The inclusion of

polarization also allows for a larger flexibility of the electrostatic description when a probe

is embedded in the membrane, which is addressed in the following section.

Application: Optical Properties of Prodan

The benefit of using an electrostatic description based on the newly derived parameters

over charges from non-polarizable MM force fields is tested in a case study of the probe

Prodan in DMPC and POPC lipid membranes. Prodan consists of a napthalene ring with a

dimethylamino substitute on one end and diagonally opposite a propionyl substitute (see the
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chemical structure of Prodan in Figure S2 in the supporting information). The amino group

and the carbonyl group on either side of the ring system creates a dipole moment along the

main axis of Prodan. Upon excitation, the dipole moment increases, and hence a red shift

is seen in Prodan’s emission spectrum in polar solvents. The sensitivity of the red shift due

to the polarity of the environment renders Prodan a useful membrane probe for the amount

of water in the membrane and therefore membrane fluidity.96

MD simulations of Prodan were run in either a pure DMPC or a pure POPC membrane

(see the supporting information for details), from which a snapshot from each system was

extracted. For each membrane system the excitation energy of the lowest singlet transition

in Prodan was calculated. For this the electrostatic interaction with the lipid environment

was described by increasing accuracy. The lowest level of detail uses only charges for the

lipids, the charges being either the AV charges developed in this work (AVQ) or charges from

the CHARMM36,47 GAFFlipid,43 Lipid1445 or Chiu69 force fields. The next level includes

the AV charges with isotropic polarizabilities, but where the induced dipoles of the lipids

are those from the ground state (AVQ-GSP1) that are kept frozen in the linear response

calculation of the excited state, i.e. including only the static reaction field of the lipids.

In the most accurate calculations AV charges and isotropic polarizabilities are again used,

but here also the dynamic reaction field of the lipids, as described within a linear response

framework, is included (AVQP1).

Table 2 reports the resulting excitation energies, E, together with the magnitude of the

ground-state dipole moment, |µ|, and the associated oscillator strength, f, for this transition

of Prodan embedded in the DMPC and POPC membranes. Going from vacuum to an in-

creasingly more polarizable environment, i.e. from an environment described only by charges

(AVQ, CHARMM36, GAFFlipid, Lipid14, Chiu) to one including ground-state polarization

(AVQ-GSP1), to including the full polarization within a linear response framework (AVQP1),

it is seen for DMPC that the excitation energies become gradually lower, although the trend

is not as clear for POPC. Adding charges to the environment lowers the excitation energy by

approximately 0.1 eV for DMPC, again the effect is smaller for POPC. Adding ground-state

polarization to the AV charges only has little effect on the excitation energies for both POPC

and DMPC. However, when the induced dipole moments instead interact with the increased
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dipole moment of the excited state, computed to be 12.73 D and 13.48 D for POPC and

DMPC, respectively, the excitation energy decreases with around 0.06 eV more than for

charges only. By including also the dynamic reaction field we observe a stabilization of the

excited state with respect to the ground state. Albeit a numerically small effect, this gradual

decrease in excitation energy upon an increasingly polarizable environment underlines the

importance of including polarization effects when studying optical properties of a probe like

Prodan in different surroundings.

Describing the lipids by the united-atom charges from Chiu et al.69 has a significantly

different effect than the all-atom parameter sets. The united-atom charges result in a smaller

dipole moment and larger excitation energy; for DMPC the dipole moment is even smaller

and the excitation energy larger than in the vacuum state. Together with ESP surface plots

of the difference between the QM ESP and the ESP from Chiu charges in Figure 3h) this

clearly shows that united-atom charges are not suitable for use in calculations involving

electronic excitations.
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Vacuum

|µ| E f

VAC 5.69 3.92 0.29

POPC DMPC

|µ| E f |µ| E f

AVQ 6.57 3.85 0.32 7.03 3.80 0.30

CHARMM36 6.80 3.83 0.30 7.11 3.81 0.31

GAFFlipid 6.59 3.85 0.32 7.07 3.80 0.31

Lipid14 6.78 3.83 0.32 7.38 3.77 0.31

Chiu 5.53 3.92 0.28 5.78 3.91 0.33

AVQ-GSP1 6.62 3.84 0.32 7.23 3.79 0.32

AVQP1 6.62 3.79 0.45 7.23 3.74 0.44

Table 2: Ground-state dipole moment |µ| (Debye), excitation energy, E (eV), and oscillator

strength, f (dimensionless) for the lowest singlet excited state of Prodan embedded in a

POPC or DMPC membrane. Q = RESP charges, P1 = isotropic polarization, GSP1 =

polarization described by induced dipole moments in the ground state, i.e. the lipid dipole

moments are not allowed to change when the electronic configuration of Prodan changes

upon excitation.

CONCLUSIONS

In this paper we have derived a set of average electrostatic parameters for lipid molecules

intended to be used in polarizable embedding calculations. Atom-centered charges and

polarizabilities are derived for three lipid types commonly employed in both experimental

and computational studies, namely DMPC, POPC and POPS. The charges are derived with

the RESP method and the isotropic polarizabilities with the LoProp procedure, both at the

B3LYP/aug-cc-pVDZ level of theory. Each set of parameters is based on an average over

200 individually calculated charges and polarizabilities obtained from an ensemble of lipid

conformations from MD simulations.
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A fragmentation strategy was employed to reduce computational cost. Each lipid was

fragmented into one head-group fragment and two tail fragments and capping groups were

added to mimic the remainder of the lipid. Three different sites of fragmentation were tested

together with cap sizes ranging from including the first heavy atom to the first three heavy

atoms after the fragmentation site. Differences between the fragmentation schemes were

small; the scheme with the lowest error in the ESP compared to full-lipid calculations was

chosen for subsequent steps.

The fragmentation procedure was employed on the different membrane structures each

consisting of 200 lipid molecules. For a given lipid type significant variations in charges

were seen for the same atom in different conformations. The polarizabilities also showed a

variation over the different lipid conformations, but significantly less than the charges. Based

on the charges and polarizabilities for each lipid in a membrane, average parameters were

developed. The average charges naturally reproduce the full QM ESP slightly worse than the

charges determined for a specific conformation, but inclusion of polarization alleviates this

to some extent. The performance of this average set is much better than that of standard

fixed-charge force fields because of the inclusion of polarizabilities. Inclusion of polarization

lowered the RSMD values of the ESP compared to the full QM ESP for a system consisting

of two neighboring lipid molecules from a membrane. This clearly shows the benefit of

including polarizabilities in larger systems, i.e. in lipid membranes.

Finally, an example calculation of the membrane probe Prodan embedded in a DMPC

or POPC membrane showed the importance of polarization needed for a physically sound

description of excitation processes of such probes embedded in membranes.

ACKNOWLEDGMENTS

S.W., M.P. and J.K. acknowledge financial support from the Lundbeck Foundation, the Dan-

ish e-Infrastructure Cooperation (DeIC), and the Villum Foundation. N.H.L. acknowledges

the Carlsberg Foundation for a postdoctoral fellowship (Grant No. CF15-0792). J.M.H.O.

acknowledges financial support from the Danish Council for Independent Research (DFF)

through the Sapere Aude research career program (Grant No. DFF–1323-00744 and DFF–

1325-00091). J.K. acknowledges financial support from the Danish Council for Indepen-

25



dent Research (DFF) through the Sapere Aude research career program (Grant No. DFF–

0602-02122B). C.S. thanks the Danish Council for Independent Research (the Sapere Aude

program) for financial support (Grant No. 4181-00370). M.T.P.B. acknowledges support

from the Research Council of Norway through a Centre of Excellence Grant (Grant No.

179568/V30) and from the European Research Council through a Starting Grant (Grant

No. 279619). The authors thank Thomas Elmelund Rasmussen for graphical support with

the figures.

Additional Supporting Information may be found in the online version of this article.

References

1. Warshel, A. and Levitt, M., J. Mol. Biol., 1976, 103, 227–249.

2. Senn, H. M. and Thiel, W., Angew. Chem. Int. Edit., 2009, 48, 1198–1229.

3. Lin, H. and Truhlar, D. G., Theor. Chem. Acc., 2007, 117, 185–199.

4. Gao, J. and Xia, X., Science, 1992, 258, 631–635.

5. Gao, J.; Habibollazadeh, D. and Shao, L., J. Phys. Chem., 1995, 99, 16460–16467.

6. Gao, J.; Pavelites, J. J. and Habibollazadeh, D., J. Phys. Chem., 1996, 100, 2689–2697.

7. Xie, W.; Pu, J.; MacKerell Jr., A. D. and Gao, J., J. Chem. Theory Comput., 2007, 3,

1878–1889.

8. Cieplak, P.; Dupradeau, F.-Y.; Duan, Y. and Wang, J., J. Phys.: Condens. Mat., 2009,

21, 333102.
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