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“It is not the strongest of the species that survives, nor the most intelligent that survives.
It is the one that is the most adaptable to change”

Charles Darwin
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II. Thesis abstract

This thesis addressed phenotypic and genetic variation in seasonal time keeping mechanisms of
the tundra vole (Microtus oeconomus) and the common vole (Microtus arvalis). Voles (Microtus)
are short-lived, non-hibernating and seasonally breeding rodents. The genus has rapidly evolved
(< 2 million years) into one of the most speciose mammalian genera (Sitnikova et al. 2007;
Triant and DeWoody 2006) and occupies a wide range of latitudes (14-78°N) with the tundra

vole being the most wide spread species.

Seasonality is strong at high latitudes with lower and more seasonally fluctuating ambient
temperatures (Hut et al. 2013). Therefore, animals have evolved mechanisms to time their life
cycles with the strongly cyclical environment. The annual day length cycle is the most reliable
cue to predict upcoming changes and prepare accordingly. This information is integrated by the
photoneuroendocrine system (PNES) that coordinates phenotypic changes such as seasonal molt
and reproduction (Hazlerigg and Simonneaux 2015). In paper I, we showed that under
laboratory conditions, short winter photoperiods alone reduced somatic growth (body mass) in
tundra voles and gonadal growth (reproduction) in common voles. Since both vole species were
caught at the same location (the Netherlands, 53°N), the different response can be ascribed to
genetic variation between the species. This was possibly shaped by different selection pressures
occurring during the more northern (tundra vole) and southern (common vole) paleogeographic

history of the two species.

Within and among vole species, the timing of breeding shows great year-to-year variation (Tast
1966; T. Ergon et al. 2001), which is apparently influenced by environmental conditions such as
ambient temperature (Kriegsfeld, Trasy, and Nelson 2000). The breeding season starts in spring
with the overwintering individuals producing the first spring-born cohort of pups. The short
gestation and development times allow these spring-born cohorts to reproduce during the same
breeding season as their parents and produce several subsequent cohorts until the end of the
breeding season in autumn (Horton 1984a; Gliwicz 1996). In papers II and III, we investigated
the critical photoperiod thresholds for initiation of accelerated reproductive maturation in voles
on a spring developmental program and for the deceleration of development in voles on an
autumn program. Further, we assessed the influence of ambient temperature (10°C or 21°C) on
the response parameters. Seasonal gene expression, hormone levels, downstream body-mass
and gonadal mass had different species-specific response thresholds to photoperiod and

temperature. This indicates that the system has a hierarchical organization that allowed for



independent modulation at various levels. The results of these experiments also emphasise the

importance of the direction of day length change in setting maturation trajectories.

In Paper IV we searched for signatures of selection across the genomes of tundra voles from a
northern (70°N) and southern (53°N) population. A signature of selection is a reduction in
population diversity at a certain genomic position because of positive selection on a favoured
allele. We found selection on a paralogue of the Aldh1al gene located between the Aldhlal and
Aldh1la7 genes. We found two additional Aldh1al-like paralogues on the same locus. Other voles
investigated also had two or three paralogues, which are not present in mouse and rat genomes.
ALDH1A1 has a central role in photoperiodic retinoic acid signaling in the rodent hypothalamus,
which may be involved in seasonal body mass regulation (Helfer, Barrett, and Morgan 2019;
Shearer, Stoney, Nanescu, et al. 2012). ALDH1A?7 is also considered as a paralogue of ALDH1A1
(90% amino acid sequence homology in the mouse) but it is not involved in retinoic acid
signaling (Hsu et al. 1999). The paralogues found in the vole had the highest sequence homology
with ALDH1A7. Future research has to clarify the function of this gene and whether this

selection pressure is associated with latitude.

Taken together we found various levels of flexibility within the vole PNES where ambient
temperature and photoperiodic history can modulate the seasonal response which is possibly
affected by evolution at different latitudes. Reproductive opportunism and an ability to override
photoperiodic information may be favoured in voles living at higher latitudes which may lead to

genetic differences between and within species.
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1. Introduction

1.1 Living with the seasons

1.1.1 A cycling environment

No environment on Earth remains constant. Temperature, weather and light conditions
constantly change due to the motion of the Earth relative to the Sun and Moon. This creates a
dynamic system of a cyclically changing environment that affects life on the planet on multiple
levels. The rotation of the Earth on its own axis causes the 24 hours day-night cycle whereas the
23 degrees tilt in the Earth’s axis is responsible for the seasons (Fig.1). Due to this tilt, the
northern and southern hemispheres are illuminated unequally throughout the Earth’s yearly
orbit around the Sun (Fig.1). This gives rise to annual variation in day length at non-equatorial
latitudes and the seasonal temperature fluctuations. In addition to the day-night and seasonal
cycles, the gravitational pull on water bodies by the Moon orbiting the Earth creates tidal cycles,
lunar cycles and semi-lunar cycles of spring and nape tides affecting marine life in various ways
(Neumann 2014). Nocturnal moonlight is also reported to affect behaviour (e.g. fouraging,
predator avoidance) and reproduction in some terrestrial animals (for review: Raible, Takekata
and Tessmar-Raible (2017)). These complex interactions between the Sun, Earth and Moon
resonate in spatio-temporal variation in temperature, rainfall and light conditions (DeCoursey
2004). In this thesis, I will focus on seasonal rhythmicity in mammals related to latitude. Global
climate change and increasing temperatures affect the seasonal environment (Visser and Both
2005; Bronson 2009; Helm et al. 2013) and may impose adaptive challenges for seasonal

mammals at all latitudes.



June solstice March equinox

September equinox

Figure 1. Seasonality on Earth. Seasons depend on the Earth’s axis relative to the sun as it orbits around
the sun while the rotation of the Earth creates the day-night cycle. During the equinoxes, the axis is
parallel to the sun, resulting in an equal day length all over the planet while during the solstices, the axis is
in the same line as the sun. During the December solstice, the northern hemisphere is tilted away from the
sun, which causes the shorter days and longer nights and the following seasonal temperature fluctuations
(see chapter 1.3.1). Photos and day length (rotation, orbit) illustrations to the right by M.].van Dalum.

In seasonal environments, the ambient temperature, precipitation (e.g. snow cover) and food
availability varies strongly throughout the year. For organisms living there, it pays off to match
life cycle events with the most favourable conditions (Bradshaw and Holzapfel 2007; DeCoursey
2004). This favours the survival and reproduction of individuals who time events such as
growth, reproduction, migration, molt and hibernation with the appropriate seasons. That
makes environmental seasonality an ultimate driver of natural selection for biological
seasonality. Organisms have therefore evolved mechanisms to synchronize physiology and
behavior with the seasons. One of the most conspicuous seasonal adaptations is the change in

coat- or plumage colour, which is relevant for camouflage in both predator and prey (Fig. 2).
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Figure 2. Seasonal phenotype changes. Coat colour and plumage change to match the seasonally
changing environment. Good camouflage is important for the survival of both predator and prey. Art by
M.J.van Dalum.

Natural selection operates on phenotypes within a population and favours individuals exhibiting
the most optimal phenotype in a given environment. These individuals have a higher survival
chance, may produce more progeny, and thus have a higher fitness compared to less well-
adapted conspecifics (Freeman and Herron 2004). For example, individual great tits (Parus
major) whose chicks hatch right when caterpillars (an important food source) emerge are more
likely to raise a next generation compared to individuals who had missed this food peak (Both

and Visser 2001; Visser, Holleman, and Gienapp 2006)

1.1.2 Predicting upcoming seasonal changes

Growing a winter coat (Fig.2) and building fat-reserves are time-consuming changes that need to
be initiated long before ambient temperatures actually drop. Gonadal growth must also take
place in advance of the breeding season and in mammals with long gestation times, mating must
occur long before environmental conditions are favorable for birth. These time-consuming life
cycle preparations impose a time-lag between the decision to start preparing and the actual
event. Once a ‘decision’ is made, and preparation has started, certain life-cycle events (e.g.
pregnancy) cannot be reversed until they are completed (Bradshaw and Holzapfel 2007).
Anticipatory timing is therefore essential for survival and successful reproduction in a seasonal

environment (Hastings et al. 1985; Goldman et al. 2004; Bradshaw and Holzapfel 2007).

Animals can use several cues to predict upcoming seasonal changes and prepare accordingly.

These cues serve as direct proximate stimuli. Annual ambient temperature fluctuations, food



availability or rainfall, are relatively noisy signals with great year-to-year variation and are
therefore unreliable for precise timing of life cycle events. Only the annual day length cycle
(photoperiod) follows the exact same pattern every year and is therefore the best cue to serve as

a calendar (Bradshaw and Holzapfel 2007; Bronson 1988; Hut et al. 2013)

1.1.3 Photoperiodism: the use of day length

Organisms that respond to photoperiod to time life cycle events are called photoperiodic
(Goldman et al. 2004). The first evidence for photoperiodism came from plants in which day
length was demonstrated to affect the timing of flowering (Garner and Allard 1920). Early
observations of photoperiodism in animals came from plant lice (Marcovitch 1924), followed by
birds (Rowan 1925). The earliest evidence in mammals revealed that 9 hours versus 15 hours of
day light alone could reduce the number of pups born in field voles (Microtus agrestis) (Baker
and Ranson 1932). In the same year, a study on ferrets showed a photoperiodic response in

seasonal sexual activity (Bissonette 1932).

The way in which mammals respond to photoperiod, depends on the species’ life history and a
good example is the difference in gestation time between species. In most seasonal species, birth
takes place in summer, when food is most abundant. Species with a long gestation time mate in
autumn or winter, under short photoperiods (Fig.3). In these short-day breeding species, short
days stimulate gonadal growth and mating behavior. For example sheep (Ovies aries) have a
gestation time of five months and mate in autumn to give birth in spring (Hazlerigg and
Simonneaux 2015; Woodfill et al. 1994). On the contrary, mammals with short gestation times
mate in spring and summer and give birth during the same season. In these long-day breeders,
long days stimulate gonadal growth and reproductive activity (Hastings et al. 1985). Good
examples are rodents such as voles and hamsters with short gestation times of about three
weeks. They start breeding from spring to early autumn and can give birth to several litters

throughout summer (Bronson and Perrigo 1987).
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Figure 3. Delay between mating and birth. Depending on the duration of pregnancy, mating has to take
place in advance of birth, before seasonal conditions are most favourable. Photoperiod serves herein as
predictor for upcoming seasonal changes, enabling animals to prepare in advance.

The observation that mammals respond to photoperiod for seasonal synchronization also raised
the questions of how photoperiod is used for time measurement and what the underlying causal
mechanisms are. One of the early theories was the hourglass model that was mostly used to
explain photoperiodism in insects (Saunders, Lewis, and Warman 2004). According to this
model, a non-circadian biological component accumulates during the light- or dark phase and
reaches a certain day length threshold that initiates seasonal changes (Lees 1973; Veerman
2001). An alternative model hinges on a circadian sensitivity to day light (Fig. 4). Erwin Bliinning
and Collin Pittendrigh were pioneers in the development of external- and internal circadian
rhythm based models for photoperiodism. The external coincidence model describes a light
sensitive window or a photo-inducible phase within the 24 hours cycle. For example, if this
photo-inducible phase were 12 hours after sunset, then light would hit this window in nights
shorter than 12 hours (Fig. 4). This window could act as an on/off switch for seasonal changes.
In this model, it is not the total duration of the light phase that matters but rather when the light
phase happens in the day-night cycle. The internal coincidence describes the interaction
between two internal circadian oscillators; one tracing the onset (sunrise) and the other tracing
the offset (sunset) of the light phase. The phase relation between these two oscillators could

thereby regulate the seasonal response (Fig. 4).
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Light-dark entrained endogenous timer Phase relation between oscillators e.g. Accumulation of light-dependent factor
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Figure 4. Circadian based models describing photoperiodism. Internal day length measurement and
the initiation of a seasonal response. Illustration by M.].van Dalum.

Hourglass like mechanism cannot be excluded in explaining mammalian photoperiodism but
circadian based models are supported with most evidence (Goldman 1999), especially in
situations when photoperiodic information is absent or intermittent. This is the case in
hibernators such as European hamsters (Cricetus cricetus) retreating in a burrow (Hut,
Dardente, and Riede 2014) or tundra voles (Microtus oeconomus) that spend the winter in
tunnels under the snow (Korslund 2006). No detectible light can penetrate snow cover deeper

than 30 to 50 cm (Evernden and Fuller 1972), which is common at high latitudes and altitudes.

Registration of absolute day length alone is insufficient to distinguish between the increasing
photoperiods in spring and decreasing photoperiods in autumn and this makes the difference
between the start (spring) or end (autumn) of the breeding season in long-day breeders such as
many rodents. Therefore, they need to have registered what photoperiod preceded the current
photoperiod and detect the directional change. (Horton 1984a, 1984b; Prendergast, Gorman, and
Zucker 2000; Sdenz de Miera et al. 2017). The term used for this ability is photoperiodic history
dependence. Indeed, vole pups born early in the breeding season, during increasing day lengths,
grow fast and mature fast in order to breed in the same season as their mother. On the contrary,
pups born late in the breeding season, with decreasing day lengths, grow slowly and prepare for
overwintering instead of breeding (Gliwicz 1996; Goldman 2003; Horton 1984a; Prévot-Julliard
et al. 1999). This shows that voles behave as if directional change is perceived, but leaves open
the question of how this is achieved. This suggests the presence of an internal time keeping
mechanism that keeps track of the seasons even photoperiodic information is intermittent (e.g.

in burrows) or ambiguous (e.g. the equinox).



1.1.4 Circannual rhythms

A circannual rhythm that is produced by an internal circannual oscillator persists even under
constant conditions (Fig. 5b). Whether or not a circannual rhythm in for example body mass,
estrus cycles and molting originates from an endogenous circannual rhythm, depends on a three
criteria for internal oscillators to serve as a clock or calendar. Such an oscillator must generate a
rhythm that can drive the oscillation (Fig. 5c) of various output parameters such as body mass.
The oscillator must have be self-sustained, meaning that the oscillation sustains under constant
conditions with a constant amplitude and an internally determined free-running period (the
duration of one cycle, Fig. 5a). Secondly, it must be entrainable to external cues (Zeitgebers) such
as photoperiod and it must thus have a phase relationship with the annual day-length cycle. To
achieve this phase-relationship, it must have a phase-response, meaning that the oscillator’s
rhythm can shift to earlier or later in response to Zeitgebers (Fig. 5a). Thirdly, the oscillator must
be temperature compensated so that the period remains constant under a range of temperatures

(Johnson et al. 2004).

A) phase relationship between oscillations

/ Period \

amplitude

/

Phase-shift

B) an oscillator under constant conditions

C) a dampening oscillation under constant conditions

Figure 5. Characteristics of oscillators and oscillations. A) Two oscillations in phase-relation, showing
identical amplitude period, but a phase difference (phase-shift). B) an oscillator continuing under constant
conditions. C) a dampening oscillation. Illustration by M.].van Dalum.



The first evidence for an endogenous, internally generated circannual rhythm came from
hibernating ground squirrels (Citellus lateralis) who were kept under constant light and
temperature conditions for four years (Pengelley, Asmundson, Barnes, et al. 1976; Pengelley,
Aloia, and Barnes 1978)(Fig.6) . In addition, non-hibernating ground squirrels (Citellus leucurus)
expressed robust circannual rhythms in body mass under constant light and temperature

conditions (Pengelley, Asmundson, Aloia, et al. 1976).

E. T. PENGELLEY et al.
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Figure 6. Circannual rhythms in hibernation periods in ground squirrels. They were kept under five
different constant day length regimes and temperatures (Y-axis) for four subsequent years (X-axis). Black
bars indicate the hibernation bouts of individual squirrels. Data from Pengelley, Asmundson, Barnes, et al.
(1976).

Later research revealed that the degree of internal rhythmicity and the requirement for external
stimuli to maintain the rhythm varies greatly between species with type 1 and type 2 circannual
rhythms being at the ends of a continuum (Goldman et al. 2004; Prendergast, Nelson, and Zucker
2009). Both types are synchronized by photoperiod (Fig. 7a) but the main difference is that type
1 rhythms also require photoperiod as a driver while type 2 rhythms continue independently of

photoperiod and only require it as a synchronizer.



Type 1 rhythms (Fig. 7b) still contain some form of internal rhythmicity, but these need
photoperiodic input in order to complete an annual cycle (Lincoln et al. 2005). Siberian
hamsters (Phodopus sungorus) kept under continuous short photoperiods (LD 8:16, 8 hours of
light and 16 hours of darkness) have a winter coat and regressed gonads. However, after 12-38
weeks, they spontaneously change to a summer pelage and restored gonadal growth. They had
become photorefractory so they no longer responded to the inhibitory effects of short
photoperiods. This suggests that they have some form of internal timing mechanism; however,
when retained on short photoperiods, they maintained a summer phenotype and never changed
back to a winter phenotype. These type 1 circannual rhythms require to be ‘reset’ through long-
day exposure followed by short days again, in order for the cycle to be completed and restore a

winter phenotype (Lincoln, Andersson, and Loudon 2003).

Type 2 rhythms on the other hand, (Fig. 7c) are fully endogenous and only need external cues for
entrainment (Goldman et al. 2004). These rhythms continue to cycle even in the absence of any
other cue. This was first demonstrated in hibernating ground squirrels and later in several other
species such as sheep in which prolactin levels continue to express a circannual cycle even under
continuous long photoperiods (Lincoln, Andersson, and Loudon 2003). These type 2 rhythms
tend to occur more in long-lived species whereas type-1 rhythms are more common in short-

lived.

A) Synchronized seasonal rhythm

B) Type I circannual rhythm

Short-day

. Continuous summer state in long days
refractoriness

C) Type II circannual rhythm

Entrainment:

Phase-shift

Free running, Free running

Continuing rhythm

Figure 7. Circannual rhythms under artificial conditions. A) A seasonal rhythm synchronized to
alternating periods of long days (high yellow bars) and short days (low yellow bars). B) Type 1 circannual
rhythms show in short day refractoriness and spontaneous return to a summer state. However, in the
absence of photoperiodic input, cycling would stop and animals remain in summer state. C) Type II
rhythms continue to cycle (free running) under constant conditions and only need photoperiodic input for
synchronization through entrainment. Illustration by M.J.van Dalum.
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The type 1 versus type 2 dichotomy can be conceptually useful but biological variation is a
continuum. The relative importance of an endogenous circannual rhythm and the dependence
on environmental cues to maintain the oscillation varies per species and in some species, even
per individual (Pengelley, Asmundson, Barnes, et al. 1976). Several life-history factors are
suggested to affect to what extent a species is purely opportunistic or favours a rigid circannual
rhythm to time life history events (Fig. 8). For example, long gestation times and a long lifespan
favours stronger reliance on photoperiod for circannual timing whereas animals with short
gestation times and short lifespans favour more flexible and opportunistic breeding. Short-lived
species that experience only reproductive period in their lives cannot afford to be strict and
must ‘gamble’ more with their reproduction than long-lived species, even at surprisingly high

latitudes (Bronson 1988).

Pure Entrainable
Opporiunism Circannual
Rhythm
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Figure 8. Life history factors determining the extent of opportunism or reliance on internal
circannual rhythms regarding timing of reproduction in mammals. Shorter-lived mammals with
short gestation times are more likely to rely on opportunism whereas long-lived mammals may favour a
stronger circannual rhythm. Figure from Bronson (1988).
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Availability of environmental cues also affects to what extent a species may rely an internal
circannual rhythm for seasonal timing of life history events. Endogenous, self-sustaining
seasonal rhythms are favourable in strongly seasonal environments yet when photoperiodic cue
availability is intermittent (Helm et al. 2013) like in migratory birds or burrowing or hibernating
mammals (Fig. 9). Still, these species need to entrain their rhythms to match it with the
environment and have certain time-windows for photosensitivity such as the summer solstice

(Monecke et al. 2009).

Strong / predictable

Environmental
seasonality

Weak / unpredictable

Continuous . . Intermittent
Cue availability

Figure 9. Requirement for a strong internal circannual rhythm in relation to cue availability and
environmental seasonality. Blue represents the likelihood for animals to rely on opportunism whereas
yellow represents strong reliance on an internal circannual rhythm. Unpublished figure from
D.G.Hazlerigg.

When cues availability is more constant, animals can afford to rely more on photoperiod to
maintain their seasonal cycles and depend less on endogenous timing. Above the Arctic Circle,
the environment is relatively constant during the summer - and winter months, which are
characterized by continuous light and continuous darkness respectively. Truly arctic species
such as reindeer (Lu et al. 2010; Stokkan et al. 2007) and Svalbard ptarmigan (Appenroth et al.
2020) lose circadian rhythmicity during these periods, yet maintain strong circannual

rhythmicity and the mechanisms behind this are still to be unraveled.

The question of how animals register day length and synchronize their life history traits with the
seasons has been under investigation for several decades now and more recent research has
focused on the causal molecular mechanisms underneath: the photoneuroendocrine system

(PNES).
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1.2 Seasonal phenotype and the photoneuroendocrine system

1.2.1 Tracing the changing day lengths

In order to register day length, organisms must sense when it is light and when it is dark.
Mammals only register light through photoreceptors in the retina of the eyes (rods and cones)
and a special type of retinal ganglion cells that produce the pigment melanopsin (Hattar et al.
2003). These intrinsically photosensitive retinal ganglion cells (ipRGCs) stand in direct synaptic
connection with the superchiasmatic nucleus (SCN), located in the anterior hypothalamus; the
mammalian circadian master clock (Hattar et al. 2002; Berson, Dunn, and Takao 2002). These
ganglion cells alone can cause phase shifts in the circadian oscillation of clock genes within the
SCN (Foster et al. 1991; Hattar et al. 2003). However, rod- and cone photoreceptors can also
entrain the SCN when ipRGCs are rendered dysfunctional, suggesting that both photoreceptors
contribute to light mediated entrainment of the SCN (Panda et al. 2003). The SCN governs other
circadian rhythms within the body such as the nocturnal secretion of the hormone melatonin

from the pineal gland (Fig. 10).

Pineal gland:
onin W)

melatonin

Summer
. 1In
Winter
% = Retina Hypothalamus

(melanopsin) Pituitary

Figure 10. The photoneuroendocrine system driving nocturnal melatonin release. Light is sensed by
photoreceptors (rods, cones and retinal ganglion cells producing melanopsin). Photosensitive ganglion
cell nerve ends are directly coupled to the SCN, the mammalian circadian master clock which controls the
nocturnal secretion of melatonin from the pineal gland, via a synaptic pathway passing by the
paraventricular nucleus of the hypothalamus (PVN), the intermediolateral cells of the spinal cord and the
superior cervical ganglia (SCG). llustration by M.J.van Dalum.

Plasma melatonin levels follow the onset and offset of the night (Morgan et al. 1994; Morgan and
Williams 1989) but the melatonin onset varies widely between species and also the function of
photoperiod (Stehle et al. 2001). The daily light-dark cycle mostly affects the duration of

melatonin secretion, rather than the level. This means that the melatonin signal is shorter during

12



the short nights of summer and consequently longer during the long nights of winter (review:
Bartness et al. (1993). Removal of the pineal gland (pinealectomy) or knock out of the
melatonin synthesis pathway as in ¢57 mice, shows that clock gene rhythms in the SCN oscillate
independently of melatonin and that it is not required for circadian entrainment. However,
pinealectomized sheep no longer synchronized their free-running annual estrus cycle and
prolactin cycle with photoperiodic changes (Lincoln et al. 2006). Yet programmable melatonin
infusions timed between the summer solstice and autumnal equinox could re-entrain the estrus
cycle (Woodfill et al. 1994). Similar studies have also been performed in rodents (Goldman et al.
1979; Horton and Stetson 1992, 1990). This indicates that melatonin plays a key role in the

regulation of mammalian seasonal reproduction (review: Hazlerigg and Simonneaux, (2015)).

In mammals, melatonin binds to two types of high affinity G-protein coupled receptors:
melatonin receptor 1 (MT1) and 2 (MT2) (Klosen et al. 2019), produced by the genes Mtnrla
and Mtnr1b respectively. Non-mammalian vertebrates have a third melatonin receptor, Mellc,
and the mammalian paralogue is Gpr50. However, Gpr50 does not bind melatonin yet its
expression is highly photoperiodic (Barrett et al. 2006; Hand 2012). MT1 seems to be the most
widely expressed receptor in mammals and it is the main melatonin receptor in the circadian
and seasonal system (Weaver, Liu, and Reppert 1996; Von Gall et al. 2002). Melatonin receptors
are expressed in a wide variety of tissues, including several regions of the brain such as (SCN)
and the pars tuberalis (PT) of the pituitary gland, located beneath the hypothalamus (Fig. 12)
(Klosen et al. 2002; Dardente et al. 2003; Johnston et al. 2003).

1.2.2. Processing of day length information in the pituitary and hypothalamus

The pars tuberalis and the medial eminence (ME) of the hypothalamus are so far considered as
the main centres of seasonal time keeping in mammals (Nakao et al. 2008; Hanon et al. 2010;
Lincoln and Hazlerigg 2010; Yoshimura 2010; S. M. Dupré et al. 2011). Interestingly, the pars
distalis of the pituitary accounts for seasonal secretion of prolactin but it lacks melatonin
receptors in adults of the species investigated (Hanon et al. 2008; Dardente 2007). Prolactin is
involved in regulation of moulting cycles (Lincoln and Ebling 1985; Martinet, Allain, and Weiner
1984) and paracrine signalling from the pars tuberalis is potentially responsible for the

seasonally oscillating prolactin secretion (Dardente 2007; Hanon et al. 2008).

In the PT, melatonin receptors are expressed by thyrotrophic cells that secrete thyroid-
stimulating hormone (TSH) into the median eminence (ME) of the hypothalamus. The median
eminence forms the interface between the hypothalamus and the pituitary gland, from which

hormonal secretion takes place. Hypothalamic TSH production is highly photoperiodic and
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responsible for downstream seasonal phenotype changes (Nakao et al. 2008; Dardente et al.
2010; Dardente, Hazlerigg, and Ebling 2014). TSH consists of a TSHBf and GSUa subunit
(Dardente et al. 2003): the GSUa is continuously expressed but transcription of the THS[3-
subunit is turned on by the transcription factor eyes-absent 3 (Eya3), which is in turn repressed
by melatonin. Eya3 expression peaks 12 hours after the onset of the dark phase, only in the
absence of melatonin during long summer (Fig. 11a) and this promotes high THSf levels.
However, if melatonin is still present (e.g. short days in winter), this Eya3 expression peak is
suppressed and THSf is not transcribed resulting in an absence of hypothalamic TSH. Eya3
expression acts thereby act as a seasonal switch for the production of hypothalamic TSH

(Dardente et al. 2010; Masumoto et al. 2010; Hut 2011).

Interestingly, in sheep the phase-relationship between two clock genes in the PT also varies with
day length. The gene Period 2 (Per2) peaks shortly after sunrise whereas the expression of
crytochrome circadian regulator 1 (Cry1) peaks shortly after sunset (Lincoln et al. 2002;
Johnston et al. 2006). Together, these gene products produce a dimer that regulates the
expression of downstream seasonal genes (reviews: Hazlerigg and Wagner (2006); Wood and
Loudon (2014)). In short summer nights, the time gap between sunset and sunrise and thus the
start of PerZ and Cry1 expression, is short and overlap in expression allows for dimerization. In
winter, the time gap is too long for expression overlap between PerZ2 and Cry1 and there is no
dimer formation (Fig. 11b). In hamsters, the amplitude of Per2 expression is higher in long days
and so is the expression of an early response gene (ICER) (Lincoln, Andersson, and Loudon
2003), see figure 11c. However, the causal relations between these photoperiodically expressed
clock genes and downstream seasonal responses remains unclear as per 2 mutant mice still

show robust TSH signalling (Ikegami and Yoshimura 2013).

The current molecular working model (Fig. 14) is centred around the interaction between
melatonin, Eya3 and the photoperiodic expression of THS( in the PT. TSH is received by the
TSH-receptor (TSHr) expressed on tanycytes, a special type of glia cells present in the median
eminence (Nakao et al. 2008; Hanon et al. 2008). Tanycyte cell bodies are lined up against the
third ventricle in the mediobasal hypothalamus and they have dendrites reaching to capillaries
in the median eminence and to other hypothalamic neurons (Rodriguez et al. 2005; Bolborea

and Dale 2013; Lewis and Ebling 2017).
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Figure 11. Encoding day length in the Pars tuberalis through melatonin signalling. A) Expression of
transcription factor Eyes-absent 3 (EYA3) is inhibited by melatonin. In the absence of melatonin (long
days), Eya3 expression peaks 12 hours after melatonin onset at dawn and regulates expression of the
TSHp, together with thyrotroph embryonic factor (TEF). Figure from Dardente et al. (2010). B) In sheep,
the clock gene per follows the onset of dawn and Cry1 follows the onset of dusk. The phase relationship
and the following dimerization of the two gene products during periods of overlapping expression may
regulate downstream seasonal gene expression. C) Melatonin supressing the amplitude of clock gene
Period2 (Per2) under short days in hamsters. (Panel B and C from Lincoln et al. (2003)).
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Figure 12. Anatomy of the pituitary and medial eminence of the hypothalamus. A) Overview
illustration of the pituitary gland and hypothalamus with the third ventricle (3V). B) Cross section of this
brain region showing parts of the Pars tuberalis (pale red) containing thyrotrophs cells. Tanycytes
(orange) located in the median eminence of the hypothalamus (pale yellow) are lining the third ventricle
(3V) and have dendrites reaching the PT and blood capillaries (red circles). Gonadotropin releasing
hormone neurons (purple) have nerve ends reaching the capillary system of the PT to which they secrete
GnRH. Kiss neurons (green) and RFRP neurons (blue) receive signals from tanycytes and have synaptic
connections that regulate GnRH neurons. Illustration by M.J.van Dalum.

High levels of TSH (long days) initiate expression of iodothyronine deiodinase type-2 (D102)
which turns then thyroxine (T4, biologically inactive) into triiodothyronine (T3, biologically
active). T4 is produced by the thyroid gland and circulates in the bloodstream, which reaches the
medial eminence through the third ventricle. Low TSH levels under short days switch on
iodothyronine deiodinase type-3 (DIO3). DIO3 turns active T3 into the biologically inactive
reverse-T3. Taken together, the seasonally fluctuating DIO2/DIO3 expression forms a molecular
switch resulting in either a summer or winter phenotype (Fig. 13) (Ono et al. 2008; Nakao, Ono,
and Yoshimura 2008; Hanon et al. 2008; Dardente et al. 2010). The hypothalamic thyroid
hormone signalling pathway is considered as the main pathway regulating the seasonal
phenotype. However, there may be a second, potentially equally important pathway that
involves retinoic acid (RA) signalling from tanycytes (Shearer et al. 2010; Helfer et al. 2012;
Stoney et al. 2016).
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Figure 13. Interaction between PT thyrotrophs and hypothalamic tanycytes. PT thyrotrophs
receive melatonin through MT1 melatonin receptors. Under long days, they secrete TSHf into the
median eminence, which is received by tanycytes through TSH-receptors. TSHf then regulates
Dio2/Dio3 and Raldh expression in tanycytes. Long day expressed DIO2 turns T4 into active T3. Short-
day expressed DIO3 turns T4 into inactive reverse-T3. RALDH synthesizes retinoic acid (RA) from
retinol (vitamin A) that circulates in the blood stream. Tanycytes secrete RA and T3 into the median
eminence from where the downstream seasonal phenotype is regulated for example via seasonal
release of GnRH. [llustration by M.J.van Dalum.

Retinoic acid (RA) acts as a transcription factor in tissues such as the testes and ovaries, and it
plays a key role in embryonic development of for example the eyes, forebrain and limb. It is also
involved in neurogenesis in brain regions like the hippocampus (For reviews, see: Shearer et al.
(2012); Ransom et al. (2014); Ghyselinck and Duester, (2019)). RA signalling in tanycytes
(Shearer et al. 2010; Shearer, Stoney, Nanescu, et al. 2012; Stoney et al. 2016) is highly
photoperiodic, mostly through the photoperiodic regulation of its synthesis enzymes:
retinaldehyde dehydrogenase 1 (ALDH1A1, sometimes referred to as RALDH1) and 2
(ALDH1AZ2, or RALDH2). Both enzymes turn retinaldehyde (shortened as retinal) into retinoic
acid (Sobreira et al. 2011), which is then secreted into the ME of the hypothalamus. Retinal is
formed from vitamin A (retinol) and this is taken up from the third ventricle and transported
into the tanycyte cell body. Several genes involved in RA transport (Stra6, Ttr), binding (Crabp1,
Crabp2), and synthesis (Aldhlal, Aldhla2), but also RA-receptors (RAR, RXRy) are regulated by
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photoperiod in rodents (Shearer, Stoney, Morgan, et al. 2012). Hypothalamic Aldh1al expression
is directly upregulated by T3 (Stoney et al. 2016) and Ebling (2014) suggested a direct relation
between the TSH signalling and Aldh1al expression in tanycytes. Retinoid acid degrading
enzyme (CYP26B1) does respond to photoperiod as well but is regulated less rapidly or
secondarily (Helfer et al. 2012). Interestingly, thyroid hormone receptors (TRs), retinoid X
receptors (RXR) and retinoic acid response elements (RARs) interact through dimerization and

control transcription of various downstream genes (Ross et al. 2005; Wu and Koenig 2000).

The exact role of summer-associated RA-signalling in the regulation of seasonal phenotypes is
unclear but it is potentially involved in regulation of body mass and appetite through seasonal
hypothalamic neurodegeneration and neurogenesis (Helfer, Barrett, and Morgan 2019). Cyclical
histogenesis in certain regions of the hypothalamus and pituitary could lay at the basis of
internal circannual rhythmicity, but this is still a rather unexplored theory (Hazlerigg and

Lincoln 2011).
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Figure1l4. Current model of the mammalian photo neuroendocrine system (PNES). Melanopsin from
special ganglion cells in the retina register light. This input is received by the pineal gland, which secretes
melatonin in the dark phase, and the duration of the signal follows the annual day length cycle. Short
melatonin signals in summer stimulate the pars tuberalis of the pituitary to secrete thyroid-stimulating
hormone (TSH) into the median eminence of the hypothalamus. There, tanycytes respond with
photoperiodic regulation of Dio2/Dio3, Raldh. D102 turns thyroid produced T4 that reaches the
hypothalamus through the third ventricle into active T3. RALDH synthesizes retinoic acid (RA) from
circulating vitamin A (retinol). Both T3 and RA regulate the summer phenotype. Illustration by M.].van
Dalum.
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1.2.3 Downstream regulation of the seasonal phenotype

Most research on the functioning of the PNES in mammals is based on studies in rodents and
sheep. These species have provided a consistent picture of the upstream mechanisms in the
hypothalamus and PT. In all species investigated so far, TSH signalling rigidly follows
photoperiod with elevated expression in long days. The second upstream seasonal RA signalling
pathway has so far only been studied in rodents (Shearer, Stoney, Morgan, et al. 2012) but there

is no evidence for this pathway in sheep (Lomet et al. 2018).

Downstream regulation of the seasonal phenotype is more species- and even gender specific.
The cell bodies of gonadotropin releasing hormone (GnRH) neurons are located in the rostral
hypothalamus (preoptic area and organum vaculosum of lamina terminalis (Lehman et al. 1997).
They regulate gonadal growth, gonadal activity and sex steroid production through the release
of GnRH that in turn stimulates the release of follicle stimulating hormone (FSH) and luteinizing
hormone (LH) from the anterior pituitary. The number of GnRH neurons does not seem to vary
with the season in hamsters (Urbanski, Doan, and Pierce 1991) but GnRH release does respond
to photoperiod in a species- and gender specific manner (Kriegsfeld et al. 2006; Hahn et al.
2009). Sex steroids such as testosterone negatively feedback on GnRH release but seemingly not
directly onto the GnRH neurons themselves, but rather through interneuron pathways. Several
coupling systems between melatonin and seasonal GnRH release have been investigated, such as
involvement of RF-amide (arginine-phenylalanine-amide) peptides secreted from kisspeptin

neurons and RFRP-neurons (Klosen et al. 2013; Simonneaux 2020) (Fig. 12b).

Seasonal changes in body mass and appetite seems to be regulated separately from acute energy
homeostasis. For example, leptin is associated with adipose tissue and appetite regulation but it
is not responsible for seasonal weight regulation in hamsters (Rousseau et al. 2002). In tundra
voles, leptin was not affected by photoperiod but did correlate with body mass (Wang, Zhang,
and Wang 2006). However, short days induced an upregulation of VGF polypeptide, which is
associated with weight loss in hamsters (Ebling and Barrett 2008). When infused into the
ventricular system of the hypothalamus, it supressed food intake and reduced body mass
(Jethwa and Ebling 2008). There is also a potential role for growth hormone (GH) released from
the pituitary in short photoperiods. Seasonal fluctuations in growth hormone (GH) release from
the pituitary affects body mass in deer (Webster et al. 1999), golden hamsters and Siberian
hamsters (Dumbell et al. 2015). Growth hormone releasing hormone (GHRH) from hypothalamic
neurons promote GH release while this is inhibited by somatostatin, also produced by
hypothalamic neurons. Both factors are regulated by photoperiod (Dumbell et al. 2015). The

exact causal mechanism of body mass regulation remains unresolved but short photoperiod
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induced downregulation of RA signalling pathway components (receptors RAR, RXRy and
transporters CRBP, CRABP2) in the dorsomedial posterior arcuate nucleus of the hypothalamus,
and this was associated with seasonally reduced body mass in hamsters (Ebling and Barrett
2008). As discussed before, thyroid hormone and retinoic acid mediated neurogenesis and
neurodegradation in hypothalamic regions, may lay at the basis for downstream seasonal

regulation of energy metabolism (Helfer, Barrett, and Morgan 2019).

The coupling between the upstream PNES and variation in for example seasonal immune
function, stress response (Walton, Weil, and Nelson 2011; Davis and Maney 2018) and
behaviour also remains unclear. Oxytocin and vasopressin can affect social behaviour and mate
choice in mammals (Bielsky and Young 2004; C. E. Barrett et al. 2013). The bird oxytocin
homologue is also associated with sexual and social behaviour and this was higher during the
breeding season compared to the mating season in ravens (Stocker et al. 2021). Taken together,
the downstream regulation of the seasonal phenotype is complex and flexible which allows

natural selection to shape locally adapted phenotypes.
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1.3 Adaptation to local seasonal environments

1.3.1 Photoperiod- temperature relations at different latitudes

In the previous section, | have summarised what is currently known about the mammalian
photoneuroendocrine system (PNES). The components are rather well characterized but the
sources of variation that enables animals to adapt to local seasonal conditions are largely
unknown. Environmental seasonality varies greatly with latitude, altitude and the distance from
the coast and this creates variable selection pressures that shape adaptations to the local

seasonal environment.

The Earth’s tilted axis is responsible for seasonality on Earth, which is particularly prominent at
higher latitudes. Annual day length variation increases with latitude towards periods of
continuous light in summer and periods of continuous darkness in winter near the poles (Fig.
15). Solar rays reach the Earth under a nearly right angle around the equator while this angle
flattens towards the poles, spreading out over larger surface areas. This decreases the radiation
dose per surface area unit and lowers ambient temperatures (Hartmann 2016). However, the
annual day length variation is mostly responsible for the lower mean annual temperatures and
larger seasonal temperature fluctuations at higher latitudes. The mean annual temperature also
decreases with increasing altitude and the distance from the coast leads to larger annual
temperature fluctuations as ocean currents stabilize temperatures on coastal regions. This
creates a relatively mild climate compared to more extreme continental climate at the same

latitude and altitude (Hartmann 2016).
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Figure 15. Annual variation in photoperiod at various latitudes. Y-axis: hours of the day, X-axis:
months of the year. Yellow: period of day light. Pink: civil twilight, light blue: nautical twilight, dark blue:
astronomical twilight. [llustration by M.].van Dalum.
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As mentioned earlier, organisms living at higher latitudes or altitudes must not only cope with
cold winters, they must also optimize timing of reproduction in a fluctuating environment
through the use of photoperiod as a time cue (Bronson 1988). Photoperiod correlates with
ambient temperature fluctuations and this relation is elliptic (Fig.16). The elliptic shape with
lower spring than autumn temperatures is caused by the delay in surface warming in winter and

surface cooling in autumn (Hut et al. 2013).

The relation between photoperiod, temperature and timing becomes clear when we consider a
hypothetical autumn temperature threshold of 10°C that would stimulate growth of a winter
coat. This threshold corresponds with about 19 hours at this latitude 65°N but with 14 hours at
latitude 55°N (Fig.16). In other words: the critical photoperiod associated with the right
temperature to start growth of a winter coat varies per latitude, altitude and distance to the
coast (Hut et al. 2013). Animals native to lower latitudes might see a 12 hour day length as a go-
signal to turn “summer mode” on whereas a northern species remains in “winter mode” at
exactly the same day length. This implies that organisms must ‘read’ day length information
according to the latitude at which they live, which leads to the question whether animals require
a different internal calendar. In other words, is their PNES ‘calibrated differently’ in order to

match the local photoperiod-temperature relation?
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1.3.2 Latitudinal cline studies

One would expect to see a gradient, or a cline, in traits such as shortening of the breeding season,
across latitudes. Several studies have assessed the effect of latitude on timing of reproduction
although not many studies have focused on mammals. One of the first studies that considered
latitude as a factor affecting seasonal timing came from Elizabeth Whetham (1933). She studied
egg production in domestic chickens across a range of latitudes and longitudes and found that
egg production correlated with increasing photoperiod at both the northern and southern
hemisphere while it nearly continuous at low latitudes of 10°N. Franklin H. Bronson (1985)
neatly demonstrated the narrowing of the breeding season with increasing latitude in deer mice
(Peromyscus sp.) and lagomorphs (Fig. 17), yet the figure also shows variation between
populations from the same latitude. Timing of birth was also significantly later in Eurasian lynx
(Lynx lynx) from Northern Norway (69-70°N) compared to lynx from Southern Norway (60-
61°N) with an average birth date on the 9t of June versus the 30t of May, respectively (van

Dalum 2013).

A B

Fi?gure 17. Breeding season in deer mice and lagon)mrphs. Local variation in the number of pregnant
females caught in deer mice (Peromyscus) (A) and lagomorphs (B). There is a general trend of a shortening
breeding season with increasing latitude. The X in the left corner of some squares indicates patterns from
the eastern deer mouse (Peromyscus maniculatus) (A) and the snowshoe hare (Lepus americanus) (B)
Figures from Bronson 1985.

These observations do not provide answers whether seasonal timing mechanisms vary with
latitude, since these could be passive responses to the declining winter temperatures and

restricted energy available for reproduction. Photoperiod response studies provide more insight
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in whether or not animals maintain different internal calendars or photoperiod-temperature
calibrations. One such method is through assessing the critical photoperiod, or threshold day
length that induces seasonal phenotype changes between species or populations from various
latitudes. As expected from figure 16, critical photoperiod would increase with latitude for both
spring induced summer preparations and for autumn induced winter preparations, which
effectively shortens the overall breeding season. Most studies have been done on diapause
(winter dormancy) induction in insects and collectively, these studies indeed show longer
critical photoperiods with increasing latitude (populations below 800m altitude, reviewed by
Hut et al. (2013)). Critical photoperiod has also been studied in several vertebrates like fish
(Strand, Hazlerigg, and Jgrgensen 2018), birds (Silverin, Massa, and Stokkan 1993) and
mammals (Hoffmann 1982; Hazlerigg et al. 2018) but population differences and the potential
effect of latitude has rarely been assessed. Although one study on non-migratory great tits
(Parus major) from Tromsg (69°N), Goteborg (57°N) and Italy (45°N) showed that birds from
Tromsg required 12h light for the induction of testes growth while birds from Italy responded to
11h and those from Goteborg needed 11-12h light (B. Silverin, Massa, and Stokkan 1993).

Some studies on mammals suggest that long-day breeding rodents from northern latitudes
require longer photoperiods to induce or maintain the reproductive apparatus. For example,
deer mice (P.maniculatus) from Chihuahua (27°N) and South Dakota (44°N) grew large testes
when transferred from short days (10L) to longer days (14L) while mice from Manitoba (55°N)
needed at least 16 hours for testicular growth (Dark et al. 1983) . Wild caught P.leucopus from
Maine (44°N) and Connecticut (41°N) regressed their testes when transferred from natural
summer photoperiods to shorter (9L) photoperiods while those from Georgia (33°N) remained
reproductively competent, suggesting that photo-induced gonadal regression is more
pronounced in the North (Lynch, Heath, and Johnston 1981). Photoperiod also evoked opposite
immune responses in meadow voles (Microtus pennsylvanicus) from 62°N versus 39°N with
short days enhancing delayed-type hypersensitivity responses in the southern population but
suppressing it in the northern population (Pyter, Weil, and Nelson 2005). Interestingly, short
photoperiods had no effect on body mass and the gonadal response was similar between both
populations. This suggests a differential sensitivity to photoperiod at various physiological

aspects, which may be associated with latitude.

The last three examples also suggest that these mammals do respond to photoperiod in a
location-dependent fashion as we have seen in phenotypic variation that is supposedly adaptive
to the local environment. However, these observations do not provide insight in the mechanisms

behind this phenotypic variation.
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1.3.3 Variation in the seasonal response mechanisms

As discussed in the first section, short-lived mammals such as voles may be more flexible in the
timing of reproduction than long-lived animals since they have only one chance to reproduce in
their lifetimes. One would therefore expect to see opportunistic and year-round breeding at
relatively high latitudes compared to longer-lived species from similar latitudes that rely more

on circannual timing (Fig. 18) (Bronson 1988).

Life Expectancy

< 6 Mos > | Year

FIG. 3. — Speculative relationship between reproductive photoresponsiveness
and latitude in short- and long-lived mammals.

Figure 18. Suggested relation between reproductive photoresponsiveness, life expectancy and
latitude. The width of the grey bar shows relevance of photoperiod in the timing of reproduction, versus
pure opportunistic timing. Short-lived mammals often have only once chance in a life time to reproduce
and may therefore favour more opportunistic than long-lived mammals from the same latitude. Figure
from Bronson (1988).

This opportunism shows as year-to-year variation in the onset and offset of breeding, both
between individuals in a population and within individuals (Ergon, Lambin, and Stenseth 2001).
This suggests that these species are responsive to a number of environmental factors that can
alter their seasonal phenotype. Where and how this flexibility occurs in the PNES, remains a
question to investigate. Understanding the extent of flexibility within the neuroendocrine
response and its underlying causes could provide more insight in how selection can shape
seasonal phenotypes and would enhance our ability to predict the adaptive potential is of a

species or population in the face of environmental change (Lessells 2008; Visser et al. 2010).

On the other hand, when we observe changes in seasonal timing within a population, we cannot
be sure about the mechanisms underlying a population’s response without understanding the
source of flexibility at the individual level. The concept of reaction norms can form a bridge

between an individual’s physiology and genetics and the evolutionary ecology of a population.
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Reaction norms (Fig. 19) quantify the sensitivity to a particular environmental factor (selection
pressure) and the ability to change certain features of the phenotype within an individual or
within a population (West-Eberhard 2008). At the individual neuroendocrine level, one can
envisage a quantitative analysis to evaluate how specific elements in the chain of

neuroendocrine signaling change in response to for example photoperiod and temperature.

Different genotypes shape individual responses to a changing environment and individuals vary
in their degree of phenotypic plasticity (Fig 19a). Phenotypic plasticity is the capacity of an
individual genotype to produce multiple phenotypes in response to environmental change
(Pigliucci, Murren, and Schlichting 2006). Phenotypic plasticity in seasonal timing could
translate in the ability of an individual to modulate the photoperiodic response in for example
reproduction with other non-photic cues such as ambient temperature (Kriegsfeld, Trasy, and
Nelson 2000; Nelson et al. 1989; Visser, Holleman, and Caro 2009; Silverin et al. 2008), food
availability (Haapakoski, Sundell, and Ylonen 2012), activity (Kerbeshian and Bronson 1996),
predation (Haapakoski, Sundell, and Ylénen 2012; Gliwicz 2007) and social environment
(Trainor et al. 2006). For example, low temperatures further stimulated gonadal regression in
prairie voles (Microtus ochrogaster) kept on short photoperiods (Nelson et al. 1989) compared
to individuals from the same population on higher temperatures. In a constantly changing and
unpredictable environment, individuals need to be flexible and opportunistic in their seasonal
response and selection may favour genotypes that can produce multiple phenotypes (Pigliucci,

Murren, and Schlichting 2006; Lessells 2008).

—_—
o~
-

—

b)
— different genotypes

trait (e.g. laying date)

environment (e.g. temperature)

Figure 19. Reaction norms from the endocrine and evolutionary perspective. A: The endocrine
perspective considers the response to environmental change within individuals with different genotypes.
B: The ecological perspective considers changes in phenotype occurrence (the Gaussian curves on the Y-
axis) within a population. Figure modified from Lessells (2008).
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Reaction norms at the population level reflect shifts in phenotype occurrence in response to
environmental change (Lessells 2008) (Fig. 19b). For example, the proportion of individuals
engaging in winter breeding or the onset of the breeding season changes as a function of
temperature (Nelson et al. 1989). Reaction norms are heritable and a shift in phenotypes
occurring in a population may not be the result of individual phenotypic plasticity alone as
individuals vary genetically (Postma and van Noordwijk 2005). Heritability can translate in
persistent differential photoperiodic responses between populations kept under similar
environmental conditions. For example, three generations of artificial selection on
photosensitive breeding or on photoperiodic non-responsiveness in Peromyscus leucopus native
to 37°N, resulted in a line in which 80% of the individuals responded to short photoperiods with
gonadal regression whereas in the other line this was on 16% (Heideman et al. 1999). Similar
experiments also showed heritability of photoperiodic response in P.leucopus, particularly to
short days (Sharp et al. 2015) and red backed voles (Myodes rutilus) (Stevenson, van Tets, and
Nay 2009). Hybrids between northern and southern viceroy butterflies (Limenitis archippus)
with long versus short critical photoperiods showed an intermediate critical photoperiod (Hong
and Platt 1975). Although heritability of phenotypes does not necessarily mean that there is
difference in genetic coding as gene expression patterns can inherit epigenetically (through

heritable methylation patterns) for several generations (Bossdorf, Richards, and Pigliucci 2008).

Yet evolution of populations through selection on individual seasonal reaction norms, can in
turn alter the occurrence of certain genetic variants in PNES response elements within a
population. Attempts have been made to find correlations between variants of genes involved in
the PNES and environmental factors such as latitude. These studies have mostly targeted clock
genes involved in the circadian system. Variation in a functionally significant paralogue of Clock
correlated with latitude in blue tits (Cyanistes caeruleus) (Johnsen et al. 2007). A similar
latitudinal gradient in length variants of OtsClock1b was found in salmon (Oncorhynchus
tshawytscha) and these variants also correlated with latitudinal variation in reproductive timing
(O’Malley and Banks 2008). However, population specific signatures of positive selection on the
clock gene period 2 (Per2) in humans did not correlate with latitude (Cruciani et al. 2008). In
common voles, local photoperiod-temperature relations correlated with intronic and exonic
variation around the hinge region of the TSH receptor (van Rosmalen, 2021). A source of caution
is the relatively small genomic regions assessed; only parts of one gene of interest. On the
contrary, genome wide screenings for genes under selection between populations provide an
unbiased, bottom-up approach. This has already revealed selection on the TSH-receptor in
domestic chickens (Rubin et al. 2010). Chicken domestication may have led to alternations of

TSHr that allow for photoperiod independent year-round breeding (Rubin et al. 2010).
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1.3.4 Detecting signatures of selection in the genome

Genome wide screening for signatures of selection can provide insight in the evolutionary
history of wild populations at the genetic level. A signature of selection is a change in genetic
variation in a specific genomic region occurring as a consequence of environmental selection
pressures that have led to functional differences between populations (Bertolini et al. 2018).
Genes that carry a signature of selection are likely to have functional relevance in relation to
divergent selection pressures and warrant further investigation (Vitti, Grossman, and Sabeti
2013). Genetic variation originates from mutations such as deletions, insertions or single
nucleotide polymorphisms (SNPs) (Freeman and Herron 2004). Such mutations can alter gene
expression when they occur in regions with promoters, enhancers or introns or they can alter
structure of the actual gene product when they fall in coding regions (exons) of a gene (Freeman
and Herron 2004). Mutations that fall in the exonic regions do not always alter the protein
structure of the final products since several three-base pair combinations can encode the same
amino acid. Mutations that do not change the amino acid structure of a protein are therefore
called synonymous mutations. Synonymous mutations may nonetheless affect expression levels
of the gene product because of codon-bias under which translation rates depend on levels and
activity of synonymous tRNAs carrying different triplet codons (Freeman and Herron 2004).
Non-synonymous mutations change the amino acids built into the protein and this may change
and three-dimensional structure and functionality (e.g. enzyme activity) (S. Freeman and Herron

2004).

Signatures of selection in the genome (Fig.20) are the consequence of several forms of natural
selection operating on the phenotypes present in a population. Positive, or in other words,
directional selection is mostly associated with adaptation as it favours certain features in one
population but not the other (Freeman and Herron 2004; Holsinger and Weir 2009). Negative or
purifying selection reduces the occurrence of deleterious mutations in a population whereas
balancing selection maintains a certain level of individual variation through preserving allelic
variants in the gene pool (Casillas and Barbadilla 2017; S. Freeman and Herron 2004). Positive
selection leaves the clearest signature of selection, which is detectible through searching for
locations (loci) with reduced genetic variation (Fig.20). Positive selection namely favours certain
alleles of a gene and drives these to higher allele frequencies within a given population. Under
strong selection pressures, these alleles can reach complete fixation, leaving all individuals
homozygous for this particular allele (Holsinger and Weir 2009; Vitti, Grossman, and Sabeti
2013; Messer and Petrov 2013). Genes on the same chromosome are inherited together and
neighbouring yet functionally unrelated regions are also ‘swept to fixation’ and leave a selective
sweep in the genome (Fig. 20b, c). The selected gene and its neighbours are in linkage

disequilibrium and these genes co-inherit until crossing-over during meiosis dissolves the
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association (Messer and Petrov 2013; Vitti, Grossman, and Sabeti 2013). Strong and recent
selection pressures leave hard selective sweeps with a strong local reduction in genetic
diversity. Milder or older selection pressures leave soft sweeps with only a mild reduction
(Fig.20a). Soft sweeps are much harder to distinguish statistically from background variation

(Messer and Petrov 2013; Vitti, Grossman, and Sabeti 2013).

A frequently used method to detect selective sweeps between two populations is through
calculating the fixation index (Fsr). Directional selection between two populations can alter allele
frequencies by driving an allele to fixation in one population, but not the other (Holsinger and
Weir 2009; S. Freeman and Herron 2004). This index represents the genetic distance between
two populations of the same species at any given locus. It is based on the Hardy-Weinberg
principle (Freeman and Herron 2004), which states that allele frequencies of a given allele are
constant from one generation to the next in the absence of any evolutionary processes. Any
changes in these allele frequencies reveal ongoing selection or genetic drift (Holsinger and Weir
2009). The fixation index evaluates the deviation from neutrality and thus potential influence of
evolutionary processes by comparing changes in heterozygosity scores at any given locus
between two populations (Vitti, Grossman, and Sabeti 2013). Therefore, any differentiation
greater than by chance would lead to a higher local Fsr value (Fig. 20d). The calculation and
application is further explained in the extended method section. Genome-wide calculations of
the Fsr can provide more insight in the evolution of populations from different environments
and reveal novel genes under selection. With the sequencing costs diminishing, this is becoming
an increasingly accessible approach. Several populations of livestock (Guo et al. 2018; Amaral et
al. 2011; Choi et al. 2015) have already been screened for selection signatures but this has not

yet been widely applied on wild populations.
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Figure 20. Detection of selective sweeps in genomic data. A: selection favouring a particular allele
causes a population wide reduction of genetic diversity at the selected genomic position. B) A beneficial
mutation (red star) would drive neighbouring alleles (bars) to high frequency due to linkage
disequilibrium (coupled heritage). C) A selective sweep causes local extended haplotype homozygosity
(EHH). D) Differences in frequency of the selected allele between populations causes the fixation index
(Fst) to increase as selection drives the new allele to fixation in one of the two populations. Figure from
Vitti et al. (2013)
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1.4 Voles: a seasonal species with a wide distribution range

In order to study variation and plasticity within the PNES and local adaption to variable seasonal
environments in mammals, we need a suitable study species. Ideally, these will be seasonal
species, with a wide distribution range and documented flexibility regarding the timing of

reproduction. Based on these criteria, voles of the Microtus genus make excellent candidates.

1.4.1 Evolution of Microtus

Microtus is one of the most speciose mammalian genera within the family Cricetidae (subfamily
Arvicolinae) and the order Rodentia. Currently there are more than 60 Microtus species,
occupying a range stretching from the tropics (M. guatemalensis at 14°N) to the arctic (M. levis
on Svalbard: 78°N), in both Eurasia as North America (IUCN 2021). Microtus originated from the
Pleistocene genus Allophaiomys that is thought to have originated around 2 million years ago
(Chaline et al. 1999). This widespread fossil genus was present in both Eurasia and North
America but may have originated 2.3-2.4 million years ago in China (Zheng and Zhang 2000).
The first fossils of true Microtus species did not appear in the fossil record before 0.5-0,7 million

years ago and the lineage possibly originated in central Asia (Chaline et al. 1999).

The speciation rate in Microtus is currently 60-100 times higher than in most other mammals,
with about 30 speciation events per million years (Triant and DeWoody 2006). The diploid
chromosome number in this genus varies from 17 to 64 and karyotype studies estimate 4-32
chromosomal rearrangements per million years (Sitnikova et al. 2007). The increased gene
density around chromosomal break points (Murphy et al. 2005) provides a source of genetic
diversity, potentially facilitating rapid Microtus evolution. Unclear within- and between species
genetic distances and large variation in mitochondrial cytochrome b sequences further suggests
rapid evolution of this genus (Jaarola et al. 2004). Current molecular data supports the presence
of four lineages within Microtus (Fig.21) that represent a western Eurasian lineage (Microtus), a
predominantly southern European lineage (Terricola) a Northern American lineage (Nearctic
species) and a predominantly Asian lineage. The former two have the strongest molecular

support (Jaarola et al. 2004).
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Figure 21. Phylogenetic tree of Mictrotus species. The tree is based on cytochrome b sequence

homology. The bootstrapping scores given in the tree show four well supported phylogroups. Chinomys
(snow voles) and the Clethrionomys (or Myodes) rutilus (red-backed vole) was used as an outgroup for
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Figure 22. Tundra vole distribution range. Global range and image of the tundra vole (Microtus
oeconomus) and an overview of the four different phylogroups (symbols) of tundra voles samples studied
by Brunhoff et al. (2003).

In this thesis, we focused on the tundra vole or root vole (Microtus oeconomus) and the common
vole (Microtus arvalis) (Pallas, 1776, Pallas 1778). Tundra voles belong to the ‘Asian’ lineage
(subgenus Pallassiius) (Haring, Sheremetyeva, and Kryukov 2011) and are the most widespread
species of Microtus (Fig.22), living in both Eurasia as well as North West America, with a
latitudinal range of 43°N in Kazakhstan and China up to 74°N in Russia (Linzey et al. 2016). The
diploid chromosome number is 30 and karyotype evolution is higher in M.oeconomus than in
other Microtus species (Lemskaya et al. 2010). There are four distinct phylogroups within the
species; a Northern European (Northern Scandinavia and West Russia), a central European
(central Europe and Southern Scandinavia), an Asian and a Beringian group. The genetic

distances (mtDNA) between the groups varies from 2 to 3.5 % (Brunhoff et al. 2003). The origin

34



of the species remains unclear but it could have taken place in central Asia (Rausch 1963). The
European lineages are estimated to have split between 0,2-0,33 million years ago and have
possibly originated in the Urals. Tundra voles colonized Europe via Northern and Southern
routes and central European tundra voles were already present before the last glacial maximum.
The Asian group East of the Ural mountains has a more diverse origin and may have split from
the two European lineages between 0,29-0,49 million years ago. It is unclear when tundra voles
colonized Alaska, but the high genetic similarity with far eastern Russian voles suggest a rather

recent colonization during the last glacial period (Brunhoff et al. 2003).
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Figure 23. Common vole distribution range. Global range and image of the common vole (Microtus
arvalis) and an overview of the five different phylogroups (symbols) of common voles samples studied by
Haynes, Jaarola and Searle, (2003).

Common voles (Fig. 23) are mostly endemic to Europe and their range goes from 38°N in Spain
to 62°N in Finland and Western Russia (Haynes, Jaarola, and Searle 2003). There are five

phylogroups within the species; an Italian, and Eastern, a Central a Western European group.
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The last Asian group is by some authors considered as a different species: M. obscurus (Haynes,
Jaarola, and Searle 2003). The Asian obscurus group has a different karyotype than the other
groups but close genetic distances make it debatable whether this is a separate species or a
subspecies. The range of the latter group reaches as far east as to Lake Baikal (Yigit et al. 2016).
Mitochondrial DNA analysis suggests a recent colonization of Northern Europe from several
Southern refuge areas during the last glacial maximum (Heckel et al. 2005). However, common
voles may have migrated from North East to Southern Europe before the last glacial maximum

(Heckel et al. 2005).

Summed up, the tundra vole has a more northern paleogeographic history than the common
vole and the center of the European distribution range is 60°N for the tundra vole and 53°N for

the common vole.

1.4.2 Microtus life history

Despite the rapid evolution rate and great genetic variation on both the nucleotide and
chromosome level, voles show surprising little superficial phenotypic variation: they are all
small brown-grey rodents weighing roughly between 20 and 80 gr. Vole species generally live in
meadow like habitats at various altitudes; from tundra to dry steppe regions and some species
live predominantly subterraneous (Fig.24). Many Microtus populations cycle strongly in density
with several years interval depending on the species and location (Mihok, Turner, and Iverson

1985; Lambin, Bretagnolle, and Yoccoz 2006; Zub et al. 2012).
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Figure 24. Distribution range of the Microtus genus (data from IUCN Red List).

Voles are active, small herbivorous, mostly grass-eating rodents, which require frequent
foraging to uphold their high metabolic rates (Nieminen, Hohtola, and Mustonen 2013). In
contrast to many other rodents living in temperate regions, voles do not hibernate in winter and
stay active year round. At higher latitudes, they live in tunnels under the snow and huddle

together to cope with the cold (Korslund 2006). Social behavior may vary with the season and
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for example, common voles (M.arvalis) are more social in winter than during the breeding
months in summer, when they exhibit stronger territoriality (Eccard and Herde 2013). Activity
patterns and body temperature rhythms of tundra voles and common voles can vary from
strictly nocturnal to ultradian with nocturnal bias to ultradian without diurnal or nocturnal bias
(Nieminen, Hohtola, and Mustonen 2013; Halle 1995; Gerkema and Verhulst 1990). Ultradian
activity patterns seem to be more common in autumn and winter (Halle 1995) and can be
induced in the lab by simulated food scarcity and low temperature (van Rosmalen and Hut,

2021)

The mating systems observed in Microtus varies from promiscuity, polygyny to predominantly
monogamy in M.ochrogaster (Getz and Hofmann 1986). The mating system varies both between-
as well as within species, with M.oeconomus (Tast 1966; Morgan and Williams 1989; Viitala et al.
1996) showing both promiscuity as well as monogamy. Female voles have either spontaneous
or induced ovulation and form a vaginal plug after mating (Breed 1967; Moffatt, Nelson, and
Devries 1993). The gestation time is short (~3 weeks) and most species breed seasonally in
summer (Fig. 25). In colder regions at higher latitudes or altitudes, breeding season shortens
and is confined to the summer months. Breeding also ceases during hot and dry periods,
resulting in a bimodal breeding pattern, as observed in reed voles (M.fortis) (Zhengjun 1996), in
which breeding activity is highest in spring and autumn. Species native to lower latitudes and
altitudes breed year round (Fig. 25). The timing and length of the breeding season varies greatly
between species and even between years, as observed in M.oeconomus (Tast 1966) and
M.agrestis (Ergon et al. 2001). Many vole species are highly opportunistic and flexible regarding
reproduction and even the more northern seasonally breeding species are capable of winter
breeding under favorable conditions, as has been observed in M.oeconomus (Tast and Kaikusalo
1976), M.pennsylvanicus (Kerbeshian, Bronson, and Bellis 1994), M.townsendii, (Lambin and
Krebs 1991), M.ochrogaster (Nelson et al. 1989) M.arvalis (Balaz 2010a) and M.agrestis (Tast
and Kaikusalo 1976). The successful establishment of a sibling vole population (M. levis, native
to Eastern Europe) on Svalbard (78°N) further underlines the adaptive stretch of Microtus

(Yoccoz, Ims, and Steen 1993).

In seasonally breeding species, the breeding season starts with the overwintering cohort coming
to reproductive maturity first in spring. Then breeding occurs in several cohorts during summer
until and it stops again in autumn, leaving a generation of small, pre-mature voles to overwinter

and reproduce in the next season (Fig.26). That makes voles typical long-day breeders.

37



Latitude Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec
66-70°N
61-65°N

56-60°N
51-55°N

46-50°N

41-45°N

36-40°N
31-35°N
26-30°N

21-25°N

15-20°N

Figure 25. Timing of breeding in Microtus. Overview of breeding activity in various vole species at
different latitudes based on literature. Dark green is when the majority of the individuals was caught in a
reproductively active state (males with large testes, pregnant females). Light green is when breeding still
occasionally occurs. This figure does not include rare instances of winter breeding at higher latitudes.
[llustration by M.J.van Dalum.

References for the figure:

M.oeconomus (Tast 1966; Lambin, Krebs, and Scott 1992; Gliwicz 1996), M.abbreviatus (Raush and Raush,
Virginia 1968), M.xantoghanatus (Wolff and Lidicker Jr. 1980), M.longicaudus (van Horne 1982),
M.pennsylvanicus (Innes and Millar 1990), M.richardsoni (Ludwig 1988), M.agrestis (Ergon et al. 2001)
M.arvalis (Balaz 2010a), M.townsendii (Lambin and Krebs 1991), M.montanus (Sera and Early 2003),
M.pinetorum (Miller and Getz 1969), M.duedecimcostatus (Paradis and Guédon 1993), M.lusitanicus
(Ventura, Jiménez, and Gisbert 2010), M.pinetorum (Smolen 1981), M.mexicanus (Hilton 1992), M.fortis
(Zhengjun 1996).
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Tundra voles are one the largest of the genus and are
well adapted to the cold (Nieminen, Hohtola, and
Mustonen 2013). In Northern Canada, they live mostly
in wet sedge meadows, cotton grass marches, near
tundra lakes (Lambin, Krebs, and Scott 1992) or near
willow thickets, as was observed in Northern Norway
(Ims 1997). Dependent on the region, they spend
several months of the year under the snow, exhibiting
free running ultradian rhythms and social
synchronization (Korslund 2006). In Northern
Canada, there was little competition with collared
lemmings (Dicrostonyx groenlandicus) as they do not
occupy the same wet areas as tundra voles (Lambin,

Krebs, and Scott 1992).

Population density cycles of tundra voles vary in
length and intensity; in Finnmark, the interval is
about 3-5 years (Ims 1997) while in Poland this was 3
years (Zub et al. 2012). High predation risk increases
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Figure 26. The vole life cycle. Diagram based
on data from tundra voles in Poland (53°N)
(Gliwicz 1996). Breeding starts with the
overwintering cohorts (blue) coming to
reproductive maturity and producing the first
spring born cohort (red). The short gestation
time allows for several subsequent cohorts to
be born in the same season (red). However,
late born cohorts delay growth and
maturation in order to overwinter (blue).
Cohorts consisting of mature individuals that
have bred in summer are unlikely to survive
the winter. [llustration by M.J.van Dalum.

female reproductive performance (Gliwicz 2007) whereas high population densities reduced

this (Gliwicz 2007; Bian et al. 2015). The latter is also suggested to influence the offset of the

breeding season (Tast 1966). The mating system of tundra voles is predominantly polygynous

or promiscuous (Tast 1966; Gliwicz 1997) but voles can shift to monogamy in patchy habitats

when mortality is high and populations are in decline (Viitala et al. 1996). Male parental

investment was stronger in Northern tundra voles (Norway, 70°N) compared to southern

populations (Norway, 61°N) (Ims 1997) and these results indicate that some biparental care

occurs within the species.

The onset and offset of the breeding season in tundra voles ranges from early May to early

September in Kilpisjarvi (69°N), Northern Finland (Tast 1966) and at the Northern Canadian
coastline (69°N) (Lambin, Krebs, and Scott 1992). In Poland (53°N), near lake Ros, breeding

started already in early March and lasted until early September (Gliwicz 1996). Several

populations investigated in Lithuania (54°-56°N) were reproductively active from April until the
end of October (Balciauskas, Balc¢iauskiene, and Janonyte 2012). Under favourable conditions,
winter breeding might occur as far north as Northern Finland (Tast and Kaikusalo 1976). Litter

size and birth weight of tundra voles seems to vary with latitude. In central Norway (61°N) litter
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size was larger but neonates were smaller compared to voles from Northern Norway (70°N).
Body mass of overwintering voles was also 51% higher in the North Norwegian population
compared to the central one. Crossbreeding and cross-fostering between these two populations
resulted in an intermediate phenotype, which suggests that body mass has a genetic basis (Ims

1997).

Common voles were found on grasslands and farmlands in France (Dellatre 1992) and near
cultural steppe regions agricultural areas in Slovakia, up to 1900 m altitude (Balaz 2010b).

Like in the tundra vole, common vole populations cycle with an interval of 3-5 years with the
amplitude of density fluctuations being higher in Northern populations (50-55°N) than in
Southern populations (41-44°N). Some southern populations showed irregular non-cyclic
oscillations in density (Mackin -Rogalska 1990). Their activity pattern is ultradian and is
synchronized within a population which may enhance safety from predators (safety in numbers)

and facilitates communication of predator presence to other voles (Gerkema and Verhulst 1990).

Common voles also exhibit seasonal breeding in cohorts (Eccard and Herde 2013) with breeding
starting with the overwintering cohort. Females breed either in groups of on average three
individuals or solitary. They make large burrows consisting of various chambers and expressed
aggression and territoriality against unfamiliar individuals (Boyce and Boyce 1988). Females
tend to form monogamous bonds but non-monogamous breeding also occurred (Ricankova,
Sumbera, and Sedlacek 2007). Although females invested significantly more in parental care, the
male was found in the nest, licking the pups, huddling in the nest and moving nest material

(Gromov 2013).

In Slovakia (48°N), reproduction began in mid-February and lasted until mid-October or
occasionally until November. In mild winters, females were also found pregnant in January
(Balaz 2010a). The reproductive period was shorter in common voles from higher altitudes as
compared to lower altitudes. Their body mass did not vary with altitude but the body length was
shorter in high altitude voles, giving them stouter bodies. This was suggested as a cold
adaptation as temperature explained variation in somatic data more directly then did altitude

(Bal4z 2010b).
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1.4.3 Photoperiodic regulation of growth and reproduction in Microtus

Given the high year-to-year and individual (Fig. 27) variability in reproductive performance and
the ability to reproduce in winter under favorable conditions, it was long unclear what role
photoperiod plays in the timing of reproduction. Several factors such as food quality and
quantity (Nelson and Blom 1993; Berger, Negus, and Rowsemitt 1987), ambient temperature (
Nelson et al. 1989; Kriegsfeld, Trasy, and Nelson 2000; Dark and Zucker 1983), population
density (Ergon et al. 2001; Bian et al. 2015), predation risk (Gliwicz 2007; Haapakoski, Sundell,
and Ylonen 2012) or social cues (Trainor et al. 2006) have been suggested as factors affecting

seasonal reproduction in voles more than photoperiod.

160
140
N’é‘ 1201
‘-u‘1 §
x 00
E E
» 801
k7
= 60-
401
20 -

- 1012 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42
Weeks in Short Day Lengths

Figure 27. Strong individual variation in testicular regression. Data from wild caught adult,
reproductively active meadow voles (Microtus pennsylvanicus) housed under short photoperiods in the
laboratory. Figure from Kerbeshian, Bronson and Bellis (1994).

However, photoperiod can affect the vole life cycle at potentially three time points. Namely
through spring activation of reproduction in overwintering sub-adults, through photoperiodic
imprinting in the prenatal state, and through suppression of reproductive activity in mature

adults at the end of the breeding season (Fig.28).
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Photoperiod at 53°N
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Figure 28. Potential timing effect of photoperiod in the vole life cycle. Increasing photoperiod may
stimulate the overwintering generation to mature and reproduce. Pups experiencing an increasing
photoperiod mature rapidly whereas pups experiencing decreasing photoperiods delay maturation until
the next breeding season. Adults that have reproduce may regress their gonads and reduce body mass at
the end of the breeding season. Illustration by M.J.van Dalum.

The overwintering generation - the onset of the breeding season

The overwintering cohort comes to reproductive maturity when photoperiods begin to increase
in spring. They form the first generation that reproduces during the breeding season. Indeed,
long days in field voles (M.agrestis, latitudinal range: 41-70°N ) captured near Aberdeen,
Scotland (57°N) induced an increase in body mass, which was largely due to increased gonadal
growth (Krél et al. 2005). Long days also enhanced proceptive behavior in female prairie voles
(M.ochrogaster) under laboratory conditions (Moffatt and Nelson 1994). Although even in the
absence of a long-day signal, meadow voles (M.pennsylvanicus) become refractory to the
inhibitory effect of prolonged short photoperiods and spontaneously produce spring-ready
offspring (Lee and Zucker 1988). Pups born from mothers who had been on short days for 2
weeks (mimicking late autumn/early winter) were small and had regressed gonads, whereas
those born from mothers kept on short days for 26 weeks (mimicking late winter/early spring)
grew much faster and had larger testes (Lee and Zucker 1988). This suggests that increasing

photoperiod is a stimulating factor but not a requirement for spring breeding.

Photoperiodic imprinting in the perinatal phase - the growth trajectory

The photoperiod experienced before weaning shows the clearest relevance of seasonal timing in
the vole life cycle. Voles born under increasing photoperiods grow and mature fast to breed
during the same season whereas those born under decreasing photoperiods grow slowly and
delay maturation until the next season. In field data from tundra voles studied in Poland (53°N)
the first cohort, born from overwintering individuals, indeed grew and matured fast and

reproduced during the same season. Following cohorts born in mid-July, when photoperiods
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begin to decrease, showed a remarkable drop in growth rate. These individuals rarely sexually
matured. Instead, they retained a low body mass, stayed in a pre-mature state and thereby
formed the overwintering cohort (Gliwicz 1996). Lower body mass and increased metabolic
rates were indeed associated with higher survival rates in tundra voles from Poland (Zub 2014)
and Norway (Aars and Ims 2002). Lower a body mass is indeed associated with reduced

energetic costs in small mammals (<100g) (Lovegrove 2005).

In this thesis, we focused on the effect of pre-weaning photoperiod on post weaning growth and
reproduction. Given the relevance of photoperiodic imprinting in the perinatal phase for our
research, we have written a review on this - see chapter 7(van Dalum et al. 2020).

As stated earlier in the introduction, it may be the directional change in photoperiod and thus
the photoperiodic history that explains growth patterns in voles. This was neatly demonstrated
in an experiment on Montane voles (M.montanus) (Horton 1984a). Pups were gestated and kept
under either 8 (8L) or 16 (16L) hours of light per day until weaning. After weaning, they were
divided over three post-weaning groups and exposed to either 8L, 14L or 16L. The intermediate
photoperiod of 14L revealed the effect of pre-weaning photoperiod clearly. Pups from born in 8L
experienced an increase in day length and were heavier with better developed reproductive
tracts than those born in 16L, who experienced a decrease in day length. Here, both groups
experienced the same post-weaning photoperiod, except that they had a different photoperiodic
history. Further experiments demonstrated that the photoperiod in utero, during gestation,
determined the pup’s growth response in relation to various post-natal photoperiods (Horton
1984b). In order to exclude post-natal effects of the birth mother through milk, montane vole
pups were transferred to foster mothers who had experienced either the same or the opposite
photoperiod during pregnancy as the birth mother. The results clearly showed the effect of
maternal photoperiodic imprinting: namely that the photoperiod (long or short) experienced by
the birth mother determined the pup’s growth response under intermediate photoperiods (
Horton 1985). Cross-fostering experiments in meadow voles (M.pennsylvanicus) revealed the
same pattern (Lee 1993) . Maternal photoperiodic imprinting also affects growth in Siberian
hamster (Phodopus sungorus), and the effect of melatonin was assessed through housing
pinealectomized hamsters under constant light. Melatonin administration (mimicking short
days) could indeed restore the somatic and gonadal growth response offspring(Horton, Ray, and
Stetson 1989). Long (16L) or short (8L) photoperiods experienced prior to weaning (21 days)
affected the dio2/dio3 expression pattern in tanycytes of Siberian hamsters exposed to
intermediate post-weaning photoperiods (14 L) possibly through altered sensitivity to TSH[3
(Saenz de Miera et al. 2017). Plasticity in response to photoperiodic history may thus occur at

the level of tanycytes. Since maternal photoperiodic imprinting and cohort breeding is similar
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between hamsters and voles, these results form the basis for our experiments performed in

paper I, Il and III in this thesis.

Reproductive suppression in mature adults - the offset of the breeding season

Mature adults that have reproduced during the breeding season rarely survive the winter.
Instead, the pre-mature cohort that delayed growth forms the majority of the overwintering
voles that will reproduce the spring after ( Zub et al. 2014; Gliwicz 1996; Eccard and Herde
2013). However, Ludwig, (1988) live-trapped two female water voles (M. richardsoni) in Alberta,
Canada (51°N) that had reproduced during their birth season and in the breeding season a year
later. Given the low winter survival chances of mature adults, short-lived species must be more
opportunistic regarding breeding and they may retain reproductive activity regardless of

decreasing photoperiods and temperatures in autumn (Bronson 1988).

Although adult reproductively active hamsters as well has voles have showed gonadal
regression in response to short days and this opposes the hypothesis that once mature, they
remain in a breeding state. In a lab colony of prairie voles (M.ochrogaster) originally trapped
near Illinois (40N°), adult males (>45 days) reduced testes mass and seminal vesicle weight
when transferred from long to short photoperiods compared to males maintained on long
photoperiods. Immature males also had low testes mass under short photoperiods, possibly
because of delayed maturation as described above. Photoperiod had no effect on reproductive
performance on adult females. Interestingly, despite reduced testes mass, adult males remained
fertile and produced the same number of offspring when housed with a female as did males with
large testes housed under long photoperiods. However, immature males with small testes
housed under short days, did not produce any offspring. Body mass was not affected by

photoperiod in any case (Nelson 1985).

The degree of gonadal regression in response to short photoperiods varied strongly between
wild meadow vole males from Pennsylvania (41°N) (Fig.27). All wild males were in breeding
condition and had large testes before short day (8L) exposure in the lab. Body mass was also
significantly reduced after 10 weeks under short photoperiods (Kerbeshian, Bronson, and Bellis
1994). Short day induced gonadal regression was not affected by age (3-30 weeks) in lab-reared
males (Kerbeshian, Bronson, and Bellis 1994). Similarly, male field voles (M.agrestis) reared in
the lab under LP to SP at an age of 35, 55 and 80 days all showed gonadal regression with no
significant effect of age (Grocock 1980).

44



It is questionable why adult individuals of various species still respond with gonadal regression
and in some cases with body mass reduction in shortening days. This may still be an ‘attempt’ to
increase winter survival chances in case winter breeding opportunities occur under favourable

conditions, as gonadal regression may not necessarily reduce fertility (Nelson 1985).

1.4.4 Photoperiodic regulation of non-reproductive parameters

Seasonal fluctuation in gonadal- and body mass is variable per species and is possibly affected
by the local seasonal environment (as suggested in figure 17). In a seasonal environment,
energy saving mechanisms and moult may be more obligatory for survival than is gonadal
regression yet the exact role of photoperiod and temperature on these parameters is not entirely
clear. Adult meadow voles (M.pennsylvanicus , latitudinal range 30-70°N) kept under laboratory
conditions responded to short photoperiods with a reduction in body mass and food intake, as
well as with gonadal regression and growth of winter pelage (Dark and Zucker 1983). Body
mass and brown adipose tissue (BAT) was reduced by low temperature but not by photoperiod
in prairie voles, although photoperiods but not temperature induced growth of winter pelage
(Nelson 1985). Tundra voles (M.oeconomus)* from Tibetan plateau (37°N, altitude: 2275m) are
exposed to extreme cold during the winter months and short day lengths alone significantly
increased thermogenesis capacities and winter survival adaptations, such as lower body mass,
increased energy intake, a higher basal metabolic rate and increased non-shivering
thermogenesis (Wang, Zhang, and Wang 2006). Temperature can interact with photoperiod in
regards to gonadal growth, body mass regulation and mount, yet how these factors interact with

the PNES has not been studied extensively .

1.4.5. The PNES in voles

The Dio2/Dio3 expression ratio in wild Brandt’s voles (Lasiopodomys brandtii) from Inner
Mongolia, China (45°N) was correlated with testes mass and followed photoperiod with an
increase in DioZ2 in spring and an increase in Dio3 in autumn. Body mass and testes mass was
largest in overwintered adults. Juveniles and non-overwintered adults had smaller testes, which
were further reduced towards the end of the breeding season in October. The age dependent
gonadal development was reflected in altered Kiss-1 and Rfrp-3 expression, which may be

governed by the photoperiodic control of the Dio2/Dio3 expression ratios (Wang et al. 2019)

At the start of this thesis project, only one study by Krél et al. (2012) has investigated the PNES
in Microtus. They studied the effect of food quality and photoperiod on seasonal gene expression,
gonadal growth and body mass in female common voles (M.arvalis) native to the Netherlands

(53°N). The plant metabolite 6-methoxy-2-benzoxazolinone (6-MBOA) is present in early grass
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shoots and this was hypothesized to enhance reproduction in voles (Meek, Lee, and Gallon 1995)
but no effect was found in this study. Neither did 6-MBOA nor photoperiod affected body mass
and long photoperiods only increased uterus and ovary mass slightly, although the effect was
significant. However, photoperiod but not 6-MBOA, strongly affected expression of genes
involved in the PNES. Voles of age 1-7 weeks were kept on 8L for 10 weeks and then either

maintained on 8L until sampling 10 days later or transferred to 12L or 16L for 10 days.

Expression of THSf and DioZ in the pars tuberalis of the pituitary stalk was largely increased
under 16L but barely detectable under 8 or 12L. Dio3, however had the strongest expression in
8L, was still expressed in 12L but was absent in 16L. This demonstrates that the common vole
PNES clearly processes photoperiod at the hypothalamic gene expression level but that
downstream somatic- and gonadal effects are less clear. This study did not account for age

dependent effect of photoperiod on the growth trajectory.

Taken together, these studies show that voles are flexible in their response to photoperiod and
that other factors such as temperature can modulate the vole seasonal phenotype downstream
of the PNES. The perinatal photoperiod in which maternal photoperiodic imprinting plays an
important role, has the strongest seasonal timing relevance in vole development through which
we examined plasticity of the vole PNES in relation to the paleogeographic history in the

northern tundra vole and southern common vole .

*The distribution range map of M.oeonomus provided by IUCN red list, does not show occurrence of the species on the
Tibetan plateau. The only Microtus species living there is the Lacustrine vole (M.limnophilus), which closely resembles
M.oeconomus (IUCN 2021). Barcoding revealed that 8 of the 10 museum samples described as M.oeconomus from
Mongolia, north of Tibet, were in fact M.limnophilus.
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2. Research aim

The Dutch behavioural biologist Niko Tinbergen (1963) recognized that any biological problem,
observation or trait, can be approached through asking four questions:

What is it for, how does this affect fitness?

How did it evolve through history?

How did it develop, what is the ontology of the trait?

How does it work, what are the causal mechanisms?
These four questions are still widely used to create a more complete understanding of biological
phenomena. With these questions in mind, [ aimed to study phenotypic and genetic variation in
the mammalian seasonal time keeping mechanism in relation to latitude of origin. Tundra voles
(Microtus oeconomus) native to higher latitudes (43-74°N) and common voles (M.arvalis) native

to lower latitudes (38-62°N), served as model species.

This overall goal led to the following research questions:

1) Do tundra voles and common voles respond to photoperiod differently and if so, how
does this phenotype develop with age?

2) Can we measure a critical photoperiod at different mechanistic levels for the
expression of a summer phenotype and does temperature modulate the response?

3) Have tundra voles, native to higher latitudes, evolved different critical photoperiods
and temperature modulation mechanisms than common voles?

4) Can we detect signatures of selection between tundra voles from high (70°N) versus
lower latitudes (53°N) and do any observed signatures relate to known genetic

mechanisms underlying photoperiodic time measurement?

We took a top-down approach to the first questions, looking for observable phenotype
differences and searching for underlying neuroendocrine mechanisms, down to expression of
genes in the brain and pituitary gland. Here we primarily assess Tinbergen’s questions
concerning causal mechanisms and ontology but also touch upon the evolutionary history
between the species. The last question constitutes a bottom up approach in which we search for
within-species genetic variation that could have originated from latitudinal selection affecting
the seasonal phenotype. Hereby we consider Tinbergen’s question regarding evolution. Taken
together, | hope that these combined approaches will generate new insights into the evolution of

seasonal time keeping mechanisms in mammals.
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3. Methods extension: theory of sequencing and
bioinformatics

3.1. De novo sequencing strategies

In order to detect signatures of selection between a Northern (Ifjordfjellet, Norway, 70°N) and
Southern population (Biatowieza, Poland 52°N) of tundra voles, we first needed a good reference
genome of the species. We have achieved this through de novo sequencing (creating a reference
genome of a species that has not been
sequenced before) of one representative

individual. Then we re-sequenced a pool of Tundra vole

reference genome
individuals from each population and (1 individual)

compared this with the reference genome to
Mapping
screen for genetic variation between the onto reference

Poland population Finnmark
(South) population (North)

populations (Fig. 29).

Sequencing is the translation of genomic . . . .
Figure 29. Schematic overview of the sequencing

DNA base pairs (adenine, cytosine, guanine strategy. Genomic data from the two populations
was mapped onto the de novo tundra vole reference
genome to find loci under selection. Illustration by
M.J.van Dalum.

and thymine) into a sequence of letters
(A,C,T,G). There are a number of sequencing
methods available, each coming with costs
and benefits (Giani et al. 2020). For this project, we combined next generation and third
generation sequencing. Next generation sequencing (NGS) or also called second generation
sequencing, is a collective term for high throughput massive parallel sequencing technologies
that can sequence entire genomes per run by sequencing many small DNA fragments (<300 base
pairs) simultaneously (Niedringhaus et al. 2011). Third generation sequencing is massive
parallel sequencing of much longer fragments (up to the size of chromosomes). We chose the
next generation sequencing technology provided by the company Illumina and the third

generation by Oxford Nanopore Technologies.
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3.1.1. Illumina paired-end sequencing

For sequencing with the [llumina technology (Fig. 30), DNA is first sheared into smaller
fragments of variable sequence lengths (often 200-1000 bp). This is called library preparation.
Then a DNA polymerase, which draws fluorescently labeled new base pairs from the solution in
which the reaction takes place, amplifies these fragments. Each new base pair (bp) that is built in
by the polymerase, gives off a light signal unique for the type of base pair (A,C,T,G). The machine
then reads this signal (www.Illumina.com). [llumina machines can produce high quantity and
high quality readings with relatively few sequencing errors (Pfeiffer et al. 2018; Tucker, Marra,
and Friedman 2009). The drawback is that the machine is limited to produce sequence readings
(called reads) of a limited length, often set between 50 to 300 bp. The tundra vole reference
genome was sequenced on an [llumina HiSeq 2500 machine with 250 bp reads. When an entire
genome consisting of 2.3 Gbp (2.3 *109 bp) is sheared into smaller fragments of which only 250
bp is sequenced, any spatial information about gene locations is lost. However, algorithms can
use the degree of overlap between individual reads and assemble them into longer continuous
sequences called contigs (Brown 2002; Miller, Koren, and Sutton 2011). However, since the
reads are so short, repetitive regions in the genome are difficult to map with using read overlap
only. This still leaves many gaps where there is no continuous overlap between reads resulting

in a large number of small contigs of which the actual location in the genome remains unknown.
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Figure 30. [llumina sequencing technique. Forward and reverse adaptors are attached to the double
stranded DNA fragments. DNA is separated into single strands so that adapters bind to complementary
anchor sequences on the flow cell. DNA folds to neighboring anchor points and forms a bridge. Strands are
copied with PCR to form clusters of identical fragments in forward and reverse direction. Sequencing
starts with DNA polymerase adding fluorescently tagged individual base pairs to the DNA fragment. This
happens in cycles: during each cycle, one base pair is added to all the anchored fragments simultaneously.
Each incorporation gives off a light signal indicating implementation of an A,C,T, or G base pair, which is
read by the machine. The number of cycles determines how many base pairs are added to each strand and
thus who long the sequence reads are. lllustration by M.J.van Dalum.

This number of gaps between contigs can be reduced through paired-end sequencing, which
greatly improves the spatial quality of the genome assembly. Since DNA is double-stranded, it
can be read in two directions: forward and reverse (Fig.30, Fig 31). The DNA fragments
generated during library preparation are longer than the set 250 bp read length. They attach to
the anchor points on the flow cell (Fig. 30) and are first sequenced in forward direction and then
in reverse direction. The forward and reverse reads are generated in the same order and this
way, we know which reads form pairs based on the read numbers. This gives a forward 250 bp
read from a given fragment and a reverse 250 bp read from the same fragment with an unknown
region in the middle (Fig 31). Based on the type of library preparation, the length of this
unknown region can be estimated and this greatly improves the assembly of the reads,
especially when the fragment length is long enough that the forward and reverse reads do not

overlap in the middle (e.g. fragments longer than 500 bp).

Assembly algorithms can utilize this paired end information and close the gaps between some
contigs. For example, when the read 1 of a pair is mapped at the end of one contig and read 2 of a
pair at the beginning of another, we now know that they originated from the same DNA fragment
and that these contigs can be tied together. These longer sequences generated through tying
contigs together are called scaffolds (Fig.31) (Tucker, Marra, and Friedman 2009; Innes and
Millar 1990).
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Figure 31. Steps behind assembling Illumina paired end sequence reads.

Genomic DNA consisting of chromosomes is sheared into small fragments of variable length. Adaptors
(purple and cyan) are attached for the sequencing machine to recognize the fragments and sequence them
to produce a set length (here 250 bp) reads. In pair-end sequencing, each fragment is sequenced both
ends to generate a pair of two reads, forward (5’ to 3’) and reverse (3’ to 5’). Forward and reverse pairs
are located next to each other on a flow cell, which tells which pairs belong together. Reads are assembled
based on sequence overlap to form contigs. The number of reads matching with a certain region is called
coverage. Matching pairs can tie contigs together in places were no reads can be mapped or when
mapping is difficult due to sequence repeat regions. Tied contigs are called scaffolds. Illustration by
M.J.van Dalum.
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Another important concept to know for understanding sequencing and genomics is coverage,
also called sequencing depth. The sequencing machine generates reads of which the sum length
exceeds the total length of the genome an X number of times. In the case of the tundra vole
reference genome, this was 77x and we can say that the coverage was on average 77 fold. When
all these reads are assembled together, they generate regions of overlap and the number of
reads overlapping at a certain region of the genome is called the coverage of this location

(Fig.31).

Several statistics indicate the quality of an assembly regarding the contig- and scaffold lengths
(see below) (Miller, Koren, and Sutton 2011). The N50 is a good indicator for the overall contig-
and scaffold length in an assembly. The scaffolds and contigs are arranged from longest to
shortest and the length of the scaffold or contig that sits at 50% of the total genome length is the
N50 (Fig.32).

N50 scaffold length

Scaffolds arranged after size

Figure 32. Visualization of the N50 statistic. Scaffolds and contigs are arranged after length and the
length of the scaffold or contig located at 50% of the total genome length is the N50 contig/scaffold length.

The L50 is the smallest number of contigs/scaffolds of which the length sum is half the genome
size. In figure 32, this is three. Table 1 summarises the statistics for the tundra vole reference
genome generated with an [llumina HiSeq 2500 machine with 250 bp reads and a an average

coverage of 77 fold.

Table 1. Statistics for M.oeconomus de novo assembly generated from Illumina sequence reads.
Kbp = kilo base pairs(103 bp), Mbp = mega base pairs (106 bp) , Gbp=giga base pairs (10° bp).

Nr of scaffolds 562436
Gaps between scaffolds 0

Longest scaffold 0.929 Mbp
Scaffold N50 0.115 Mpb
Scaffold L50 5556

Nr of contigs 589027
Contig N50 51,2 Kbp
Contig L50 13221
Longest contig 0.418 Mbp
Total sequence length 2.307 Gbp
Ns (= any base pair) 265,876,7
% Ns 0.12

GC content 42.17%
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Table 1 shows that the reference genomes consisting of a large number of contigs/scaffolds with
the longest scaffold being less than a million base pairs (0.92 Mbp).The genome is divided over a
number of chromosomes that varies between species (2n=17-64, see overview in Lemskaya et
al. (2010). The chromosome length of the sequenced prairie vole (Microtus ochrogaster, NCBI:
txid79684 ) varies from 15.4 to 126.7 Mbp . The length of a gene varies strongly and longer genes
can reach lengths of up to 0.39 Mbp (e.g. Gria4) which exceeded the length of most scaffolds in
the assembly (Fig.34). As these lengths indicate, we ran into problems concerning downstream

analysis of genes under selection

3.1.3 Oxford Nanopore sequencing

Therefore, we also performed third generation Oxford Nanopore sequencing
(www.nanoporetech.com) on a PromethION machine. This generates much longer reads, up to
the length of an entire chromosome. In this method, a single stranded DNA strand is pulled
through small pores in a membrane using a voltage difference (Fig.33). As the base pairs of the
single stranded DNA strand pass through the pore, they alter the ion flow within the pore that
creates a readable current. An adaptor molecule attached to the pore reads these current
alternations caused by passing DNA base pairs and sends these to a computer. The advantage of
this method is the generation of very long sequence reads compared to the small reads produced
by next generation technologies such as Illumina sequencing. A current drawback is the
relatively high error rate (Lu, Giordano, and Ning 2016; Laver et al. 2015). Therefore, we have
combined these two methods to generate a high quality tundra vole reference genome (Table 2)

in which spatial information regarding gene positions is preserved.

NANOPORE SEQUENCING

At the heart of the MINION device, an enzyme unwinds DNA,

feeding one strand through a protein pore. The unique shape of §
each DNA base causes a characteristic disruption in electrical
current, providing a readout of the underlying sequence. r\

DNA double
helix

DNA base

Unwinding enzyme




Figure 33. Nanopore sequencing. Entire chromosomes are is unwound and electric currents pull single
stranded DNA strands through a protein pore embedded in a membrane. As the individual bases pass the
pore, they alter the ion current in a way that is unique for each base pair. The voltage change over the
membrane is registered by the machine.

Figure 33 shows the lengths of scaffolds generated by both sequencing methods, relative to the

length of large genes and chromosomes.

[llumina 250 bp read sequencing
Longest (562436 scaffolds)

|
Scaffold 0.93 Mbp
N5 mmmmm 0.12 Mbp
Large |GG (ric4:0.39 Mbp
ESNeS  mumm Tchr: 0.11 Mbp

Longest Long read sequencing (269 scaffolds)
chffgjd I 131.32 Mbp
N5() I 60.75 Mbp

Prairie vole | | 126.67 Mbp
chromosomes EEEEEE 15,43 Mbp

Long read vs short read sequencing

N50 6075 MDD 5
N50 0.12Mbp !

Figure 34. Variation in scaffold length between sequencing techniques. Length of the longest and N50
scaffold for Illumina and Nanopore sequencing (brown) relative to the length of large genes (red) and
chromosomes (grey). Lengths are given in million base pairs (Mbp). [llustration by M.].van Dalum.

Table2. Statistics for the M.oeconomus reference genome constructed with both Illumina short
reads and nanopore long reads. Kbp = kilo base pairs(103 bp), Mbp = mega base pairs (10° bp),
Gbp=giga base pairs (10° bp).

Number of scaffolds and contigs 269

Longest scaffold 131.33 Mbp
Shortest contig 2143 bp
Number of scaffolds/contigs > 500 bp 269 - 100.0%
Number of scaffolds/contigs > 1Kbp 269 - 100.0%
Number of scaffolds/contigs > 10 Kbp 230 86.1%
Number of scaffolds/contigs > 100 Kbp 129 48.3%
Number of scaffolds/ contigs > 1Mbp 71 26.6%
Mean scaffold size 8.20 Mbp
Median scaffold size 0.91 Mbp
N50 scaffold length 60.75 Mbp
L50 scaffold count 13

%A 28.87

%C 21.15

%G 21.15

%T 28.87

%N 0.00
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3.2. Pooled sequencing

With the tundra vole reference genome in place, we could perform whole genome sequencing of
the two populations of interest and map this to the reference genome in order to search for
genetic variation between the populations. DNA was extracted from 12 individuals representing
the Northern population and 13 individuals representing the southern population (see paper
IV) and these DNA sequences were pooled into two samples with equal DNA concentrations per

individual vole.

Pooling individuals into one population sample saves costs for library preparation but individual
information is lost in most methods (Fig.35). When the number of individuals is low (<40), this
can cause problems for detecting rare genetic variants (Schlotterer et al. 2014). However Rubin
etal. (2010) choose pools of 8 to 11 individuals with a coverage of 4-5x per pool. Amaral et al.
(2011) used pools consisting of 23 to 36 individuals with a a mean coverage of 7.5-10x per pool.
In these examples coverage was lower than the number of individuals per population pool which
gives a relatively noisy allele frequency estimate. However, Atanur et al. (2013) performed
individual sequencing for 27 individuals from various rat strains with a much higher coverage
per individual (20x). Therefore, we increased the coverage to 190-200x per population with an
average coverage of 15x per individual. This enables us to more easily distuinguish sequencing
errors from minor alleles. The population size was still rather small for the detection of rare
alleles but was sufficient (personal communication S.R Sandve) to find genes under strong
selection pressures as this leads to fixation of an allele within one population but not the other

(Vitti, Grossman, and Sabeti 2013).

We chose Illumina sequencing (HiSeq 3000 machine, 150 bp paired end reads) for the
populations because of the relative low error rate. The Illumina machine generates output in the

form of sequenced lanes in forward and reverse direction. Each lane yielded 110 Gbp sequence

data and we had 4 lanes for each population.

@R ~T
u@\f -

Figure 35. Unpooled versus pooled sequencing. The different colours represent reads coming from
different indiviuals. [llustration by M.].van Dalum.
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3.3 Bioinformatics
3.2.1 Pipeline of mapping population data onto the reference genome

Trimmomatic BWA tools Samtools

FastQC

Tools Illumina HiSeq

Samtools

Sort and

Steps Sequencing Quality ‘Reat?l 'Read B Merge jche
control trimming alignment populations
lanes
Input/ DNA Raw reads Trimmed 8 Aligned 2 BAM-files 1
Output samples (fastqg.gz) reads SAM files per MPILEUP
8 lanes, F, R (fastqg.gz) (1 file/lane) population file
8 lanes, F, R
Tools PoPoolation2 PoPoolation2  PoPoolation2
) )
Population SNP
Synchroni- ) =1 )
Steps =i calllng N ana|y5|s
_
Input/ \ 4 \ 4 N
output 1 . RC and
MPILEUP 1 syncfile pwec file fst file
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Figure 36. Bioinformatics pipeline showing the steps undertaken. The different coloured boxes
represent steps undertaken with various software tools. The grey boxes show the input/output files

generated. Illustration by M.J.van Dalum.

Figure 36 illustrates the bioinformatics steps undertaken to analyse the two populations. Details

are described in Paper IV. In summary, the [llumina reads for each lane were quality checked

and the poor quality starts and ends were cut off from each read (Fig.37). The trimmed reads

were then mapped onto the tundra vole reference genome using BWA tools (Li and Durbin

2009) and the four lanes were merged into one file per population. Then each population was

screened for base pair variants (SNPs, single nucleotide polymorphisms) across the genome and

allele frequencies of each SNP (Fig. 37) were calculated between the populations using

PoPoolation2 (Kofler, Pandey, and Schlétterer 2011). Alleles are variants of the same gene and
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diploid organism possess two alleles for each gene. Diploid organisms have pairs of matching,
nearly identical chromosomes. One of each pair is inherited from the mother and the other from
the father. Therefore, the genes located on a chromosome, also have two variants, namely alleles.
These alleles can be identical, making and individual homozygous for this gene or they can be
different, which makes the individual heterozygous for this allele. The frequency of
heterozygous individuals for a certain gene can be indicative for selection pressures affecting

this particular genomic region.

I 1 Tundra vole reference genome

] 1 1
anmal.'k — I:.—uj _r =
popLﬂatlon —— i i SNP Calling
[ | A
Poland : ! =
population  Quality check ' Read ! _ x .
of Illumina reads trimming Alignment against tundra vole

reference genome

Figure 37. Read trimming and mapping of the reads. Reads from the two populations (blue and green)
are mapped against the reference genome (brown) in order to search for single nucleotide polymorphisms
(SNPs - red triangles. [llustration by M.].van Dalum.

3.3.2 Calculating the heterozygosity (Hp) and fixation index (Fsr)

As described in the introduction, we used the fixation index (Fsr) and heterozygosity index (Hp)
to find regions and genes under selection between the two populations. The average Fsr and Hp
was calculated for 20 000 base pairs (20 Kbp) non-overlapping windows across the entire

genome (Fig.38). In addition, the Fsr and Hp were calculated for each single SNP separately.

A) Mean Fg in 20kbp sliding window B) Fsr per SNP

Figure 38. Calculation of Fst with sliding windows and per SNP. Two approaches for calculating the
fixation index (Fst) and heterozygosity scores (Hp) of alleles between the two populations. A: the mean Fsr
is calculated for non-overlapping 20 kbp sliding windows across the entire genome. B: calculation of the
Fsr for each single SNP. Illustration by M.].van Dalum.



The heterozygosity is calculated based on the frequency of base pairs occurring at each SNP
position within each population (Jakobsson, Edge, and Rosenberg 2013; Meirmans and Hedrick
2011). With the allele frequencies of SNPs known, one can calculate what the proportion of
homozygous or heterozygous individuals is within a population for any given gene by using the

Hardy-Weinberg Equilibrium:

p*+2pq +q* =1
p= frequency of allele 1
q = is the frequency of allele 2.

Here, p? is the fraction of individuals homozygous for allele1, 2pq is the fraction of heterozygous

individuals and q2 is the fraction of individuals homozygous for allele 2.

Our dataset gave the coverage (total number of reads) and number of reads containing each base
pair variant per SNP position for each population. With the coverage for each population given,
we could calculate the allele frequencies within the population: e.g. allele 1 in population 1
divided by coverage of population 1. As the equilibrium states: the fraction of heterozygous
individuals is 2pq. With this, the heterozygosity of both populations was calculated and the
average between the two scores was taken, hereafter called HS. In addition, we calculated the
total heterozygosity (HT) for both populations together through summation of the coverage and
allele frequencies. The HT score is the heterozygosity of both populations taken together and

treated as one.

The Hardy-Weinberg principle states that in the absence of evolutionary forces, allele
frequencies and thus heterozygosity scores in a given population remain the same between
generations (Freeman and Herron 2004). This means that without selection on one of the
populations, the heterozygosity scores should be similar between the two populations. The Fsr is
based on this principle and is therefore used to detect changes in heterozygosity between two

populations.
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The formula for two populations and two alleles:
HT—-HS
Fsr= HT

In which:

HT = expected heterozygosity (2pq) of the total population (at one particular locus) in
Hardy-Weinberg equilibrium

HS= observed average heterozygosity (2pq) in both populations

Positive selection tends to increase the frequency of the favoured allele and can drive it towards
fixation, meaning that all individuals are homozygous for this selected allele (Freeman and
Herron 2004). Consequently, heterozygosity scores approach zero. With strong direction
selection (e.g. due to different environments) between two populations, allele 1 can be fixed in
one population whereas allele 2 can be fixed in the other. Both populations would have a
heterozygosity score of zero as they are homozygous for the opposite alleles. The average (HS)
would then also be zero. However, the total heterozygosity (HT), in which both populations are
considered as one, would be maximal as both alleles occur in equal frequencies. The Fsrindex
would therefore return 1. If there are no changes in allele frequency between the two

populations, HS and HT are equal and the Fsr index is 0.

In this example, the fixation index only considered 2 alleles, but since there are four different
base pairs, there can be up to four variants present at each SNP position. Therefore, the software
used on our dataset calculated the fixation index slightly differently and is based on the equation

given in "Hartl and Clark, (2007) Principles of Population Genetics"

F Tltotal — Tlwithin
ST =

Tltotal

TTtPopulation1 + TTpopulation2
2

Tlwithin =

X (1 —fA2 — fT?2 —fC2 — fG?)

Tlpopulationl or2 =

c-1

C=coverage
fN =frequencies of base pair A, T, C and G
Tiotal = the allele frequencies of the two populations are averaged and T is calculated as shown

above.
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3.3.3 Visualisation of the data and searching for genes

Data from the Fsr calculations for 20kbp windows as well as per single SNP, were visualized in
the Interactive Genome Viewer (Robinson et al. 2011)(Fig.39) and mapped against the tundra
vole reference genome. Data containing the location and names of genes (annotation) from the
mouse (Mus musculus, Ensembl database CL57BL6) was applied to the tundra vole genome using

the Liftoff software (Shumate and Salzberg 2021)(see Paper IV).

201k
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Figure 39. Visualization of the data in the Interactive Genome Browser (IGV). The tundra vole
reference genome is in the top row, followed by the mean Fsr value for the two populations in 20 Kbp
windows, the Fsr value for each single SNP and the gene annotation from the mouse applied onto the
tundra vole using the Lift off software. Illustration by M.J.van Dalum.

3.3.4. BLAST

We checked the accuracy of the liftoff annotation through using BLAST (Basic Local Alignment
Search Tool, (Altschul et al. 1990), in both directions (Fig. 40). First, the genomic sequence of 20
kbp windows with a significantly high mean Fsr value was selected from the tundra vole
reference. This sequence was then mapped against the mouse reference in the Ensembl database
(CL57BL6) (Howe et al. 2021), by using TblastX. This translates the genomic sequence into an
amino acid sequence for all three possible reading frames and matches this with the mouse
protein database. This greatly reduced the number of ambiguous matches and gave a clear
indication of possible genes present in these 20kbp windows. This gave a list of candidate genes
under selection. Of these genes, the mRNA sequence of either the prairie vole (Microtus
ochrogaster NCBI:txid79684) or the mouse (NCBI:txid 10090) was downloaded from the NCBI
(Sayers et al. 2021) database and then mapped with BLAST+ stand-alone (Camacho et al. 2009)
against our tundra vole reference genome (Fig.40). This confirmed the presence of genes and as

indicated by the LiftOff annotation.

62



List of candidate
Mouse genome in Ensembl database genes, potentially
High Fst under selection
20kbp windows: t t '
[

TblastX mouse —_ °
@ ®
o o H
Tundra vole genome with high Fst peaks for North-South

BLAST+ - . - Take mRNA sequences of

h Priarie vole Prairie vole Prairie vole these genes from prairie
mapping mRNA  FE08 sequence mRNA sequence mRNA sequence g P
onto tundra vole vole/mouse (NCBI database)

Figure 40. Schematic overview of the steps undertaken to explore genes under selection and check
the accuracy of the Lift-off software. The genomic sequences in windows with high mean Fsrvalues
were extracted from the reference genome. Through TblastX, against the mouse protein base, we found
candidate genes. Of these genes, mRNA sequences were extracted from the prairie vole (Microtus

ochrogaster) or mouse database and mapped back onto the tundra vole reference with BLAST+ to confirm
the precise location of genes. [llustration by M.J.van Dalum.
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Figure 41. Visualisation of Aldh1al mapping onto the tundra vole genome. Zoomed in example of the
mapping of prairie vole Aldh1al and mouse Aldhl1a7 mRNA sequences onto tundra vole reference genome,
zooming in on a region with high Fsr values. The small bars indicate individual exons of the mRNA
sequence matching onto the corresponding DNA sequence. [llustration by M.].van Dalum.
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3.3.5 Analysis of sequences

As described in detail in Paper IV and the results section, we found additional matches of prairie
vole Aldhlal and mouse Aldhla7 exon sequences in the tundra vole, between the Aldhlal and
Aldh1a7 genomic positions (Fig. 41). Tundra vole genomic sequences of these additional
Aldhlal/Aldhla7 BLAST matches were extracted and translated into amino acid sequences from
the reading frame that corresponds with the known Aldh1al protein sequence (Fig.42). This
gave a predicted amino acid sequence for these additional Aldh1a copies, which were then
aligned with the protein sequence of prairie vole Aldh1al and mouse Aldh1a7 through using the
online Clustal Omega Multiple Sequence Alignment tool (Madeira et al. 2019). This allowed us to
screen for non-synonymous variants (genetic mutations that result in an altered amino acid
sequence), areas of conservation and comparison of functional domains between these variants
and Aldhlal and Aldh1a7 but also between the Northern and Southern population of tundra
voles.

A)

) ) B) Protein alignment in Clustal Omega
Sequence extraction and translation

112bp

7139360 bp 7139380 bp 7139 0 bp 7139 200p
| | | | | | | | |
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Figure 42. Exploration of translated sequences. (A) Translation of the exonic sequences of the Aldhlal,
Aldh1a7 and discovered paralogues. The upper bar shows the genomic location in the tundra vole
reference genome, the blue vertical bars are Fsr values for individual SNPs and the letters underneath are
the amino acid translations in the three different reading frames. (B) Alignment of the Aldhlal, Aldhla7
and paralogue amino acid sequences with the webtool Clustal Omega. lllustration by M.J.van Dalum.

We found Aldh1al-like paralogues in other vole species (M.fortis, M.arvalis, M.agrestis,
M.ochrogaster) as well and we extracted genomic sequences of Aldhlal, Aldh1a7 and the
paralogues from these species. With these, we constructed a phylogenetic tree using the
maximum likelihood algorithm in order to analyse sequence homology between the genes and

the possible origin of these paralogues. See paper IV for more details.
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4. Summary of findings

4.1 Paperl

Gonads or body? Differences in gonadal and somatic photoperiodic growth

response in two vole species

In this paper, we investigated the development of the photoperiodic response in common voles
(Microtus arvalis), native to 38-62°N, and tundra voles (Microtus oeconomus) native to 43-74°N.
Photoperiods experienced early in life determine the rate of somatic and gonadal growth in
small rodents like voles (Horton 1984a, 1984b; Lee 1993). The mammalian
photoneuroendocrine system (PNES) has been well characterized (Dardente et al. 2010; D.
Hazlerigg and Simonneaux 2015; Wood and Loudon 2014; Yoshimura 2010) but sources of
variation within the system allowing for local adaptation are largely unknown. Photoperiod-
temperature relations vary greatly with latitude and the photoperiod associated with favorable
breeding temperatures is much longer at higher latitudes (Hut et al. 2013). Both vole species
caught to establish the laboratory colony used for this study, came from the Netherlands.
Common voles were obtained from the Lauwersmeer area and tundra voles were caught in four
different locations the Netherlands (van de Zande et al. 2000). The latitude of the Netherlands
(52-53°N) is in the center of the common vole’s distribution range but is the southernmost
boundary of the tundra vole. Different, potentially latitude dependent selection pressures, have
resulted in genetic differentiation between the species and therefore we expected that they have

adapted differently to the seasonal environment, reflecting their paleogeographic origins.

Voles from both species were kept on either short (SP: 8 hours of light) or long (LP: 16 hours of
light) photoperiods from conception to 50 days of age (p50), which was the last sampling point.
Body mass, gonadal mass and expression of PNES associated genes was assessed at 7, 15, 21, 30
and 42 days of age. Short photoperiods inhibited somatic growth, but not gonadal growth in
tundra voles whereas in common voles, gonadal growth was inhibited but not somatic growth.
The effect of photoperiod on body mass in tundra voles was first detectable at p30 and
differences in the gonadal somatic index were already detectible at p15 in common voles. The
photoperiodic response in gene expression was similar between the species with high TSHS and
DioZ2 expression and low expression of Dio3 under LP. Under SP, we saw the opposite expression
pattern. TSH receptor (TSHr) expression was significantly higher in tundra voles kept in SP

whereas photoperiod had no effect on TSHr expression in common voles.
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The results showed that photoperiodic programming occurs at the level of the TSH receptor in
the tanycytes in the median eminence of the hypothalamus, modulating photosensitivity in a
species-specific manner. The increased TSHr expression under SP in tundra voles could possibly
make them more sensitive to photoperiod later in life. The species-specific response on either
the gonadal (common vole) or somatic (tundra vole) axis occurred downstream of TSH
signaling. This differential seasonal phenotype can reflect the evolutionary history at higher
latitudes in the tundra voles, as winter temperatures are generally lower and favourable
breeding periods shorter at higher latitudes. A reduction in body mass significantly reduces
thermoregulatory costs (Lovegrove 2005) and the lack of a gonadal response in tundra voles
could allow for opportunistic breeding outside of the breeding season (Tast and Kaikusalo
1976). However, due to the higher energetic costs of maintaining high gonadal mass, this may
not have been selected for in common voles native to lower latitudes were breeding seasons are

generally longer.

4.2 Paper Il

Mechanisms of temperature modulation in mammalian seasonal time timing

In this paper, we studied the effect of ambient temperature on the critical photoperiod for
summer phenotype development in spring and winter phenotype development in autumn. Voles
show great year-to-year variation in the timing of breeding activity and several environmental
factors such as ambient temperature have been shown to modulate the photoperiodic response
(Nelson et al. 1989; Kriegsfeld, Trasy, and Nelson 2000; Dark and Zucker 1983). Earlier research
demonstrated the relevance of photoperiodic history in voles; those born in under increasing
photoperiods (spring) grow and mature fast and those born under decreasing photoperiods
(autumn) grow and mature slowly to prepare for overwintering (Horton 1984a; Gliwicz 1996;
Aars and Ims 2002). Yet it remained unclear how ambient temperature is integrated in the PNES

and how this modulates the seasonal phenotype in relation to photoperiodic history.

Common voles were housed in SP (representing spring) or LP (representing autumn) at 21°C
and gestation, birth and lactation took place under these conditions. At 21 days of age ( p21,
weaning), groups of pups were exposed to a range of photoperiods (6, 8, 10, 12, 14, 16 or 18
hours of light) at either 21°C or 10°C. We fitted dose-response curves (4-parameter log-logistic
function) to the response parameters as function of post-weaning photoperiod. This enabled us
to calculate the critical photoperiod (or reaction norm, see section 1.3.3. in the introduction),

which was determined as the inflexion point or the ED50 of the fitted curve. The ED50 is the
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photoperiod in which the response variable (e.g. gene expression) reaches 50% of its maximum

measured value.

The higher temperature increased the long-day induced expression of DioZ in tanycytes while
lower temperatures enhanced the short-lay induced Dio3 expression. TSHf expression was not
affected by temperature. Downstream somatic and gonadal growth was enhanced in 10°C
compared to voles in 21°C whereas testosterone levels were lower under short days and low
temperatures. Critical photoperiods varied between the variables tested, depended largely on
the gestational photoperiod and they varied in their sensitivity to temperature modulation.
These results indicate that temperature modulation occurs at level of Dio2- and Dio3 expressing
tanycytes rather than in TSHS expressing thyrotrophs located in the pars tuberalis (PT) of the

pituitary.

Collectively, we demonstrate the effect of photoperiodic history and relevance of directional
change on the post-weaning seasonal phenotype in common voles. Temperature modulation
occurred at various levels in PNES and the various critical photoperiods in different response
parameters indicate flexibility within this system. This flexibility is relevant for local adaptation
to changing seasonal environments and the opportunism in breeding as observed in several vole

species in the field.

4.3 Paper III

Differential effects of ambient temperature on the photoperiod-regulated spring
and autumn growth programme in Microtus oeconomus and their relationship to

the primary photoneuroendocrine response pathway.

In paper III, we used the same protocol as in paper 1], this time in tundra voles, native to higher
latitudes than common voles. Paper [ demonstrated that tundra voles respond to short
photoperiods primarily through reducing in somatic growth, whereas common voles reduced
gonadal growth. The generally lower temperatures at higher latitudes may have enhanced the
evolution of cold tolerance in tundra voles and this may have affected the integration of
temperature and photoperiod as seasonal cues. Given the results of paper I, we expected that

ambient temperature might modulate somatic growth.
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We fitted a standard von Bertalanffy asymptotic growth function to individual vole growth
trajectories which enabled us to calculate the individual growth potential (weight gain from
weaning, p21, to sampling p50), and half-time. Half-time is the number of post-weaning days at
which the 50% of the maximum weight (at p50) is reached. With these individual growth
potentials and half-times we fitted dose-response curves to the photoperiod-temperature

groups, as described in paper II.

The growth potential depended on the combined effect of gestational and post-weaning
photoperiods with voles raised under short photoperiods followed by long (16L) post-weaning
photoperiods (spring), showing the highest growth potential. Low temperatures further
enhanced growth in spring born voles, but had no effect in the autumn groups. The gonadal axis
remained insensitive to both photoperiod and temperature. In contrast to common voles, the
critical photoperiod for TSHp expression shortened significantly in 10°C, only in the autumn
group experiencing decreasing photoperiods. Dio2 expression was generally higher in spring
than in autumn and was barely detectable in the 10°C group. Dio3, however, was generally

higher in autumn and insensitive to temperature.

Sigmoid curves could be fitted to the TSHf expression pattern in the PT but these fitted poorly
with Dio2 and Dio3 expression and downstream variables (growth potential, gonadal mass, and
testosterone). This confirmed the model for TSHf functioning as photoperiodic readout with
Dio2/Dio3 responding in a more switch-like manner (Hugues Dardente et al. 2010). We were
surprised that 10°C shortened the critical photoperiod of TSHS expression in autumn (from 15.4
to 14h) since TSHf was expected to be insensitive to non-photic cues. It is difficult to find a
functional explanation and this could be due to circadian variation of TSHS expression relative to
sampling time. Pre-weaning photoperiod and ambient temperature modulated tanycyte Dio2
and Dio3 expression and growth potential which indicates that plasticity in the photoperiodic

response occurs mostly downstream of the PT.

In comparison with common voles described in paper II, we did not detect a low temperature-
induced lengthening of critical photoperiod in other parameters nor an increased
photosensitivity in tundra voles. This suggest that tundra vole’s evolutionary history at higher
latitudes than common voles has favoured opportunistic breeding and flexibility in the

photoperiodic response.
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4.4 Paper 1V

Evidence for repeated local gene duplication at the Aldh1a1 locus in an

herbivorous rodent (Microtus oeconomus).

In paper 1V, we studied genetic differences within the tundra vole species: between a northern
(70°N) and southern population (53°N). We screened for signatures of selection across the
genomes, which could be the consequence of latitude-dependent selection pressures.

A signature of selection is a change in genetic variation in a specific genomic region occurring as
a consequence of environmental selection pressures that have led to functional differences
between populations (Bertolini et al. 2018). This study only assessed two populations but it

provides a first indication of genes potentially under latitudinal selection.

To perform this study it was necessary to do de novo sequencing of the tundra vole, to generate a
high quality reference genome for downstream analysis. DNA samples were collected from a
population in Northern Norway, Ifjordfjellet (n=12) and Poland, Biatowieza (n=13). Samples
were pooled per population for whole-genome resequencing and the fixation index (Fsr) was
calculated for non-overlapping 20kbp sliding windows. Fixation of an allele in one population
but not the other indicates selection on this allele, which is reflected in a high Fsrvalue. We
applied the mouse annotation onto the tundra vole reference genome to explore genes falling in

regions with high Fsr values. The presence of these was double-checked through BLAST.

The heterozygosity scores were generally higher in the Northern population and we found
immune system related genes, olfactory receptors and vomero-nasal receptors in windows with
high Fsr values. The PNES related genes iodothyronine deiodinase 2 (Dio2) and the melatonin
receptor 1b (Mtnr1b) were found directly neighboring windows with a high mean Fsr value. The
most striking finding was a strong signature of selection between the neighbouring genes
Aldhlal and Aldhla7 (Aldehyde dehydrogenase 1 family member Al an A7). Through BLAST,
we found three seemingly functional Aldh1al-like paralogues located between Aldhlal and
Aldh1a7 and one paralogue was under strong selection as indicated by a high Fsr value. Similar
Aldh1a1-like paralogues were also found in other voles: M.fortis, M.ochrogaster, M.agrestis,

M.arvalis.

These Aldh1al-like paralogues had the highest sequence homology with Aldh1a7 but their
function remains unclear. Previous research showed that Aldhlal (Raldh1) is expressed in
tanycytes under long photoperiods and is potentially involved in energy metabolism regulation

through retinoic acid (RA) signaling (Shearer et al. 2010; Helfer, Barrett, and Morgan 2019).
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Aldhla7 is unique to rodents and despite its high similarity with Aldh1al; it does not seem to be
involved in RA signaling as it is not reported to process retinaldehyde (Hsu et al. 1999).
Aldehyde dehydrogenases are involved in aldehyde detoxification associated with oxidative
stress and red-backed voles (Myodes rutilus) living in a mild hypoxic environment under the
snow had enhanced an ADH-ALDH metabolism (Kolosova and Kershengol’'ts 2017). Selection on
an Aldhlal-paralogue could be associated with the long periods of snow cover experienced by

tundra voles from Northern Norway but this requires further research.

4.5 Extension to paper IV: analysis of the Aldh1a1-paralogue
sequences

Amino acid homology between ALDH1A1 and other Table 3. Mouse ALDH paralogues.

ALDH-paralogues in the mouse varied between Percentage of amino acid sequence
similarity between the various
90.62% to 16.96% (Table 3). For comparison: all aldehyde dehydrogenases (ALDH) in

th , relative to ALDH1A1.
ALDH1A1 paralogues in voles had a similarity between ¢ motse, refative to

87.6 - 89.9% with ALDH1A1 and 93.0 - 95.0% with ALDH1A7 90.62 %

ALDH1A7. ALDH1A3 65.82 %
ALDH1A?2 69.69 %
ALDH1B1 63.39 %
ALDH1L1 26.72 %
paralogues by using BLAST, except exon 7 (See table ALDH1L2 25.57 %
SX of paper 1V). ALDH?2 64.55 %

ALDH3A1 28.70 %

ALDH3A2 23.68 %
The functional domains as described by (Sobreira et al. ALDH3B1 23.72 %

2011) were further assessed to provide insight in the ALDH3B2 22.76 %
ALDH3B3 23.17 %

ALDH4A1 24.20 %
they identified three positions of the substrate entry ALDH5A1 33.27 %

Most of the 13 Aldhlal exons could be located in the

possible function of these paralogues. In this paper,

channels in aldehyde dehydrogenases. These were the ALDH6A1 29.72 %
ALDH7A1 25.97 %
ALDHO9A1 3591 %

ALDH8A1 36.76 %
size and charge of the amino acids present on these ALDH16A1 16.96 %

‘mouth’ at position 124, the ‘neck’ at position 459 and

‘bottom’ at position 302, near the catabolic site. The

key positions could alter the channel from allowing

large substrates. Amino acids with a small molecular volume create a wide substrate entry
channel allowing large molecules such as retinaldehyde (for retinoic acid synthesis) to reach the
catalytic site. Large amino acids present at these key positions make the channel much

narrower, allowing only small molecules such as acetaldehyde to reach the catalytic site
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(Sobreira etal. 2011). Small molecules can still be processed by large-channeled ALDHs but less

effectively due to the wide channel compared to narrow channeled ALDHs.

Assessment of the amino acids present at these key positions in ALDH1A1, ALDH1A7 and the
vole paralogues gave a rough estimation of the possible substrate entry channel size as
summarized in tables 4 and 5. Both ALDH1A7 as well as the ALDH1A1-like paralogues seem to
have a smaller substrate entry channel than ALDH1A1. Indeed ALDH1A7 does seem to process
retinaldehyde (Hsu et al. 1999) and the paralogues may have a similar function as ALHD1A?7.

Table 4. Amino acid characteristics of amino acids at key points in ALDH1A1 and the paralogues.
Molecular volumes and class of the amino acids found at the key positions of the ALDH1A substrate entry
channel, based on Sobreira et al (2011) Molecular volumes come from

Zamyatnm (1972)

Symbol Name Volume (A3) class

Mouth, position 124

E Glutamic acid 138.4 charged, acidic
G Glycine 60.1 non polar

D Aspartic acid 111.1 charged, acidic
Neck, position 459

L Leucine 166.7 non polar

A Alanine 88.6 non polar

\' Valine 140 non polar

M Methionine 162.9 non polar

T Threonine 116.1 polar

Bottom, position 302

I Isoleucine 166.7 non polar

L Leucine 166.7 non polar

C Cysteine 108.5 polar

M Methionine 162.9 non polar

Amino acids at mouth (124),

Protein neck (459), bottom(302)
ALDH1A1 GVC Table 5. Amino acids present at key
GMC points in the substrate entry channel of
ALDH1A7 EAI the various ALDH1A1 paralogues. These
EAL amino acids may determine the channel size
in ALDH1A1, ALDH1A7 and paralogues of
Paralogues DAI Microtus .oeconomus, M.arvalis,
DTI M.ochrogaster, M.agrestis, M.fortis and Mus
DAM musculus..
GAM
EAL
EAI
ELI
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5. Discussion and conclusions

5.1 General discussion of the main findings

In this thesis, we studied phenotypic plasticity and genetic variation in the mammalian seasonal
time keeping mechanism in relation to latitude origin, with voles (Microtus) as research species.
We first approached this top-down, from phenotype down to the mechanisms underneath. Then
we took a bottom-up approach focusing on genetic differences associated with living at a
northern versus southern latitude. [ will first discuss the differential photoperiodic response
between the common vole (Microtus arvalis) and tundra vole (Microtus oeconomus) and then the
plasticity within the vole PNES and the response to ambient temperature. Before I get deeper
into genetics, I will discuss the occurrence of photoperiodic non-responders in rodents. The last
topic will be about the genetic differences between the northern and southern tundra vole

populations the Aldh1al-like paralogue that carried a strong signature of selection.

5.1.1 The differential photoperiodic response in tundra voles and common voles from the
same location

Common voles and tundra voles express different seasonal phenotypes in response to similar
laboratory conditions. Tundra voles generally inhabit higher latitudes than common voles and
are expected to have adapted to northern conditions. The lab colonies used in this study were
established from wild populations both caught in the Netherlands (52-53°N). Any differential
seasonal responses between the species can therefore be ascribed to genetic differences caused
by species specific evolutionary histories. The northern species reduced somatic growth
whereas the southern species reduced gonadal growth in response to continuous short
photoperiods. This effect became noticeable during the period between weaning and puberty
when voles either accelerate growth and maturation or delay this (Horton 1984a, Gliwicz 1996).
In the wild, the population of overwintering voles consists mostly of subadults born late in the
breeding season. In tundra voles and common voles, only a small proportion of mature adults
may overwinter but most adults die at the end of the breeding season (Eccard and Herde 2013;
Gliwicz 1996; Aars and Ims 2002). Overwintering subadults maintain low body- mass and
gonadal mass but grow and mature in spring to form the first breeding cohort (Gliwicz 1996;

Ergon 2007; Negus, Berger, and Brown 1986).

We have two hypothesis regarding the tundra vole’s response to short photoperiods. The firstis
that they would respond more strongly to short photoperiods than common voles because of

their more northern evolutionary history and the potentially more obligatory winter
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adaptations. For example, adult prairie voles (M.ochrogaster) kept in the lab all responded to
short photoperiods with pelage growth but the gonadal response was less clear. Winter pelage
was suggested as a more obligatory winter adaptation than gonadal regression and indeed,
about 30% or the males retained an active reproductive system (Nelson et al. 1989). The second
hypothesis is that tundra voles would resort to more opportunistic breeding, which is
characteristic for short-lived mammals even at temperate- to high latitudes (Bronson 1988).
Figure 17 in the introduction shows that population of the Eastern deer mouse (Peromyscus
maniculatus), in the figure marked with an X) at lower latitudes (30-40°N) breed year round
while those at higher latitudes (50-60°N) breed seasonally. This species is thus capable of year-
round breeding at favourable environmental conditions. Tundra voles in our lab colony came
from the southernmost boundary of their European distribution range, and therefore, they may

exhibit similar breeding opportunism relative to conspecifics from higher latitudes.

Indeed, our results show that tundra voles had no gonadal response to photoperiod, which
supports the opportunistic breeding strategy that has indeed been documented in tundra voles
(Tast and Kaikusalo 1976). Although winter breeding has been observed in common voles too
(Balaz 2010a), gonadal growth inhibition in short days is much stronger in this species despite
ad libitum food availability under laboratory conditions (21°C). Environmental unpredictability
is suggested to increase the degree of opportunism versus strict photoperiodism (Prendergast,
Kriegsfeld, and Nelson 2001). Siberian hamsters (Phodopus sungorus) living in more predictable
environments than Campbell hamsters (Phodopus campbelli) and desert hamsters (Phodopus
roborovskii) at the same latitude (48.1- 53.4° N), showed the strongest photoperiodic response
and the lowest occurrence of photoperiodic non-responders (see section below) under lab-
conditions (Miiller et al. 2015). It could be that common voles have evolved under more
predictable seasonal conditions than the higher latitude associated tundra vole, yielding them

more responsive to photoperiod regarding the timing of breeding.

Tundra voles did respond to photoperiod but through reduction of the post-weaning growth
potential, which was unaffected by photoperiod in common voles. Low body mass may enhance
winter survival chances in small mammals as this lowers energy demands (Lovegrove 2005) and
indeed, a lower body mass and higher whole body metabolic rates was associated with higher
winter survival chances in tundra voles from Poland (53°N) (Zub et al. 2014). In Norway, the
winter survival rate was also negatively correlated with body mass and lighter weight females
had a higher survival chance than males (Aars and Ims 2002).This may be an essential survival
strategy that has evolved in tundra voles. The lack of photoperiodic regulation of body mass in

common voles suggests that winter conditions at lower latitudes do not require this. Moreover,
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the long photoperiod induced high body mass in tundra voles could provide a competitive
advance during the shorter breeding season at high latitudes since the larger individuals from

the overwintering generation have bigger territories (Lambin, Krebs, and Scott 1992).

5.1.2 Plasticity in the photoperiodic response and integration of ambient temperature
Our next goal was to characterize sources of variation in the PNES of common voles and tundra
voles. We therefore assessed critical photoperiods at different mechanistic levels for the
expression of a summer phenotype in response to ambient temperature modulation (see paper

Il and II).

There was a clearly detectable critical photoperiod for TSHS expression in the pars tuberalis,
which is the photoperiodic read-out relatively upstream in the mammalian PNES. This was
unaffected by temperature nor photoperiodic history (e.g. spring or autumn born pups) in
common voles but an ambient temperature of 10°C shortened the autumn critical photoperiod in
the tundra vole from 15 (21°C) to 14.4 (10°C). This corresponds with the 11th of August (15h at
21°C) and the 21th of August (14.4h at 10°C) and at 53°N, where both lab colonies have been
captured. This indicates that under lower temperatures, tundra voles maintain higher (summer
associated) TSHf levels further into autumn and a winter phenotype would be initiated later. As
discussed in paper III, we have no functional explanation for this and a possible effect of
sampling time relative to the circadian fluctuation in TSHf expression (Masumoto et al. 2010)
could have caused this critical photoperiod shift. However, the circadian expression peak of
TSHE relative to sampling time was taken into account in all groups equally. TSHf expression is
regulated by the transcription factor Eya3, which is inhibited by melatonin and together, these
factors form a read-out of photoperiod, which serves as a calendar that is generally insensitive to
non-photic cues (Masumoto et al. 2010; Dupré et al. 2010; Hut 2011). Melatonin receptor
expression (Mtnrla) in PT thyrotrophs was not affected by photoperiod (paper I) and it is
unlikely to be affected by temperature as the main function of melatonin is to follow the onset
and offset of the circadian dark phase (Stehle et al. 2001). Although we did not measure Mtnr1

nor Eya3 expression in relation to temperature so we cannot exclude this possibility.

Temperature modulation was most apparent downstream of PT TSHf expression, at the level of
Dio2 and Dio3 expression in hypothalamic tanycytes (Hugues Dardente et al. 2010; Wood and
Loudon 2018). Dio2 and Dio3 expression in the median eminence of the hypothalamus actin a
flip-flop switch like manner in which high DioZ, and low Dio3 expression is associated with a
summer phenotype and high Dio3, and low DioZ expression is associated with a winter

phenotype. This switch-like DioZ2/Dio3 expression pattern resulted in poor sigmoid curve fits
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and we could not determine a critical photoperiod. This, indeed, indicates that these genes are
also sensitive to other factors than only photoperiod. We detected a clear effect of photoperiodic

history at the Dio2/Dio3 level as well as a temperature effect in both species.

Further downstream, we saw a species-specific differentiation on the gonadal- versus somatic
axis which did not correlate directly with the Dio2/Dio3 expression patterns. We did not find a
correlation between testosterone and testes mass and neither did testosterone correlate with
Dio2/Dio3 expression. This indicates that parameters downstream of the PT and ME are
orchestrated independently of each other as has been reviewed earlier (Hazlerigg and
Simonneaux 2015). This allows for flexibility in the expression of seasonal phenotypes relative
to environmental factors. Temperature modulation can potentially also happen downstream of
DioZ2/Dio3 signaling, at the level of Gonadotropin releasing hormone (GnRH) release. GnRH
initiates the secretion of LH and FSH from the pituitary, which in turn controls gametogenesis
and steroid production in the gonads. GnRH mRNA production in prairie voles was not inhibited
by low temperature or short days alone but both factors together reduced GnRH mRNA
production (Kriegsfeld, Trasy, and Nelson 2000).

Taken together, our results show that the strongest effect of temperature modulations happens
at the level of Dio2/Dio3 expression in hypothalamic tanycytes but temperature modulation can
potentially occur at the level of PT TSHB-expression. Furthermore, we demonstrated a clear
effect of photoperiodic history, which underlines the importance of directional change rather
than a critical day length. Indeed, Whetham (1933) already stretched that it was not the absolute
photoperiod but rather the directional change that coordinated the onset and offset of the egg
production season in domestic chickens. This was later also neatly demonstrated in meadow
voles (M. pennsylvanicus), montane voles (M. montanus) and Siberian hamsters (Phodopus
sungorus) in which the direction change in photoperiod experienced by pups in utero relative to
post weaning photoperiod affected growth rate and age of maturation (Lee 1993; Stetson, Elliott,
and Goldman 1986; Horton 1985). See chapter 7 for a review on maternal photoperiodic

imprinting.

5.1.3 Photoperiodic non-responders

In several seasonally breeding rodents investigated, a small proportion of the population does
not respond to short photoperiods through gonadal regression or delayed maturation. These
individuals remain reproductively active and are called photoperiodic non-responders

(Prendergast, Gorman, and Zucker 2000). The distinction between a photoperiodic responder
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and a non-responder is not always clear as individuals show variation in their short day

response on different seasonal response parameters (Miiller et al. 2015).

In this context, we had a tundra vole in the spring (pre-weaning 8L) 21°C group who had high
TSHp expression levels, even under short post-weaning photoperiods (post weaning 10L) , while
other individuals had very low to no detectible TSHf expression. This male also expressed near
summer like levels of DioZ but also had high winter levels of Dio3. However, he was not heavier
nor did he have larger testes than the other males in the group. We also had one common vole in
the autumn (pre-weaning 16L) 21°C group who had higher TSHf levels, larger testes and higher
body mass under shortening (14L) photoperiods than the other males in both temperatures
(21°C and 10°C). These two could be examples of photoperiodic non-responders and our data
suggests that photoperiodic non-responsiveness can occur at the level of PT TSHf expression.
We did not test the melatonin levels of these voles but the melatonin profiles of non-responder
Eastern deer mice still reflected short days, similar as in responders (Blank and Freeman 1991).
Interestingly, Siberian hamsters generally had a longer circadian period (tau) than Campbell
hamsters (P.campbelli) and desert hamsters (P.roborovskii), who are less photoperiodic and
more responsive to other environmental cues than Siberian hamsters (Miiller et al. 2015). The
occurrence of photoperiodic non-responders was higher in the latter two species with a shortest
circadian period (Miiller et al. 2015), which is in contrast with the findings that non-responsive
Siberian hamsters had a longer circadian period than responsive individuals (Freeman and

Goldman 1997a).

The degree of photoperiodic non-responsiveness on downstream response parameters varies
greatly between individuals and species, which underlines the flexibility in the rodent seasonal
phenotype. For example non-responder Eastern deer mice (Peromyscus maniculatus) males kept
in SP with non-regressed testes still showed a short day response in wheel running activity and
food intake, but had long-day like nest building activity and had LP body mass (Moffatt and
Nelson 1994). Both responding and non-responding prairie voles (M. ochrogaster) had a similar
reduction in food-intake and wheel-running activity compared to LP voles (Moffatt, Nelson, and
Devries 1993). In a genetically selected non-responder line of Siberian hamsters, fewer
individuals molted to winter pelage compared to a responder line (Freeman and Goldman

1997b).

Factors such as environmental unpredictability, increased ambient temperatures (Miiller et al.
2015) and advanced age (Grocock 1980; Freeman and Goldman 1997b) can increase the

proportion of non-responders whereas food restriction (Nelson 1992) and physical activity
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(Freeman and Goldman 1997a) can reduce the occurrence of non-responders. The effect of age
in relation to gonadal regression in adult voles has been discussed in the introduction. Given the
short lifespan of voles and hamsters, one could expect an increase in the occurrence of
photoperiodic non-responders with age, at the end of the breeding season (Freeman and
Goldman 1997b; Prendergast, Kriegsfeld, and Nelson 2001). Most adults who have reproduced
during the breeding season die before winter and photoperiodic non-responsiveness could be a
form of opportunism. Siberian hamsters kept in SP for 8 week around weaning age (17-19 days)
and then as adults again, did show that older age increases the occurrence of photoperiodic non-
responsiveness to SP in maintenance of high gonadal mass as well as summer pelage (Freeman
and Goldman 1997b). However, male field voles (M. agrestis) initially kept at LD 16:8 and then
transferred to SP for 6 months at variable ages did not show any effect of age on testicular
regression (Grocock 1980). Although in this study, the photoperiodic response measured in
different groups was averaged, without looking individual non-responders. In our dataset, all
voles were of similar age but differed in photoperiodic history that simulated the fast maturing
spring- or delayed maturing autumn cohort. We had a non-responder in both groups, which

indicates that non-responsiveness can occur regardless of photoperiodic history.

The balanced polyphenism theory described by Prendergast, Kriegsfeld and Nelson, (2001)
suggests that a range of different reproductive phenotypes is maintained, so that at least a
certain proportion of the population can survive under variable environmental conditions. This
is in line with the hypothesis that short-lived species are more opportunistic in the timing of
breeding as individuals generally experience only one breeding season in their lifetime (Bronson
1988). Indeed, under favourable conditions, rare winter breeding has been observed in the
seasonally breeding voles tundra voles, field voles (Tast and Kaikusalo 1976) and in common
voles (BalaZ 2010a) which could have been due to survival of non-responding adults. Most
studies on photoperiodic non-responders have been done in males. The occurrence of non-
responsiveness in females may be rarer due to the higher costs of reproduction. Although the
gonadal axis in both males and females of M.oeconomus responded only mildly to photoperiod
and cases of winter breeding in wild vole populations suggest that photoperiodic non-

responsiveness also occurs in females.
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5.1.4. Within species genetic variation and local adaptation - selection on an Aldh1a1-like
paralogue.

The term reaction norm to environmental cues has been discussed in the introduction and the
degree of photoperiodic non-responsiveness is a good example of individually variable reaction
norms within a population. It is reasonable to assume that differences in reaction norms at the
phenotypic level come from differences at the genetic level. Artificial selection for
photosensitivity in white-footed mice (Peromyscus leucopus) versus photo non-responsiveness
shows that this trait is heritable (Heideman et al. 1999; Sharp et al. 2015). Aside from species-
specific evolutionary histories associated phenotype differences as discussed above, it is also
expected that species with a large distribution range adapt to the local (latitude dependent)
photoperiod-temperature relations (Hut et al. 2013). Figure 17 indeed shows that the breeding
season can vary strongly within species, depending on the geographic location of the population,
which led to the question to what extent this has shaped genetic differentiation underlying

seasonal timekeeping mechanisms.

These considerations led us to perform a genome-wide screening for signatures of selection
between a Northern (70°N) and Southern population (53°N) of tundra voles (see paper IV).
This was the start of a wider study (see the next section) through which we sought a first
impression of genetic differences between the populations. The most striking finding was a clear
selection signature on the Aldhlal-Aldhla7 locus. Aldhlal (Raldh1) expression in PT tanycytes
is under photoperiodic control (Shearer, Stoney, Nanescu, et al. 2012; Helfer, Barrett, and
Morgan 2019; Stoney et al. 2016). ALDH1A1 synthesizes retinoic acid (RA); a key transcription
regulator in embryonic developmental and neurogenesis in brain areas such as the hippocampus
(Ransom et al. 2014). It may play a key role in the mammalian PNES, similar as TSHf (Helfer et
al. 2012). In rodents, long day associated RA signaling increases body mass and food intake
through production of chemerin (an inflammatory chemokine) in tanycytes, which is encoded by
the RarresZ2 (retinoic acid receptor responder2) gene (Helfer et al. 2016). In peripheral tissues,

chemerin increases adiposity (Helfer and Wu 2018).

Closer inspection of the Aldh1al-Aldhla7 locus revealed that this strong selection pressure fell
upon an Aldhlal-like paralogue, directly downstream of the Aldh1al gene. Moreover, we found
three additional Aldh1al-like paralogues, situated between the Aldh1al and the rodent-specific
Aldhla7 gene. These paralogues are highly similar to both Aldh1al and even more so to Aldhla7
and the predicted translation indicated that these are functional genes. Despite the high
sequence homology with ALDH1A1, ALDH1A7 does not synthesize retinoid acid (Hsu et al.

1999). Investigation of amino acids present at critical locations of the substrate entry channel
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(Sobreira etal. 2011) indicate that ALDH1A7 and the vole ALDH1A1-like paralogues have a
substrate entry channel unsuitable for large molecules such as retinaldehyde. ALDH1A7 and the
ALDH1A1-like paralogues may be more similar to the narrow-channeled ALDH2, which oxidizes
smaller molecules like acetaldehyde derived from ethanol metabolism (Sobreira et al. 2011;
Koppaka et al. 2012). So far, Aldh1a7 has only been found rodents (Touloupi et al. 2019). Similar
Aldhlal-like paralogues were also present in other Microtus species but have not been found in
any other species except in two marsupial species, the South American opossum (Monodelphis
domestica) and Australian Tasmanian devil (Sacrophilus harrisii) (Holmes 2015, 2009). This
suggests independent gene duplications of Aldh1al and possible convergent evolution in
response to potentially similar selection pressures. However, the genomes of a number of
mammals are available publicly and further exploration of the mammalian Aldh1al locus could

shed more light on the evolution of Aldh1al-like paralogues.

5.2 Ongoing and future research

The profound difference in gonadal versus somatic growth investment between the two vole
species raised the question whether this is detectable in altered somatostatin and growth
hormone releasing hormone (GHRH) production from hypothalamic neurons. These are under
photoperiodic control and both factors regulate seasonal body mass fluctuations in Siberian
hamsters (Dumbell et al. 2015). Expression of these factors as well as chemerin (Helfer et al.
2016) under the various photoperiods and the two temperatures as done in paper II and paper
III can possibly provide more insight in the observed species differences in body mass
regulation. We still have tissue samples available from these experiments, which can be used for

further gene expression analysis.

The ambient temperatures used in the experiments described in paper II and III were 10°C and
21°C. The lowest possible temperature in our climate chambers was 10°C, which may not have
been low enough to induce a photoperiodic response in gonadal growth in tundra voles.

In most parts of the tundra vole’s distribution range, mean monthly winter temperatures are
lower than 10°C and the species may have evolved a thermal neutral zone below 10°C.
Therefore, it would be interesting to measure the thermal neutral zones for both species in
response to photoperiod as done by Balin, Haim and Arad (1994). They measured rest metabolic
rate (oxygen consumption), core body temperature, non-shivering thermogenesis and overall
thermal conductance in Levant voles (M. guentheri). This species lives under hot and dry

summer conditions in the Mediterranean region and were expected to experience heat stress in
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summer. Voles kept under long photoperiods (16L) had lower rest metabolic rates and thermal
conductance but a higher upper critical point in the thermoneutral zone than voles under short
days (8L) (Balin, Haim and Arad 1994). Such a study could give more clarification about
individual- and general species-specific reaction norms to environmental factors and it would
give a clearer answer to whether the northern species has evolved higher cold tolerance than

the southern species.

The brain samples taken in the photoperiod-temperature experiments can also be used to
explore seasonal expression of Aldh1al (Raldh1), its sister gene Aldhla2 (RaldhZ2) and the rodent
specific gene Aldh1a7 in the tanycytes. The seasonal histogenesis hypothesis as proposed by
Hazlerigg and Lincoln (2011) is yet to be explored further and Aldh1al and Aldh1a2 may play a
role in this. RA induced the cytoskeleton protein vimentin (via chemerin) which indicates
hypothalamic remodeling (Helfer and Wu 2018). The short-day decrease in hypothalamic TH
and RA signaling is proposed to cause local neurodegeneration, which may initiate a reduction
body mass and appetite. This neurodegeneration induces compensatory proliferation in the
tanycyte niche and newborn cells can differentiate to various types of neuronal phenotypes
which may lay at the basis for seasonal variation in energy balance and reproduction (Helfer,

Barrett, and Morgan 2019).

The function and expression pattern of Aldh1a7 has not been investigated in depth and its
relation with photoperiod is unclear. RNA sequencing of various tissues under variable seasonal
conditions (e.g. photoperiods and temperatures) can clarify the role of Aldh1a7 and whether it is
associated with seasonal phenotype regulation. Moreover, our sequencing results suggest that
the Aldh1a paralogues in Microtus are additional copies of Aldh1a7. The strong signature of
selection on one of these paralogues suggests functional relevance for the tundra vole
populations investigated. The predicted amino acid structure indicates that these paralogues
produce functional proteins but we cannot confirm this without RNA sequencing and further in

vitro expression studies to assess the function (such as such as in situ hybridization or qPCR).

The signatures of selection detected between the two tundra vole populations are a first
indication of potential latitudinal selection. However, these population differences can also
originate from selection pressures independent of latitude since we have only assessed two
populations. Therefore, we need to sequence more vole populations from various latitudes and
longitudes to see if we can find the same genes under selection. Our particular interest goes to
the outstanding Aldh1a paralogue. We have already collected several Microtus oeconomus

museum samples from different longitudes and latitudes (Fig. 43). Other voles from the Microtus
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genus also possess these paralogues and it would be interesting to see if these are also under
latitudinal selection. As indicated on the map, we already have samples from various Microtus
species available. Phylogenetic analysis of a more complete dataset could provide better insight
in Microtus evolutionary history in relation to latitudinal adaptation and the potential role of
Aldh1lal-like genes. Ideally, these genomic studies could be supported with phenotypic data

from the investigated populations.

We have only studied seasonal gene expression under laboratory conditions and so far there is
one study in which this has been assessed in wild mammals (Wang et al. 2019). In order to bring
the laboratory results together with our sequencing data, we could study seasonal gene
expression and other seasonal phenotype parameters (e.g. body mass, gonadal mass, sex steroid
levels) in wild populations from various locations with different photoperiod-temperature

relations.
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Figure 43. Locations of other vole DNA samples collected. N represents the number of individuals and
the letters the species.
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5.3 Conclusion

We have seen that photoperiodic history and ambient temperature modulate the mammalian
photoneuroendocrine system at the level of the hypothalamic tanycytes and potentially even in
the pars tuberalis as well as downstream in a species-specific manner (Fig. 44). This may be
caused by genetic differences between the common vole and tundra vole as a consequence of
their evolutionary history at higher versus lower latitudes. Paper I showed that long
photoperiods stimulate somatic growth in tundra voles native to higher latitudes while common
voles native to lower latitudes, favour gonadal growth. In paper II and II we demonstrated that
these differential responses are modulated by photoperiodic history and ambient temperature
at the level of DioZ/Dio3 expression and in tundra voles even in PT TSHf§ expression. Here we
also demonstrated that the PNES is hierarchically structured and that selection can affect

different components independently.

In paper IV we provided evidence for within species selection pressures between a southern
and northern population of tundra voles. The most striking finding was selection on an Aldhlal-
like paralogue directly downstream of the photoperiodically expressed Aldh1al gene. The three
Aldh1a1l-like paralogues are predicted to be functional and are also present in other voles

(Microtus) but have so far not been detected in other rodents.
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Plasticity in the photoperiodic response in two vole species.
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