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Abstract
Polar amplification is a prominent feature of recent and projected climate
change. The Arctic region shows some of the strongest signs of climate change,
including sea-ice retreat and temperatures increasing at twice the rate averaged
over the northern hemisphere. A major concern for humanity is the sea-level
rise associated with the melting of the ice-sheets and glaciers due to climate
change. The atmospheric circulation transports an amount of energy into to
the Arctic equivalent that received by the Arctic from the Sun. Thus, the atmo-
spheric energy transport is an important subject to study in the light of Arctic
climate change. The atmospheric energy transport may be decomposed into
contributions by planetary-scale waves such as Rossby waves and small-scale
waves such as cyclones. The energy transport contributions by the different
length-scale separated systems are shown to affect the Arctic differently. The
meridional energy transport is separated into length-scale contributions using a
Fourier-series-based approach. Here we evaluate this approach by comparing it
to a novel wavelet-based length-scale decomposition, developed as a part of this
project. Further a machine-learning-based length-scale decomposition approxi-
mator is developed. The approximator may be applied to climate model output
to investigate future changes in the length-scale decomposed energy transport.
From the comparisons it is apparent that both the Fourier and wavelet-based
length-scale decompositions are skilled approaches, which produce physically
meaningful decompositions. Additionally, the Fourier-based decomposition is
further developed to yield a length-scale decomposition on a latitude-longitude
grid. Once evaluated the Fourier and wavelet-based decompositions are applied
to investigate the effects of recent climate change on the atmospheric energy
transport, and how these changes affect the Arctic and the Greenland ice-sheet.
Through these studies it is conspicuous that shifts of energy transport between
length-scale components has occurred during the last decades, and that these
shifts have contributed to Greenland ice-sheet melt and Arctic warming.
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1
Introduction
Atmospheric energy transport is an important contributor for the Arctic heat
budget, and therefore plays an major role with regards to Arctic climate and
weather. The atmosphere transports energy from low latitudes to high latitudes
due to the difference in absorbed solar insolation between equatorial and polar
regions. The major part of the meridional heat transport into the Arctic is
accomplished by the atmosphere, whilst the ocean only contributes a minor
part of the total heat transport (Trenberth and Caron 2001).

Variability of the atmospheric energy transport at the Arctic boundary affects
the Arctic temperatures (Graversen 2006; Graversen et al. 2008). Hence long-
term changes in the atmospheric energy transport at the Arctic boundary are
impacting the Arctic climate. The coupling between energy transport and
the Arctic climate is understood only to a limited extent. This coupling is
complex because different forms of energy will affect the Arctic differently.
Transport of sensible heat directly affects Arctic temperatures, whilst moisture
transport affects Arctic temperatures both through the direct increase in heat
content and by increasing the greenhouse effect. Energy transport may affect
the Arctic climate in various ways depending on where in the Arctic the energy
is transported. For instance, heat transport over thin sea ice compared to
over thick sea-ice may lead to more sea-ice retreat and hereby to increased
absorption of solar radiation and thus stronger Arctic warming.

Classically the atmospheric transport is decomposed by form of energy, latent
heat or dry-static energy, and by the timescale of the circulation systems, tran-
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2 chapter 1 introduction

sient or stationary eddies (Oort and Peixóto 1983; Peixóto and Oort 1992).
However, these decompositions does not specifically account for the type of
dynamical system that transports the energy. The length-scale of systems trans-
porting energy may have a large impact on how far and where in the Arctic
the energy is transported. By applying a Fourier-series-based approach one
may decompose the energy transport into contributions by different length
scales (Graversen and Burtu 2016). The Fourier approach differs from the clas-
sical transient and stationary eddy decomposition as it does not consider the
timescale of the systems, only the length scale. The length-scale decomposition
splits the meridional energy transport into contributions by planetary scale
waves such as Rossby waves, and small-scale waves such as cyclones. In gen-
eral the planetary component of the meridional energy transport is a larger
contributor to Arctic warming than its small-scale counterpart (Baggett and
Lee 2015; Graversen and Burtu 2016). Planetary-scale waves have also been
shown to impact Arctic sea-ice more strongly than their small-scale counter-
part (Hofsteenge et al. 2022). However, the interactions between planetary
and small-scale waves also play an important role in Arctic climate change.
Constructive or destructive interference of the multi scale waves may lead to
completely different energy transports into the Arctic (Messori and Czaja 2014;
Messori et al. 2018; Lembo et al. 2019).

The climate is changing, anthropogenic emissions of greenhouse gases, such
as CO2 (Callendar 1938), has led and leads to an increase of the Earth surface
temperature (Zhong and Haigh 2013). The Arctic region has warmed at a
rate almost twice the rate of the averaged northern hemisphere (Graversen
et al. 2008; Serreze and Barry 2011; Cohen et al. 2014). The warming Arctic
leads to a diminishing energy gradient between the high and low latitudes,
which indicates that the total energy meridional energy transport will decrease.
However, when considering the components of the energy transport, both based
on type of energy and length-scale, these are not all decreasing (Graversen and
Burtu 2016).

Previous studies have argued that the latent heat transport into the Arctic
impacts sea-ice, Arctic temperatures and the general Arctic climate (Graversen
et al. 2008; Graversen et al. 2011; Kapsch et al. 2013; H.-M. Kim and B.-M. Kim
2017). However, in future climate-change scenarios the energy transport into
the Arctic in somemodels is projected to decrease (Hwang et al. 2011). Although
the total meridional energy transport into the Arctic is projected to decrease
in a warmer climate, the contributions by the different length-scales may be
shifted from one scale to another leading to a compensation of the cooling
effect induced by the transport decrease (Graversen and Burtu 2016). Since
the transport contributions by different length-scales likely affect the Arctic
climate differently the length-scale decompositions are important tools for the
evaluation of energy transport change effects on the Arctic climate (Baggett
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and Lee 2015; Graversen and Burtu 2016; Heiskanen et al. 2020; Rydsaa et al.
2021; Hofsteenge et al. 2022; Heiskanen et al. 2022a).

The Greenland ice-sheet – one of the largest ice-sheets on the Earth – is found
in the Arctic region. Mass loss from the Greenland ice-sheet is one of the
main contributors to sea-level rise during the last decades (Rignot et al. 2011;
Khan et al. 2014), and the Greenland melting is projected as an important
contributor to sea-level rise in a warming climate. During the last decades the
Greenland ice-sheet has lost mass at an accelerating rate (Mouginot et al. 2019;
Shepherd et al. 2020). The exact processes leading to the increased mass loss
is not yet fully understood. However, the atmospheric circulation likely plays
an important role in the accelerating mass loss (Bevis et al. 2019; Shepherd
et al. 2020; Heiskanen et al. 2022a).

1.1 Outline

This thesis is focused on the evaluation, development and applications of the
Fourier-based length-scale decomposition proposed in Graversen and Burtu
(2016), and the development of other length-scale decompositions. The re-
mainder of this chapter presents an overview of the general circulation of the
atmosphere, whilst Chapter 2 provides the theory of the Fourier-based energy-
transport decomposition, other decompositions, and examples of applications of
these decompositions. The objectives and scientific questions of this thesis are
further described in Chapter 3. Summaries of the included papers are presented
in Chapter 4, and the main conclusions and future work in Chapter 5.

1.2 Atmospheric circulation

The general circulation of the atmosphere is driven by imbalances in solar
insolation between high and low latitudes. The energy gradients produced
by the large amounts of insolation at low latitudes, and small amounts at
high latitudes lead to atmospheric motions. The general characteristics of
the atmospheric circulation are latitude dependent, where the low latitude
circulation is dominated by zonally symmetric circulation and the high latitudes
by eddies.
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1.2.1 Hadley circulation

The Hadley cell is a major zonally symmetric circulation cell dominating the
circulation patterns at the equatorial region. The Hadley cell is a thermally
direct circulation cell, where hot air rises at the equator and cold air descends
in the subtropics (Hadley 1735). Hadley circulation is induced by the solar
insolation at the equator heating the air. Once heated such that the air is
unstable with regards to the saturated adiabatic lapse rate the air will rise.
This yields the thermally direct Hadley circulation around the equator and the
tropics. The Hadley cell stretches from the equator to approximately 25-30◦

North and South, and is at its strongest in the winter hemisphere where the
energy gradient is the largest. In theory it would be possible for the general
circulation of the atmosphere to be dominated by Hadley cells from the equator
to the poles, if not for the Earths rotation. Since the Earth is rotating such a wide
cell would break down in the mid latitudes, where the Coriolis force becomes
significant. In the mid-latitudes there is a wave-forced thermally indirect cell,
where cold air rises and hot air descends, know as the Ferrel cell. However,
whereas the Hadley cell is driven by vertical convection due to the influx of
solar insolation at the equator the Ferrel cell is forced by eddies (Salustri and
Stone 1983; Vallis 2017). The Ferrel cell is hence not a similar structure to the
Hadley cell, where the flow is mostly zonally symmetric. The zonally symmetric
flow breaks down at higher latitudes due to the Earths rotation, and the main
flow pattern is the meandering of the air currents.

1.2.2 Eddies

In the mid to high latitudes Rossby waves are one of the most dominant circu-
lation patterns in the general atmospheric flow. Rossby waves form due to the
Earths rotation, andmay develop due to orographic forcing or heating contrasts
between e.g. land and sea. Both of these effects results in a meandering of the
east-west flow set up by the Earths rotation, which has a larger impact on the
circulation in the mid to high latitudes than at the low latitudes due to the
strength of the Coriolis force. In the northern hemisphere the meandering of
the jet-stream is a dominant Rossby wave pattern due to the orographic forcing
of the multiple mountainous regions. Additionally Rossby waves form due to
temperature gradients in the intersection between warm and cold air (Rossby
1939).

Atmospheric eddies may form both due to orographic forcing and instabilities
in the atmospheric flow. At high latitudes on the northern hemisphere the
atmospheric flow is largely influenced by the large mountain regions. The oro-
graphic forcing leads to a meandering of the jet-stream, which is generated by
the Earths rotation. In the extra-tropics eddies are the dominant weather pat-
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tern. The extra-tropical eddies also performmost of the atmospheric meridional
energy transport at these latitudes.

1.2.3 Energy transport

As discussed earlier the general circulation of the atmosphere is generated due
to radiative imbalances between the equator and the poles. The atmospheric
circulation transports net energy towards the poles, reducing the differences in
temperature between the insolation rich tropics and the polar regions.

Energy in the atmosphere is transported inmultiple forms. The energy transport
is typically separated into transport of dry-static energy and latent heat. The
dry-static energy

� = 2?) +
1
2
E2 + I6

consists of sensible heat 2?) , kinetic energy 1
2E

2 and potential energy I6, whilst
the latent heat component

& = !@

is specific humidity @ multiplied by the latent heat of condensation !.

The dry-static energy transport has a direct effect of increasing the temperature
of the region wherein it is transported, whereas the latent heat has both a direct
effect and an indirect effect. The indirect effect of latent heat is through the
increased moisture content in the atmosphere in the regions where the latent
heat is transported, which leads to increased downwelling long wave radiation.
The latent heat transport also contributes moisture to cloud formation, which
may have both a positive and negative effect on the radiative balance on
the surface, depending on the localization of the clouds. Clouds have both a
warming and cooling effect on the temperatures. The clouds reflects some of
the incoming solar insolation, which yield a cooling effect. However, they also
absorb and emit some of the longwave radiation from the Earth back towards
the Earths surface, which yields a warming effect. Clouds over bright surfaces,
such as sea-ice or ice-sheets typically have a net positive effect on the radiative
budget at the surface, since they do not increase the albedo over these regions.
Opposingly clouds over darker regions such as ice-free oceans may result in a
net decrease of incoming energy at the surface.

The dominating circulation patterns are also typically the main contributors to
the poleward energy transport. At low latitudes the zonally symmetric Hadley
circulation is the main contributor to poleward energy transport, whilst eddies
are the main contributor at the mid to high latitudes.





2
Energy transport
decompositions

In this chapter several energy-transport decomposition methods are described.
The classical decomposition into stationary and transient eddies is presented
and compared to length-scale based decompositions (Oort and Peixóto 1983;
Peixóto and Oort 1992). The Fourier-based decomposition proposed in Gra-
versen and Burtu (2016) is presented in detail, and so is an alternative wavelet-
based length-scale decomposition approach (Heiskanen et al. 2020). Addition-
ally, the concept of a machine-learning-based length- decomposition estimator
is presented (Heiskanen et al. 2022b).

These length-scale decompositions are presented as alternatives to the decom-
position into stationary and transient eddies since the temporal decomposition
alone is not enough to capture the transport by different kinds of dynamical
systems (Graversen and Burtu 2016). In addition to the technicalities of the
length-scale decompositions the importance of these, and how they differ from
the classical temporal decomposition, are discussed in this chapter.

7



8 chapter 2 energy transport decomposit ions

2.1 Transient and stationary eddies

The meridional energy transport is classically decomposed by considering the
timescales of the dynamical systems transporting energy using a Reynolds
decomposition (Palmén and Vuorela 1963; Oort and Peixóto 1983; Peixóto
and Oort 1992). Here the timescale decomposition is used to consider zonally
averaged fields

[�] = 1
2c

∫ 2c

0
� d_ (2.1)

where � is an arbitrary atmospheric field and _ is longitude in radians. The
decomposition, as presented in Peixóto and Oort (1992), is based on zonal
averages (Equation 2.1) and time averages

� =
1
)

∫ )

0
� dC, (2.2)

where ) is a given timescale. Any given atmospheric field may be defined as a
time average (Equation 2.2) or zonal average (Equation 2.1) and perturbations
to the averages such that

� = [�] +�∗, [�∗] = 0, (2.3)

� = � +�′, �′ = 0. (2.4)

The meridional energy transport is based on a product of the meridional
winds E and energy field �. Expanding E and � in terms of zonal means and
perturbations (Equation 2.3) to the zonal mean, and computing the zonal mean
yields;

[E�] = [E] [�] + [E∗�∗] . (2.5)

Here [E∗�∗] is proportional to the zonal covariance of E and �. The timescale of
the systems contributing to themeridional energy transportmay be investigated
by expressing E and � in Equation 2.5 in terms of the time average and
perturbations, and applying the time average operator (Equation 2.2) to the
zonal mean (Equation 2.5);

[E�] = [E] [�] +
[
E∗ �∗

]
+

[
E ′� ′

]
. (2.6)

Themeanmeridional energy transport, the left hand side of Equation 2.6, is thus
decomposed into three timescale based components. The first component of the
right hand side of Equation 2.6 is the mean meridional circulation component,
the second component is the stationary eddies, and the third component the
transient eddies. Note that the separation of eddy transport into transient and
stationary eddies is dependent on the averaging period ) used in the time
average operator (Equation 2.2). The averaging period is usually a month,
implying that the stationary eddies correspond to monthly scale variations
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Figure 2.1: Timescale decomposition of the annual and zonal-mean total northward
energy transport. The solid line (tot) is the total energy transport, the
dash-dotted line (mc) corresponds to the energy transport by meridional
circulation, the dashed line (se) to stationary eddy energy transport, and
the dotted line (te) to the transport by transient eddies. The energy trans-
port is computed from ERA5 data for the period 1979-2018.

and the transient eddies to faster variations in the energy transport (Oort and
Peixóto 1983; Peixóto and Oort 1992).

In terms of annual mean meridional energy transport, the transient eddies
dominate the total (Figure 2.1), latent heat (Figure 2.2) and dry-static energy
transports (Figure 2.3) in the extra tropics (Oort and Peixóto 1983; Peixóto and
Oort 1992; Dufour et al. 2016). Around the equatorial region the meridional
circulation is the main contributor to poleward energy transport, where the
Hadley cell is the most dominant circulation system. Across several modern
reanalysis data sets the transient eddies account for up to 94% of the moisture
fluxes across 70◦ N (Jakobson and Vihma 2010; Dufour et al. 2016). Classically
the transient eddies are associated with small-scale perturbations such as
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Figure 2.2: As in Figure 2.1 but for latent heat transport.

cyclones, and the stationary eddies with planetary-scale structures such as
Rossby waves. However, this is in fact not always the case. Inherently the
timescale decomposition (Equation 2.6) does not contain any length scale
information of the energy transporting eddies. Cyclones are typically short
lived, and thus assumed to yield a signal in the transient eddy energy transport.
However, some regions are more prone to cyclone activity. The large cyclone
activity in e.g. the Atlantic sector appears as a stationary eddy transport signal,
although the individual cyclones are shorter lived than the stationary timescale
(Graversen and Burtu 2016).

2.2 Fourier decomposition

An alternative approach to the classical decomposition described in Section 2.1
is a length-scale decomposition based on Fourier series as proposed by Gra-
versen and Burtu (2016). Length-scale decompositions yield direct information
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Figure 2.3: As in Figure 2.1 but for dry-static energy transport.

about the spatial extent of the energy transporting eddies. The length-scale
decomposition proposed by Graversen and Burtu (2016) is based on a zonal
Fourier series expansion of E and �. The zonal Fourier series for a general
function is defined as

5 (G) ∼ 00
2
+
∞∑
==1

[
0= cos

(
2c=G
3

)
+ 1= sin

(
2c=G
3

)]
, (2.7)

0= =
2
3

∫ 3

0
5 (G) cos

(
2c=G
3

)
dG, (2.8)

1= =
2
3

∫ 3

0
5 (G) sin

(
2c=G
3

)
dG, (2.9)

where 5 (G) is a general function of G , G the coordinate along a latitude circle,
3 = 2c0 cos(q) the length around the given latitude circle, = the wavenumber,
0= the Fourier cosine coefficients, and 1= the Fourier sine coefficients. Any
periodic function may be approximated using Fourier series. As atmospheric
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variables are periodic in the zonal direction the Fourier series expansion (Equa-
tion 2.7) is possible for any atmospheric variable.

The meridional energy transport averaged over the vertical column at a given
latitude is

E� (q) =
∫ ?B

0

∮
E (q, G, ?) � (q, G, ?) dG d?

6
, (2.10)

whereq is latitude,? pressure, and6 the gravitational acceleration. Considering
one vertical layer of the atmosphere the meridional mass flux E d?

6
and energy

field � may be expanded in terms of the Fourier series

E; (q, G) ∼
0
E,;
0

2
+
∞∑
==1

[
0E,;= cos

(
2c=G
3

)
+ 1E,;= sin

(
2c=G
3

)]
(2.11)

and

�; (q, G) ∼
0
�,;
0

2
+
∞∑
==1

[
0�,;= cos

(
2c=G
3

)
+ 1E,;

�
sin

(
2c=G
3

)]
, (2.12)

where 0E,;= and 1E,;= are the Fourier coefficients of the meridional mass flux, and
0
�,;
= and 1�,;= the Fourier coefficients of the energy at the discrete level ; in the
atmosphere. The Fourier coefficients in equations 2.11 and 2.12 are computed
from equations 2.8 and 2.9 by inserting E; and �; for 5 (G) respectively. By
inserting E and � from equations 2.11 and 2.12 in Equation 2.10, discretizing the
vertical integral, and performing the zonal integral all the cross terms across
wavenumbers vanish, and we are left with

E� (q) = 3

2

!∑
;=1

[
0
E,;
0 1

E,!
0

2
+
∞∑
==1

(
0E,;= 0

�,;
= + 1E,;= 1�,;=

)]
. (2.13)

Here ! denotes the number of vertical layers in the discretization, which is
dependent on the dataset on which the length-scale decomposition is applied.
The expression in Equation 2.13 is the full meridional energy transport across
a cross section of the atmosphere at latitude q . The Fourier expansion of the
meridional energy transportmay be decomposed into length-scale contributions
by splitting the wavenumber sum in Equation 2.13

E� (q)< =
3

4

!∑
;=1

0
E,;
0 0

�,;
0 , (2.14)

E� (q)? =
3

2

!∑
;=1

3∑
==1

(
0E,;= 0

�,;
= + 1E,;= 1�,;=

)
, (2.15)

E� (q)B =
3

2

!∑
;=1

∑
=≥4

(
0E,;= 0

�,;
= + 1E,;= 1�,;=

)
. (2.16)
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Here E� (q)< (Equation 2.14) is the zonally symmetric (meridional) energy
transport component, E� (q)? (Equation 2.15) the planetary-scale eddy con-
tribution to the meridional energy transport, and E� (q)B (Equation 2.16) the
small-scale eddy contribution to the energy transport. The length scale decom-
position is complete, it incorporates the total meridional energy transport, just
as the timescale decomposition. However, the separation between the planetary
and small-scale systems is somewhat arbitrary. In Graversen and Burtu (2016),
the suggested separation is between wavenumbers 5 and 6. However based
on comparisons with a wavelet-based length-scale decomposition Heiskanen
et al. (2020) suggests that a separation between wavenumbers 3 and 4 is more
appropriate.
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Figure 2.4: Fourier decomposition of the annual and zonal mean total northward
energy transport. The solid line (tot) is the total energy transport, the
dash-dotted line (mc) corresponds to the energy transport by meridional
circulation, the dashed line (pw) to planetary-scale eddy energy transport,
and the dotted line (sw) to the transport by small-scale eddies. The energy
transport is computed from ERA5 data for the period 1979-2018.
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Figure 2.5: As in Figure 2.4 but for latent heat transport.

Figures 2.4-2.6 show the Fourier length-scale decomposition of the total energy
transport (Figure 2.4), the latent heat transport (Figure 2.5), and the dry-static
energy transport (Figure 2.6) computed from the ERA5 reanalysis (Hersbach
et al. 2020). The reanalysis data set suffers from a mass flux inconsistency due
to the data assimilation process (Trenberth 1991), hence a mass flux correction
is applied to the meridional wind field before computing the energy transports
(Graversen 2006).

In most regions the main contribution to the total energy transport is by the
small-scale waves (Figure 2.4). The same applies for the latent heat transport
(Figure 2.5) and the dry-static energy transport (Figure 2.6). However, at low
latitudes the transport is dominated by the meridional circulation, as is the
case with the timescale decomposition as well. At high latitudes the planetary-
scale contribution becomes as important, or even more important, than the
small-scale contributions for all types of transport. Comparing the Fourier-
based length-scale decomposition to the timescale decomposition reveals that
planetary-scale waves are not equivalent to stationary waves, and that transient



2.2 fourier decomposit ion 15

90 60 30 0 30 60 90
Latitude [ N]

6

4

2

0

2

4

6
vD

 [P
W

]
tot
mc
pw
sw

Figure 2.6: As in Figure 2.4 but for dry-static energy transport.

waves are not equivalent to small-scale waves.

Based on the Fourier-based length-scale decomposition it is evident that planetary-
scale waves are a major contributor to the meridional energy transport across
70◦ N (Graversen and Burtu 2016; Heiskanen et al. 2020). This is somewhat
contradictory to the notion that transient eddies, and thus synoptic cyclones,
are the main contributor to the energy transport at high latitudes (Oort and
Peixóto 1983; Jakobson and Vihma 2010; Dufour et al. 2016). However, this is
not a contradiction based on the properties of the dynamical systems trans-
porting energy, but a misinterpretation of the decomposition in stationary and
transient eddies. As discussed in Section 2.1, planetary-scale waves, and small-
scale cyclones as well, may be both transient and stationary. Hence, to establish
the transport contributions of dynamical systems at different length scales, the
timescale decomposition is insufficient and a length-scale decomposition is
required.

Although the cross terms in Equation 2.13 vanish, there is still an interplay
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between Rossby waves and small-scale systems, such as cyclones. The Rossby
waves set circulation patterns which force the trajectories of cyclones, i.e. storm
tracks (Fearon et al. 2021). Thus the transport components are not uncorrelated,
which is associated with the multi scale attribute of fluid dynamics, perturba-
tions propagate from small to large scale systems and vice versa.

The Fourier-based decomposition shows that planetary-scale waves affect Arctic
temperature more strongly than the small-scale waves (Graversen and Burtu
2016; Heiskanen et al. 2020). However, it is likely that the contribution by small-
scale waves is misrepresented in the Fourier-based decomposition. Multiple
studies have shown the importance of cyclones in the moisture and thus latent
heat transport into the Arctic (e.g. Messori et al. (2018) and Fearon et al. (2021)).
A fallacy of the Fourier method when representing atmospheric systems is the
non-localization of the basis functions. Small scale systems, such as cyclones,
are often generated locally. A non-localized basis such as the Fourier basis is
not well suited to represent localized systems correctly, there occurs a leakage
of power towards the low wavenumbers (planetary-scales). Hence the validity
of the Fourier-based length-scale decomposition should be tested, which is
done by comparing it to an independent length-scale decomposition based on
wavelets (Heiskanen et al. 2020).

2.2.1 Latitude-longitude-resolved length-scale
decomposition

The zonally averaged meridional energy transport is an important quantity
when studying the general Arctic climate (Graversen 2006; Graversen et al. 2011;
Graversen and Burtu 2016). However, when the impacts of energy transport
to specific regions in the Arctic is of interest the zonally averaged energy
transport is not necessarily an accurate measure of incoming energy on a
regional scale. One of the main concerns with climate change is the effects
of the warming temperatures on the Greenland ice-sheet, as the Greenland
ice-sheet is projected as one of the main contributors to sea-level rise in the
future (Alley et al. 2005; Muntjewerf et al. 2020; Gregory et al. 2020). The
ice-sheet is only a small region in the Arctic, which does not span throughout
a latitude circle. To establish the effect of energy transport changes on the
Greenland ice-sheet a possible pathway is to consider convergence of energy
transport over the ice-sheet. To consider the length-scale decomposed energy
transport convergence it is insufficient with the length-scale decomposed zonal-
mean meridional energy transport. Hence, a length-scale decomposition on a
latitude-longitude grid is needed to study the effects of energy transport on
the Greenland ice-sheet (Heiskanen et al. 2022a).

The Fourier decomposition is also applicable to energy transport on a lati-
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tude longitude grid (Rydsaa et al. 2021). By omitting the zonal integral from
Equation 2.10, one may consider the vertically integrated energy transport as a
function of latitude and longitude

E� (q, G) =
∫ ?B

0
E (q, G, ?) � (q, G, ?) d?

6
. (2.17)

The expression in Equation 2.17 is yet not decomposed into length-scale compo-
nents. This may be done by applying Fourier series (Equation 2.7) on the mass
flux field or the energy field. Decomposing both fields is unnecessary in this
case, there is no zonal integral leading to vanishing cross-terms. Expanding the
mass flux field in terms of its zonal Fourier series and discretizing the vertical
integral yields;

E� (q, G) =
∞∑
==0

!∑
;=1

�; (q, G)
{
0
E,;

=,q
cos

(
2c=G
3

)
+ 1E,;

=,q
sin

(
2c=G
3

)}
. (2.18)

Splitting the wavenumber sum in Equation 2.18 as in equations 2.14-2.16 yields
a length-scale decomposition of the meridional energy transport resolved on a
latitude longitude grid. Note that the zonal mean of Equation 2.18 yields the
same decomposition as in Equation 2.13. The choice of decomposing the mass-
flux field or the energy field is somewhat arbitrary. However, the mass-flux field
provides information of the dynamics of the circulation systems transporting
the energy, and thus appears as the more appropriate field to describe a length-
scale decomposition which represent the systems transporting energy.

The latitude longitude resolved decomposition into length scales may be used to
investigate the localization of the energy transport by various systems. Hence
one may pinpoint where the energy is transported. The main pathways of
energy into the Arctic by planetary-scale waves are the Atlantic and Pacific
sectors (Figure 2.7a). The small-scale circulation contributions has their main
pathways of energy transport into the Arctic over land (Figure 2.7b), outside
of the main sectors for the planetary-scale circulation. In the Atlantic and
Pacific sectors the small-scale contributions has an opposing effect to the
planetary-scale circulation. Unsurprisingly the main pathway for latent heat
transport both by planetary-scale (Figure 2.8a) and small-scale perturbations
(Figure 2.8b) is over the oceans. The main pathway of extreme latent heat
transport into the Arctic both by small-scale and planetary-scale waves is found
to be in the Atlantic sector between Greenland and Norway (Rydsaa et al.
2021). Furthermore the latitude longitude resolved length-scale decomposition
may be used to determine regions of divergence and convergence of energy
transport.
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Figure 2.7: Average meridional total energy transport decomposed into length-
scale components. The meridional energy transport contributions by (a)
planetary-scale waves (= = 0-3) and (b) small-scale perturbations (= ≥ 4).
The transports are computed following Equation 2.18, however the zon-
ally symmetric transport contribution is included in the planetary waves
component. The transports are computed from ERA5 data for the years
1979-2018.

2.2.2 Convergence of energy transport

The energy transport convergence is defined as

�conv = −∇ · vK , (2.19)

where vK = (D�, E�) is the vertically integrated energy transport vector and ∇·
the divergence operator. The convergence of energy transport is separated into
length-scales by grouping wavenumbers = = 0-3 together as the large scale
waves and = ≥ 4 as the small-scale waves

�conv? = −∇ · vK=≤3, (2.20)

�convB = −∇ · vK=≥4 (2.21)

where v=≤3 refers to the sum of the Fourier components for wavenumbers
less than or equal to three of the zonal and meridional mass-flux fields, and
v=≥4 the same but for wavenumbers greater than or equal to four. The zonally
symmetric component (= = 0) is included in the planetary-scale waves since
the zonal component is actually of importance in high latitudes, and may be
considered a part of the mean Rossby wave flow. For the meridional energy
transport this is considered a separate component, however at high latitudes
the symmetric meridional component is close to zero (Figure 2.4).
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Figure 2.8: As in Figure 2.7 but for latent heat transport.

2.2.3 Decorrelation of length-scale components

Using the latitude longitude resolved length-scale decomposition one has to
be aware of the temporal correlation between the components. The planetary-
scale waves and small-scale perturbations are not independent in time. The
large-scale flow alters the paths of small-scale cyclones, and a collection of
cyclones occurring simultaneously may alter the large-scale Rossby waves.
Hence, there is a temporal correlation between the planetary-scale and small-
scale waves. To separate the effects of energy transport by the relevant scales
one may decorrelate the planetary-scale and small-scale transport time series
using regressions. By regressing e.g. the small-scale transport on the planetary-
scale transport convergence

VB? =

cov
(
�convB , �conv?

)
var

(
�conv?

) (2.22)

and subtracting the planetary-scale component multiplied by the regression
coefficient (Equation 2.22) from the small-scale transport convergence

�conv
B | |? = �convB − VB?�conv? , (2.23)

the temporal correlation between the components is removed. The impor-
tance of the decorrelation between the transport convergence contributions
by different scales is demonstrated in Figure 2.9. Figure 2.9a shows the time-
average total energy-transport convergence by planetary-scale waves. It is
evident that in multiple regions, the contribution by small-scale waves (Fig-
ure 2.9b) is directly anti-correlated to the planetary-scale wave contributions
(Figure 2.9a). E.g. over Greenland and Norway the convergence pattern of
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Figure 2.9: Average convergence of total energy transport decomposed into length-
scale components. The energy transport convergence contributions by (a)
planetary-scale waves (= = 0-3), (b) small-scale perturbations (= ≥ 4),
and (c) small-scale perturbations (= ≥ 4) decorrelated with the planetary-
scale waves. The transports are computed following Equation 2.20 and
Equation 2.21, and the decorrelation is performed as described in Equa-
tion 2.22 and Equation 2.23. The transports are computed from ERA5 data
for the years 1979-2018.

small-scale perturbations (Figure 2.9b) has an opposing pattern to the large-
scale circulation (Figure 2.9a). However, when the small-scale perturbations
are decorrelated from the large-scale circulation a different energy transport
convergence pattern occurs (Figure 2.9c); Once the temporal correlation be-
tween the large-scale circulation and small-scale perturbations is removed
the obvious dipole pattern between the planetary-scale waves (Figure 2.9a)
and small-scale perturbations (Figure 2.9b) is removed, and what is left is the
contribution by only the small-scale waves to the energy transport convergence
(Figure 2.9c).

The decorrelation method is important to uncover the actual effects of energy-
transport convergence by small-scale perturbations on the Greenland ice-sheet.
If no decorrelation is applied the presumed effect of latent heat transport
by small-scale perturbations on the surface-mass balance of Greenland is
inconsistent with the increased moisture over the ice-sheet associated with
cyclones. However, when the small-scale perturbations are decorrelated with
the large-scale circulation the effect on the surface-mass balance makes sense,
an increased moisture transport convergence is associated with an increase in
the surface mass (Heiskanen et al. 2022a). Similarly the decorrelation method
may be applied on other climate variables, e.g. surface-energy balance and
precipitation. The surface-energy balance consists of radiative and turbulent
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fluxes,where longwave radiative fluxes are associatedwith clouds andmoisture
in the atmosphere. Hence longwave radiative flux anomalies are associated
with precipitation. When considering the effects of surface-energy balance on
e.g. the surface-mass balance of the Greenland ice-sheet the observed effect
is altered by the correlation with precipitation (Figure 1 of Heiskanen et al.
(2022a)). This is conspicuous from the fact that precipitation over the Greenland
ice-sheet is typically snow which has a positive (increase in mass) effect on the
surface-mass balance, whilst positive longwave radiation anomalies typically
melt the ice. By decorrelating the time-series of surface-energy balance and pre-
cipitation these effects may be separated, whereby physical linkages explored
by the regression analyses are revealed (Heiskanen et al. 2022a).

2.3 Wavelet decomposition

The length-scale decomposition based on Fourier series has an inherent prob-
lem: the Fourier basis is non-localized. Studies based on the Fourier length-scale
decomposition have shown the importance of energy transport by planetary-
scale systems (e.g. Graversen and Burtu (2016)). However, by this study the
importance of small-scale systems such as cyclones is likely underestimated
due to the non-localized basis functions (Heiskanen et al. 2020). Cyclones
are important contributors to the poleward energy transport, especially when
it comes to the transport of latent heat (Messori et al. 2018). An alternative
length-scale decomposition based on wavelet series can solve the localization
problem.

Wavelets are described as "brief oscillations", they may be considered as lo-
calized waves within the defined domain. Wavelets come in multiple shapes,
however the defining properties of a waveletk (G) is zero mean,∫ 3

0
k (G) dG = 0, (2.24)

and unit energy, ∫ 3

0
|k (G) |2 dG = 1, (2.25)

over the domain on which the wavelet is defined. The main properties of
wavelets (equations 2.24 and 2.25) are not sufficient to build an orthonormal
basis based on wavelets. Such a basis is needed to perform a complete, non-
redundant length-scale decomposition of the meridional energy transport. The
orthonormal basis is built from a family ofwavelets by stretching and translating
a givenwavelet type (Daubechies 1992). To ensure that the energy of thewavelet
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stays at unity through the stretching process, an amplitude scaling,

k 9,: (G) = 29/2k
(
29G − :

)
, 9, : ∈ Z, (2.26)

is introduced. Here 9 is the scale index and: the translation index. The wavelets
in Equation 2.26 are orthogonal given that they have the inner product〈

k 9,: (G),k<,= (G)
〉
=

∫ 3

0
k 9,: (G)k<,= (G) dG =

{
1, 9, : =<,=

0, 9, : ≠<,=
. (2.27)

Using a family of wavelets with an inner product as in Equation 2.27 we may
decompose any given function 5 (G) on the interval G ∈ [0, 3] in terms of a
wavelet series

5 (G) ∼
∞∑
9=0

29∑
:=0

2 9,:k 9,: (G), (2.28)

where the coefficients 2 9,: are defined as

2 9,: =
〈
5 (G),k 9,: (G)

〉
=

∫ 3

0
5 (G)k 9,: (G) dG . (2.29)

The similarities between the Fourier series (Equation 2.7) and the wavelet series
(Equation 2.28) are evident. Both are complete non-redundant expansions of
the original periodic function 5 (G) on G ∈ [0, 3]. The coefficients of both
expansions are computed using defined inner products (Equations 2.8, 2.9, and
2.29). However, for a Fourier series we only have one set of sine and cosine basis
functions. Whilst for the wavelet series the only imposed requirement on the
basis functions is that they are wavelets (equations 2.24 and 2.25). A wavelet-
based length-scale decomposition may be defined similarly as the Fourier-based
decomposition. Expanding the mass-flux field E d?

6
and energy field � in terms

of their wavelet series at each height level in the atmosphere, and inserting
into the vertically discretized meridional energy transport yields

E� (q) =
!∑
;=0

E�; (q) (2.30)

+
!∑
;=0

∫ 3

0

©«
∞∑
9=0

29∑
:=0

2
E,;

9,:
k 9,: (q, G)

ª®¬ ©«
∞∑
9 ′=0

29
′∑

:′=0

2
�,;

9 ′,:′k 9 ′,:′ (q, G)
ª®¬ dG,

where E�; (q) is the zonally averaged energy transport component at level
; , 2E,;

9,:
the wavelet coefficients of the mass-flux field, and 2�,;

9 ′,:′ for the energy
field. Due to the orthogonality of the wavelets (Equation 2.27) the cross terms
( 9, :) ≠ ( 9 ′, : ′) in Equation 2.30 vanish, such that

E� (q) =
!∑
;=0

©«E�; (q) +
∞∑
9=0

29∑
:=0

2
E,;

9,:
2
�,;

9,:

ª®¬ . (2.31)
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Figure 2.10: Haar-wavelet decomposition of the annual and zonal mean total north-
ward energy transport. The solid line (tot) is the total energy transport,
the dash-dotted line (mc) corresponds to the energy transport by merid-
ional circulation, the dashed line (pw) to planetary-scale eddy energy
transport, and the dotted line (sw) to the transport by small-scale eddies.
The energy transport is computed from ERA-Interim data for the period
1979-2018.

Since the goal is to define a length-scale decomposition the expression in
Equation 2.31 may be further simplified by defining

E�;9 =

29∑
:=0

2
E,;

9,:
2
�,;

9,:

such that Equation 2.31 becomes

E� (q) =
!∑
;=0

(
E�; (q) +

∞∑
9=0

E�;9

)
. (2.32)



24 chapter 2 energy transport decomposit ions

The expression in Equation 2.32 is a general expression for the wavelet-based
length-scale decomposition. No specific family of wavelets has been chosen as
the basis yet. The constraints on the wavelet family is that the wavelets have to
be discrete to form a complete non-redundant basis (Daubechies 1992).
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Figure 2.11: As in Figure 2.10 but for latent heat transport.

To compare the wavelet-based length-scale decomposition with the Fourier-
based decomposition the Haar family of wavelets was suggested by Heiskanen
et al. (2020). The motivation is that the Haar wavelets are simple to convert
to length scales, just as is the Fourier basis. The Haar wavelets are essentially
step-functions. By performing a wavelet decomposition using the Haar-wavelet
decomposition, and splitting between scales 9 = 3 and 9 = 4 which is close
to the length scale separation between wavenumbers = = 3 and = = 4 for the
Fourier decomposition, we may decompose the meridional energy transport in
a similar way as with the Fourier-based decomposition. The total energy trans-
port (Figure 2.10), latent heat (Figure 2.11), and dry-static energy (Figure 2.12)
decompositions are close to the Fourier-based decompositions (figures 2.4-2.6).
The comparison of the two length-scale decompositions yields an interesting
aspect: the split into planetary-scale and small-scale transport contributions
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Figure 2.12: As in Figure 2.10 but for dry-static energy transport.

seems to be a property of the atmospheric energy transport, since the split
into transport components is similar and achievable by two independent de-
composition methods. Hence the transport length-scale decomposition is not
only a mathematical construct based on a Fourier decomposition. The wavelets
are a completely different kind of basis functions from the non-localized sines
and cosines on which the Fourier basis is based. Hence it is remarkable that
the decompositions are so similar, which indicates that an energy transport
length-scale decomposition using either the Fourier or wavelet-based method
is robust. Consequently, the non-localization of the basis functions appears to
be only a small problem, and is likely not problematic for the usage of the
Fourier-based decomposition (Heiskanen et al. 2020).

The Fourier and wavelet-based decomposition methods have their own advan-
tages and disadvantages. The Fourier-based decomposition yields the possibil-
ity to decompose the energy transport directly into contributions of waves by
wavenumbers, whereas the direct equivalent of a length-scale decomposition
based on wavelets is dependent on the wavelet family. For some wavelets it will
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be clear to which length-scale each scaling coefficient corresponds, however
for others it will not be as apparent. Hence it is hard to directly translate
wavelet scales to wavenumbers. The wavelet decomposition has its advantage
in the non-localized basis, which yields a more correct representation of energy
transport by small-scale systems than does the Fourier-based decomposition
(Heiskanen et al. 2020).

2.4 Machine learning for length-scale
decomposition

Machine learning is a rapidly developing field. In general you will find machine
learning in many new technological applications and products, from natural
language processing in voice assistants to computer vision in self-driving
cars. However, applications of machine-learning methods are not limited to
technological applications. For instance machine-learning methods have been
suggested for weather and climate forecasting (Scher and Messori 2019; Rasp
and Thuerey 2021).

Artificial neural networks are one of the main tools in machine learning. These
are general function approximators, which are trained to approximate any
function mapping from data. Convolutional neural networks are a class of
artificial neural networks which rely on sliding convolutional kernels. The con-
volution stencils are translated across the input images (fields). Convolutional
neural networks may have significantly deeper structures than classical arti-
ficial neural networks. These structures are typically used to process image
data. However, gridded atmospheric data may be interpreted as images, which
makes convolutional neural networks attractive structures when designing
machine-learning models applied to atmospheric sciences.

Convolutional neural networks have been used and tested for weather fore-
casting (Scher and Messori 2019; Rasp and Thuerey 2021; Weyn et al. 2021).
Classical weather-prediction models are computationally intensive to run. The
training procedure of a convolutional neural network is data and time intensive.
However, when the model training is finished computing predictions using the
trained model is usually immensely efficient. This makes the machine-learning-
based approaches good alternatives to the dynamical models.

The Fourier and wavelet-based length-scale decompositions are both computa-
tion and storage-wise intensive. The methods require data on a high temporal
resolution, typically at least 6-hourly, and throughout the vertical extent of the
atmosphere. Hence, the length-scale decompositions are mostly applicable to
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reanalysis data or climate-model experiments designed for the computations
of the length-scale decompositions. Either the length-scale decomposition has
to be computed online during the climate model run, or one has to store the
required data on a high temporal resolution (at least 6-hourly) from the ex-
periment. However, the process of computing the length-scale decomposition
can be made more effective by applying machine learning. A machine-learning
model may be trained to estimate the length-scale decomposition from less
data than the exact computations require (Heiskanen et al. 2022b).

2.4.1 Residual networks

Residual networks are a subset of convolutional neural networks which are
designed to be even deeper than classical convolutional neural networks (He
et al. 2016). The difference between plain convolutional neural networks and
residual networks is that the residual networks include a skip-connection (Fig-
ure 2.13). The skip-connection routes the original input directly to the output
activation function, together with the output from the layer. This diminishes
the problem of vanishing gradients in very deep networks, thus making these
deep architectures trainable. The residual network structure has been applied
with success in earlier studies on weather and climate data (Rasp and Thuerey
2021; Weyn et al. 2021).

2.4.2 Machine-learning-based length-scale decomposition

The Fourier-based energy transport decomposition described in Chapter 2 has
been computed from the ERA5 reanalysis data based on several computational
efforts. However, it is challenging, and sometimes impossible, to compute the
length-scale decomposition from e.g. the models in the CMIP6 archives, due to
the lack of data on a high temporal resolution. An alternative approach based
on residual networks is suggested in Heiskanen et al. (2022b). By building a
function approximator based on the residual network architecture, one may
estimate the length-scale decomposed energy transport from considerably less
data than typically required. The training process of the network is still a data
and computation intensive procedure. However, once the training is complete
the decomposition estimate based on the residual network architecture is fairly
computationally cheap.

The idea of the machine-learning-based length-scale decomposition is to train
a machine learning model ensemble, similar to the approach of Weyn et al.
(2021), on the available reanalysis data and use the trained ensemble to estimate
the length-scale decomposition from climate model output. By using residual
networks with gridded atmospheric data as input, one may estimate the length-
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Figure 2.13: Example of a classical and residual convolutional block. In an classical
convolutional block (a) the input G passes through two convolutional
weight layers and one activation before being passed to the final activation
function. A residual block (b) works in the same manner as the classical
block (a), but with the addition of a skip-connection, where the original
input to the residual block is passed directly to the final activation function,
together with the output of the last convolutional layer.

scale decomposed energy transport. The main point of the machine-learning
approach is to diminish the data requirements when computing the length-
scale decomposition of the meridional energy transport from other datasets.
As a proof of concept, a latent heat transport length-scale decomposition with
residual networks is trained using the specific humidity and geopotential height
fields at 850 hPa, and the Fourier-based length-scale decomposition from ERA5
(Heiskanen et al. 2022b). The machine-learning-based length-scale decomposi-
tion approach is extremely efficient when pre-trained. A huge advantage of the
machine-learning-based method is that it may be trained on one dataset, e.g.
ERA5, and then applied on other datasets, e.g. EC-Earth climate model output
(Heiskanen et al. 2022b). The main advantage of the machine-learning-based
method is that one may compute the length-scale decomposition from datasets
which were out of reach before.



3
Thesis objectives
The objectives of this thesis are twofold. The first main objective is to test,
evaluate and further develop the Fourier-based length-scale decomposition of
atmospheric energy transport and propose additional methods. The second
objective is to investigate how recent and future climate change has affected
the energy transport, and how changes in the energy transport affects the
Arctic climate and the mass balance of the Greenland ice-sheet.

3.1 Evaluation and development of length-scale
decompositions

The Fourier-based length-scale decomposition proposed by Graversen and
Burtu (2016) is an important tool for attribution of meridional energy transport
to systems of different length scale. Which systems transport energy into the
Arctic is important with regards to the effect on Arctic temperatures, latent heat
transport by planetary-scale waves has been shown to be a more important
contributor to Arctic temperatures than its small-scale counterpart (Baggett
and Lee 2015; Graversen and Burtu 2016). One important part of this thesis
is the evaluation of the Fourier-based length-scale decomposition. How well
does it represent actual physical systems? What are the fallacies, what are the
advantages of this method? These and many other questions were raised at the
start of this thesis. The Fourier-based method was developed by Graversen and
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Burtu (2016), but never evaluated against other length-scale decompositions.
Hence, one of the objectives of this thesis is to evaluate the Fourier-based
length-scale decomposition against alternative decompositions.

Changes of the energy transport in a warming climate will be important, as
shown in Graversen and Burtu (2016) where an increase in latent heat transport
by planetary-scale waves is observed from modelling studies. These model
experiments were designed such that enough data were stored to compute the
Fourier-based length-scale decomposition. However, this is not typically the
case. The computation time and storage requirements of data needed for the
Fourier-based length-scale decomposition are such that it is inconvenient or
even impossible to compute this decomposition frommodel archives such as the
CMIP6 archives. This limits the amount of usable data sets for investigations of
future changes of the energy transport by planetary and small-scale systems. To
open up the CMIP6 archives for such studies, a development of an alternative
method for the length-scale decomposition is needed.

3.2 Effects of energy transport changes on Arctic
climate

The mutual interaction of recent climate change and the energy transport is
important to understand. The energy transport changes, e.g. shifts from plane-
tary to small-scale systems, may contribute significantly to the climate change
in the Arctic. Additionally, understanding how the atmospheric circulation and
the Arctic climate responds to recent climate change may lead to a greater
understanding of the processes governing the future climate. Hence assessing
how energy transport on various scales affect different regions in the Arctic is
one of the main objectives of this thesis. Additionally uncovering the relation
between energy transport changes and the melt of the Greenland ice-sheet is
important to quantify possible sea-level rise contributions from the Greenland
ice-sheet in the future.



4
Summary of papers
The main contribution of this thesis to the scientific community is the four
included papers. These four pieces of work span from method development
and testing, to applications of the methods to investigate the Arctic climate
and Greenland ice-sheet melt.

4.1 Paper I

Heiskanen, T, Graversen, RG, Rydsaa, JH, Isachsen, PE. Comparing wavelet and
Fourier perspectives on the decomposition of meridional energy transport into
synoptic and planetary components. Q J R Meteorol Soc. 2020; 146: 2717– 2730.
https://doi.org/10.1002/qj.3813

The main objective of this paper is to evaluate the performance of the Fourier-
based length-scale decomposition. To evaluate the Fourier-based method we
need a method to compare it with. Thus, we developed the wavelet-based
method, as an alternative approach to a length-scale decomposition of the
meridional energy transport. Hence the objective of the paper is twofold:

• Develop and present the wavelet-based length-scale decomposition.

• Evaluate and compare the Fourier and wavelet-based methods for real
and synthetic data.
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At first we develop the framework for the wavelet based length-scale decompo-
sition, based on the theory of wavelet series expansions (Daubechies 1992). We
hypothesized that the Fourier-based length-scale decomposition, denoted FDM
in Heiskanen et al. (2020), might have problems resolving the transport by
highly localized systems like cyclones correctly. The Fourier and wavelet-based
decompositions are tested on both synthetic and reanalysis data. The synthetic
data are constructed to challenge the Fourier-based decomposition in terms
of highly localized systems, and the wavelet-based method with non-localized
systems. Similarly a filtering on ERA-Interim data (Dee et al. 2011) is performed
to extract cases with strong and weak localized features, similar to the synthetic
data.

From the studies with the synthetic data, it is evident that the Fourier-based
method has challenges resolving the localized systems correctly, a large frac-
tion (approximately one third) of the power is attributed to the planetary
scales although no waves exist at these scales. However, the wavelet decom-
position, denoted WDM in Heiskanen et al. (2020), has some challenges with
the planetary-scale waves. If the localization of the initial wavelet is ill-placed
with respect to the phase of the planetary-scale waves, the power propagates to
smaller length-scales. Considering the filtered ERA-Interim data, we find that
the wavelet method is vastly more accurate in the case of circulation patterns
dominated by localized cyclones than the Fourier-based equivalent.

In general both the Fourier and wavelet-based length-scale decompositions
yield a similar time-averaged energy transport. This is an important finding
with regards to the sensibility of performing length-scale decompositions of the
meridional energy transport. The fact that the two independent decomposition
methods produce similar decompositions provides support for a physically
consistent skillful separation between energy transport by large-scale and
small-scale waves.

When considering the effects of the decomposed latent heat transport on
Arctic temperatures, the Fourier and wavelet-based decompositions have some
differences. Figure 8a and 8c of Heiskanen et al. (2020) show the effects of the
planetary-scale transport anomaly on temperature based on the Fourier and
wavelet methods, respectively. It is evident that the pattern for both methods
is similar: the maxima of the regressions occur approximately five days after
the transport anomaly, although the strength of the maxima is weaker for the
wavelet-based energy transport regressions. However, for the small-scale, or
synoptic-scale as denoted in Heiskanen et al. (2020), the overall patterns are
different. The small-scale transport as computed by the Fourier decomposition
(Figure 8b of Heiskanen et al. (2020)) show mostly the predominant conditions
for baroclinic instability (Graversen and Burtu 2016) with cold air north of the
transport anomaly and warm air south of the anomaly. The wavelet based small-
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scale transport regressions (Figure 8d of Heiskanen et al. (2020)) consistently
show the original predominant conditions favorable for baroclinic instability,
however they also show a significant warming in the Arctic a couple of days
after the transport anomaly which is not apparent based on the Fourier method.
Hence the day to day variability of the small-scale waves of the Fourier and
wavelet-based methods are not identical.

The main findings of the study is that both the Fourier and wavelet methods
appear skillful for providing a length-scale decomposition of meridional energy
transport. However one has to be careful when investigating the transport by
specific wavenumbers or scales due to the leakage from large-scale circulation
to smaller scales for the wavelet method and vice-versa for the Fourier-based
method. However, when considering sums of wavenumbers or scales, both
methods yield qualitatively similar results. Hence both are solid methods for
studies of the length-scale decomposed energy transport.

4.2 Paper II

Rydsaa, JH, Graversen, RG, Heiskanen, TIH, Stoll, PJ. Changes in atmospheric
latent energy transport into the Arctic: Planetary versus synoptic scales. Q J R
Meteorol Soc. 2021; 147: 2281– 2292. https://doi.org/10.1002/qj.4022

This study considers changes in wintertime latent heat transport over the four
last decades, and the effects of the changes on Arctic temperatures. The main
objective is to identify impacts of latent heat transport length-scale components
on Arctic temperatures. Thereafter it is of interest to quantify how these length-
scale components have changed during the last decades.

The study is based on the Fourier-based length-scale decomposition proposed
in Graversen and Burtu (2016), combined with the extension to a latitude-
longitude resolved length-scale decomposition. Additionally the main findings
of the work are compared with the wavelet-based length-scale decomposition
of Heiskanen et al. (2020). The wavelet-based method produces qualitatively
similar results to the Fourier-based method: both for the impacts on Arctic
temperatures and trends in the transport components. Here we find that
extreme planetary-scale winter transport anomalies are associated with high
temperatures all across the Arctic. Extremes are defined as transport exceeding
the 90th percentile of the particular season. For small-scale circulation the
extremes are mostly associated with the cold Arctic warm extra-tropics pattern,
which is favourable for baroclinic instability. This is in agreement with the
patterns uncovered in Graversen and Burtu (2016) and Heiskanen et al. (2020),
where a small-scale transport anomaly across 70◦N is associated with increased
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baroclinicity.

We also find that there is a statistically significant increase of wintertime
planetary-scale transport extremes, whilst the opposite is observed for the
small-scale transport extremes. The decrease in small-scale transport extremes
is associatedwith an observedweakening of wintertime cyclone intensity, found
by applying a cyclone tracking algorithm.

The main findings of Rydsaa et al. (2021) is that the extreme planetary-scale
latent heat-transport anomalies penetrate deep into the Arctic, and thus lead
to a significant warming. There is also an observable positive trend in extreme
planetary-scale transport events over the last four decades, which indicates
that this circulation change may have contributed to the observed Arctic am-
plification.

4.3 Paper III

Heiskanen, Tuomas, Rune G. Graversen, Richard Bintanja, and Heiko Goelzer
(in review 2022a). “Abrupt increase in Greenland melt enhanced by wind
changes.” In: Submitted for review.

The Greenland ice-sheet has undergone unprecedented modern time surface
mass loss during the last decades. However, what exactly is driving this mass
loss is still uncertain. In Heiskanen et al. (2022a) we try to identify changes of
the atmospheric energy transport over the Greenland ice-sheet, and quantify
how these changes affect the surface mass balance of the ice-sheet.

By applying the Fourier length-scale decomposition on a latitude-longitude
grid we identify convergences of energy transport over the Greenland ice-sheet
by planetarplanetary small-scale waves. The contributions of energy transport
convergence to the surface mass balance are investigated by performing linear
regressions. These show that one has to decompose the energy transport into
latent heat transport and dry-static energy transport for trends to occur. These
trends are strengthened by decomposing the energy-transport convergences
into length-scale-based contributions. This indicates that there is no observable
trend in the total energy-transport convergence over the Greenland ice-sheet:
yet there is a shift between both types of energy and length-scale components,
which affects the surface mass balance of the Greenland ice-sheet. It is shown
that a Rossby-wave-induced reduction of the westerly flow has led to a decrease
in precipitation and an increase in surface warming over the south western
parts of the Greenland ice-sheet, thus increasing the Greenland ice-sheet melt
in this region.
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The study highlights the importance of decomposing the energy transport into
latent heat, dry-static energy, and their respective length-scale contributions.
Additionally, we show the importance of decorrelating climate variables to
uncover their actual effects, e.g. surface energy balance and precipitation,
since the correlation between precipitation and surface energy balance leads
to unrealistic regressions of the Greenland ice-sheet surface mass balance on
the surface energy balance in the interior of the ice-sheet. In general small-
scale waves are shown to have a larger effect on the Greenland ice-sheet
than their planetary-scale counterparts. This effect is different than for the
pan-Arctic studies, which show that planetary-scale transport contributions
have the strongest effect on Arctic temperatures (Graversen and Burtu 2016;
Heiskanen et al. 2020; Rydsaa et al. 2021). However, this is not inconsistent
as we only consider the convergence over the Greenland ice-sheet from a per-
grid-point based perspective in this study, which is only a small region of the
Arctic where the local effect of small-scale waves can be strong.

In general a convergence of latent heat transport is shown to have a positive
impact on the surface mass balance (increase in mass) of the ice-sheet, whereas
the opposite is true for convergence of dry-static energy. These effects combined
with an observed decrease of latent heat transport convergence and increase
in dry-static energy convergence over the ice-sheet lead to a contribution to
the observed increase in the surface-mass loss of the Greenland ice-sheet. This
effect is especially prominent due to the changes in the Rossby (planetary)
wave contributions to the energy-transport convergence.

4.4 Paper IV

Heiskanen, Tuomas, Rune G. Graversen, Richard Bintanja, and Camiel Severijn-
(in review 2022b). “Length-scale decomposition of energy transport using ma-
chine learning techniques.” In: Submitted for review.

The length-scale decompositions proposed in Graversen and Burtu (2016) and
Heiskanen et al. (2020) are computational and data intensive. They require
information of the atmospheric state throughout the vertical extent of the
atmosphere, and on a high (6-hourly or higher) temporal resolution. Hence,
they are only applicable to a minor subset of all the available climate datasets.
The idea of Heiskanen et al. (2022b) is to present a machine-learning-based
estimation technique which extends the subset of dataset from which we may
compute the Fourier-based length-scale decomposition of meridional energy
transport.

Through application of an ensemble of residual network machine-learning
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models we show that one may train a latent heat transport length-scale de-
composition approximator based on atmospheric data on 850 hPa and a daily
temporal resolution. The training process requires both a previously com-
puted energy transport length-scale decomposition and a significant amount of
training time. However, once the network is trained, the network ensemble is
significantly more efficient at computing the length-scale decomposition than
the exact approach of e.g. Graversen and Burtu (2016). This is the case both
with regards to time usage and with regards to data requirements, the required
data for the machine-learning estimates are a tiny fraction of the data required
for the exact computations.

By testing the machine-learning ensemble trained on ERA5 reanalysis data on
climate-model output from the EC-Earth model we show that the trained model
is transferable across datasets. The transferability combined with a reduced
data requirement opens up for a large portion of the CMIP (Coupled Model
Intercomparison Project) archives as potential datasets from which we may
compute the length-scale decomposition of energy transport. Thus, themachine-
learning-based length-scale decomposition estimator provides a valuable tool
for studies of future climate change and intercomparison between climate
models. Additionally, the fact that one may train machine-learning models for
the computation of energy transport indicates that similar approaches could
be used for other climate variables as well.



5
Main conclusion
Summarized the objectives of this thesis are to

• Evaluate and develop the Fourier-based length-scale decomposition, and
alternative length-scale decompositions.

• Investigate the effects of recent climate changes on the energy transport,
and how these changes affects the Arctic-climate and the Greenland
ice-sheet.

The efforts in Heiskanen et al. (2020) (Paper I) and Heiskanen et al. (2022b) (Pa-
per IV) are mainly focused on the evaluation and development of length-scale
decompositions. The Fourier-based length-scale decomposition proposed by
(Graversen and Burtu 2016) was not earlier compared with other length-scale
decomposition methods. This was the case since there were not any similar
methods developed. Hence, we proposed a wavelet-series-based alternative to
the Fourier-based method. The wavelet-based method, presented in Heiskanen
et al. (2020) (Paper I), is used to make comparisons with the Fourier-based
method for artificial data, designed to be challenging for either method, and
reanalysis data. From these studies, performed in Heiskanen et al. (2020)
(Paper I), it is evident that the Fourier and wavelet-based methods produce
qualitatively similar results when comparing the mean meridional energy trans-
port. In general the effect by planetary scale waves on Arctic temperatures is
well represented by both methods, suggesting that the planetary scale trans-
ports are similar not only in the mean but also in the day-to-day variability.
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For the small-scale energy transport, there is some differences between the
methods: the wavelet method shows a warming signal in the Arctic which
is not present in the Fourier-based transport regressions. However, the main
pattern where transport by small-scale waves is preceded by a cold Arctic and
warm mid latitudes is present in regressions based on both methods (Heiska-
nen et al. 2020). The general agreement of the two independent length-scale
decomposition methods provide an argument for the capability of actually
separating into contributions by different sized dynamical systems of both
methods. The fact that the Fourier and wavelet-based methods provide similar
decompositions may be interpreted as evidence for the existence of a mean-
ingful length-scale decomposition of meridional energy transport. From this
perspective the length-scale decompositions are not only mathematical con-
structs, they decompose the meridional energy transport into contributions by
actual physical systems.

Computing the energy transport length-scale decompositions is a computation
and storage intensive process. This limits the applicability of the length-scale
decompositions to the reanalysis archives and climate model experiments
designed with the length-scale decompositions in mind. One of the main
objectives of this thesis was to investigate changes in atmospheric energy
transport. Hence it would be extremely useful to be able to compute the
length-scale decompositions of energy transport from the CMIP archives. The
goal of Heiskanen et al. (2022b) (Paper IV) is to develop a machine learning
based energy transport length-scale decomposition estimator,which reduces the
computation and data requirements of length-scale decompositions drastically.
Based on the results of Heiskanen et al. (2022b) (Paper IV) it is evident that a
machine-learning based length-scale-decomposition estimator is a skillful and
useful method. The estimator may be trained on reanalysis data, which is still a
data and computation intensive process. However, when the machine learning
model is trained, it produces estimates of the length-scale-decomposed energy
transport from marginal amounts of data and computing time compared to the
classical approach. Another important point raised in Heiskanen et al. (2022b)
(Paper IV) is the transferability of the trained machine-learning model to other
datasets. The machine-learning model trained from ERA5 reanalysis data is
capable of estimating the length-scale decomposition from EC-Earth climate
model data, this is evident from comparisons with the directly computed length-
scale decomposition from EC-Earth data. It is especially encouraging for the
applicability of the machine-learning-based model that the model is capable
of estimating the energy transport length-scale decomposition not only in the
ERA5 period, but also in warmer and colder climates. This indicates that the
machine-learning-based energy transport estimator is a strong tool for inter-
model comparisons of changing energy transport due to climate change.

Through the contributions of Heiskanen et al. (2020) (Paper I) the validity of the
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Fourier-based length-scale decomposition has been emphasized. Although there
exist some differences with the wavelet-based decomposition, the Fourier-based
length-scale decomposition is a valid approach. Heiskanen et al. (2020) also led
to the development of the alternative wavelet based method. For future work
the wavelet based method could be further tested by using a different family
of wavelets than used in Heiskanen et al. (2020). Additionally, we have only
computed the wavelet decomposition from ERA-Interim data. In the future the
wavelet decomposition should be computed from the modern ERA5 reanalysis
as well. The increased horizontal resolution of ERA5 compared to ERA-Interim
would allow us to dive further down the wavelet scales, which would be an
interesting test of the robustness of the wavelet method. In addition, it will
be convenient for future studies to have both the Fourier and wavelet based
length-scale decompositions available. The future pathway following from
Heiskanen et al. (2022b) (Paper IV) is evident: the machine learning based
energy transport decomposition should be applied to estimate the length-scale
decomposition of energy transport from models in the CMIP6 archives.

The climate has changed during the last decades. How this change has affected
the contributions of different length-scales to the energy transport is studied
in Rydsaa et al. (2021) (Paper II) and Heiskanen et al. (2022b) (Paper III).
Additionally, the studies provide new information on how the length-scale
components of energy transport affect the Arctic climate in general and the
Greenland ice-sheet mass balance. From both studies it is evident that there
has been significant changes in the atmospheric circulation during the last few
decades. Extreme transport events by planetary-scale waves during winter are
shown to have a strong statistically significant effect on Arctic temperatures.
Additionally there is an observable and significant positive trend in the extreme
transport events. This indicates that the extreme planetary-scale transport
events may affect climate change in the Arctic (Rydsaa et al. 2021).

Over the Greenland ice-sheet we observe a significant trend before and after
year 2000 in the length-scale components of the convergence of energy. Around
the same time period an accelerated mass loss of the Greenland ice-sheet is
observed. The trend in the surface-mass balance of the ice-sheet may be linked
to the abrupt change in the energy transport components. Hence one of the
potential drivers of this non-linear response to climate change of the Greenland
ice-sheetmass balance appear to be shifts in the convergence of energy transport
from one scale to another (Heiskanen et al. 2022b).

Based on Rydsaa et al. (2021) (Paper II) and Heiskanen et al. (2022b) (Paper
III) it is clear that there are observable changes in the length-scale decomposed
energy transport during the last decades, which affect the Arctic climate. How-
ever, it yet remains a question whether or not the circulation changes are due
to climate change or natural variability. An obvious future pathway would be
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to investigate this, for example using self organizing maps or empirical orthog-
onal functions. Additionally it would be of interest to investigate the linkage of
circulation changes to dynamical discharge of the Greenland ice-sheet.

The planetary and small-scale energy transport contributions affect the Arctic
climate differently. The planetary-scale waves transport energy deep into the
Arctic, which has large impacts on Arctic climate. The small-scale transport
contributions are especially important over smaller regions of the Arctic, such
as the Greenland ice-sheet. In general this thesis provides evidence that there
exists a physically meaningful length-scale decomposition of the atmospheric
energy transport. The Fourier-based method has been developed further, a
wavelet based decomposition has been proposed, and a machine-learning
based length-scale decomposition estimator has been designed to overcome
the challenges of data availability. We have also studied the effects of the energy
transport by the length-scale components on the general Arctic climate, and
the Greenland ice-sheet specifically. The studies indicate that the planetary
scale transport has an important effect on the Arctic climate in general, and
a significant trend in the extreme transport events is observed during the
last decades. Whereas for the Greenland ice-sheet a shift between transport
components influences the abrupt mass loss observed after year 2000. In an
even warmer climate the shifts between energy transport components can have
even more severe consequences, the shifts may result in extreme mass loss
from Greenland. This is an yet unanswered question, which should be a subject
to further studies using climate models and investigating the changes in the
energy transport components of these models e.g. by using the techniques
presented in this thesis.
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Abstract
The Arctic region shows some of the world's most significant signs of climate
change; for instance, a negative trend in summer sea-ice cover of around 15%
per decade and Arctic amplified surface-air warming that is three times the
global average. The atmospheric energy transport plays an important role in the
Arctic climate. Recently a Fourier-based method for studying the atmospheric
energy transport contribution by planetary- and synoptic-scale waves has been
proposed. Recent studies based on this method show that planetary waves con-
tribute more than synoptic waves to the atmospheric energy transport into the
Arctic. However, this Fourier method suffers from being incapable of resolving
spatially localized systems such as cyclones. Here an attempt to evaluate this
problem is presented by applying the method on synthetic and reanalysis data.
In addition, an alternative method based on a wavelet decomposition is proposed
and compared with the Fourier-based method. The wavelet method is based on
localized basis functions which should be capable of resolving these localized
systems. The wavelet method shows an impact of synoptic-scale transport on
Arctic temperatures which is not captured by the Fourier method, whilst the
planetary-scale effect of both methods appears similar.

K E Y W O R D S
Arctic amplification, energy transport, latent heat, planetary waves, synoptic waves, wave decompo-
sition, wavelets

1 INTRODUCTION

The latitudinal variation of incoming solar radiation
induces a poleward energy transport in the climate system
(Holton and Hakim, 2013). The atmosphere contributes
the largest portion of this transport into the Arctic, whilst
the ocean contribution is small north of 45◦N (Trenberth

and Caron, 2001). At the Arctic boundary (∼70◦N) the
atmospheric contribution is comparable to the incoming
solar radiation received by the Arctic (Peixoto and Oort,
1992).

Several atmospheric processes accomplish the merid-
ional energy transport. At low latitudes the Hadley cell
is the main contributor, whilst at mid to high latitudes

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
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eddies contribute the major part (Vallis, 2017). The eddies
include both planetary-scale Rossby waves (≳ 4,000km)
and synoptic-scale cyclones (≲ 4,000km), both of which
induce meridional energy transport. The atmospheric
energy transport is traditionally decomposed into latent
heat and dry-static components, and into contributions
of transient and stationary eddies (Peixoto and Oort,
1992). The decomposition into stationary and transient
eddies does not reveal the structure and spatial scale of
the eddies transporting energy, since both planetary- and
synoptic-scale systems can be either stationary or tran-
sient.

Identifying the contributions of planetary- and
synoptic-scale systems to the meridional energy transport
is important in order to estimate, for example, the interan-
nual variability of the transport and the effects of climate
change on the transport, since these types of waves may
respond differently to climate change (Graversen and
Burtu, 2016; Yoshimori et al., Nov 2017; Naakka et al.,
2019). In order to examine the scale dependency of atmo-
spheric energy transport, a Fourier decomposition method
(FDM) used to decompose energy transport into contri-
butions from planetary- and synoptic-scale waves was
recently proposed by Graversen and Burtu (2016) here-
after referred to as GB16. Based on the FDM it was shown
that planetary-scale waves contribute the largest portion
of the atmospheric energy transport at the Arctic bound-
ary and hence contribute more to Arctic warming than
do synoptic-scale waves. These findings hold for both the
latent heat and dry-static energy transports. By applying
the FDM to data from the EC-Earth climate model, it was
found that changes in the atmospheric circulation pat-
terns may contribute to the Arctic amplification, even if
the overall energy transport remains constant or declines.
This is because the Arctic cooling due to a projected reduc-
tion of total energy transport encountered due to a decline
of the dry-static part will be more than compensated for
by the warming caused by the increase in planetary latent
heat transport (Koenigk et al., 2013; Graversen and Burtu,
2016).

Several recent studies highlight the importance of
synoptic-scale systems for the latent heat transport into the
Arctic (Boisvert et al., 2016; Woods and Caballero, 2016;
Messori et al., 2018). It is intriguing that the synoptic-scale
transport appears to show little influence on Arctic tem-
peratures according to the FDM (Graversen and Burtu,
2016), since other studies show that synoptic-scale sys-
tems are important for the latent heat transport into the
Arctic. Here we speculate that this discrepancy could be
partly due to a misrepresentation of synoptic systems by
the FDM.

A Fourier decomposition separates fields into a series
of sinusoidal waves. However atmospheric fields are of

course seldom composed of pure sinusoidal waves; for
example there may exist both sharp zonal gradients and
isolated systems simultaneously at one latitude. Such
localized systems are not well represented by the FDM,
since the Fourier basis is composed of non-localized func-
tions.

This problem can be approached by applying a wavelet
decomposition. Wavelets are localized both in space- and
length-scale, and are thus capable of representing spatially
localized properties of fields. As the basis functions of a
wavelet expansion are localized both in length-scale and
space, the wavelet method likely represents the spatially
localized systems more accurately than the FDM does.

The main objective of this study is to re-evaluate
the FDM proposed in GB16 and thus the applicability
of Fourier series for zonal wave decomposition of atmo-
spheric fields. The FDM is first evaluated by applying the
method on synthetic data where only pure synoptic or pure
planetary systems are present. Then the method is applied
on filtered fields from the ERA-Interim reanalysis, where
the filters are designed to find atmospheric states char-
acterized by isolated cyclones and situations where only
planetary waves are present. The same analysis is done
using a wavelet decomposition method (WDM) for com-
parison. Finally both methods are used to assess the effect
of latent heat transport on Arctic daily temperatures as
in GB16.

The data and methods are presented in Section 2, the
results and comparisons in Section 3, and a summary and
concluding remarks are provided in Section 4.

2 DATA AND METHODS

2.1 Synthetic cyclones

The performance of the FDM and WDM in capturing iso-
lated synoptic-scale systems is first illustrated by applying
the methods on synthetic data. The synthetic data are gen-
erated to mimic the geopotential height field associated
with a longitudinal cross-section through a cyclone centre.
The synthetic data are produced with Gaussian functions
in the geopotential height field. This approach is applied
to ensure that no planetary wave activity is present in
the fields used to test the FDM. The winds of the syn-
thetic cyclones are computed assuming geostrophic bal-
ance, which is a reasonable assumption in the extratropics
(Vallis, 2017).

2.2 Fourier decomposition method

The FDM approach of GB16 is based on a Fourier series
expansion in the zonal direction of the energy field E and
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mass transport v dp∕g, where v is the meridional velocity, p
pressure and g is gravitational acceleration. In the present
study, only the latent heat transport is considered such that
E = Lq, where L is the latent heat of evaporation and q is
the specific humidity. Here only the final form of the FDM
is presented. For the detailed derivation of the FDM the
reader is referred to GB16.

A split into wavenumbers by the FDM of the merid-
ional energy transport is given as

vE = d
L∑

i=1

{
av

0,ia
E
0,i

4 + 1
2

∞∑
n=1

(
av

n,ia
E
n,i + bv

n,ib
E
n,i

)}
, (1)

where d = 2𝜋r cos(𝜙) is the circumference at latitude 𝜙,
n the wavenumber, L the number of vertical levels in the
dataset, r Earth's radius, 𝜙 the latitude, and an and bn are
the Fourier coefficients of v dp∕g and E, with wavenum-
ber n at vertical level i. The meridional energy transport
in Equation (1) is further decomposed into contributions
from the zonal-mean circulation (the first term) and from
planetary- and synoptic-scale waves by splitting the last
sum of Equation (1) in terms of wavenumbers. In GB16 the
planetary waves correspond to wavenumbers 1–5 and syn-
optic waves to wavenumbers 6–20. The separation between
planetary and synoptic waves between wavenumbers 5
(∼2, 700 km at 70◦N) and 6 (∼2, 280 km at 70◦N) is some-
what arbitrary. In the present study the wavenumber sep-
aration between planetary- and synoptic-scale waves is
set to between wavenumbers 3 (∼4, 500 km at 70◦N) and
4 (∼3, 400 km at 70◦N). This is chosen to better match
the actual length-scale of synoptic and planetary systems
at 70◦N of approximately 4,000 km (Holton and Hakim,
2013).

The data used in the present study are the same as used
in GB16 for years 1979–2012, and updated by the same
method for years 2013–2017. The present study is based
on latent heat transport only, which has been shown to
affect the Arctic the most (Graversen and Burtu, 2016). The
same evaluation as presented here is also applicable for the
dry-static energy transport, and is expected to yield similar
results.

2.3 Wavelet decomposition method

An alternative method to the FDM is a wavelet decompo-
sition method (WDM). The WDM developed here is based
on a set of basis functions known as wavelets. The WDM is
comparable to the Fourier-based FDM in that both meth-
ods decompose the meridional energy (ME) transport into
components of different length-scales. However there is
a difference in the decompositions: whereas the FDM
decomposes the ME transport into contributions based on

wavenumbers, n, the WDM performs a decomposition into
spatial scales, j. These are not directly comparable, and the
relation between wavenumber n from the FDM and scale
j from the WDM is dependent on the chosen wavelet.

A function 𝜓(x) is a wavelet if it has zero mean
(Equation (2)) and unit energy (Equation (3)):

∫
d

0
𝜓(x) dx = 0, (2)

∫
d

0
|𝜓(x)|2 dx = 1, (3)

where x is the coordinate along a latitude circle with circuit
d = 2𝜋r cos(𝜙), as for the FDM. From a wavelet, 𝜓(x), an
orthonormal basis is formed by stretching and translation
of the wavelet. Additionally, an amplitude scaling is intro-
duced to ensure unit energy of the wavelets (Daubechies,
1992). The orthonormal basis can be shown to be

𝜓j,k(x) = 2j∕2 𝜓
(
2jx − k

)
, j, k ∈ ℤ, (4)

where j is the length-scale and k determines the spatial
localization of the wavelet. Both j and k are integers when
x ∈ [0, 1]. Hence we choose to normalize x by dividing it
by the distance around the latitude circle d. These wavelets
constituting this basis are orthonormal with respect to the
inner product

⟨
𝜓j,k, 𝜓m,n

⟩
= ∫

d

0
𝜓j,k(x) 𝜓m,n(x) dx

=

{
1, j, k = m,n,
0, j, k ≠ m,n.

(5)

Thus any function, f(x), on the domain [0, d] can be
expanded in terms of the orthonormal basis as

f (x) =
∞∑

j=0

2j∑
k=0

cj,k𝜓j,k(x), (6)

where the coefficients cj,k are given as

cj,k =
⟨

f (x), 𝜓j,k(x)
⟩
= ∫

d

0
f (x) 𝜓j,k(x) dx. (7)

The imposed orthogonality conditions require basis
functions to be discrete wavelets, not continuous wavelets
(Daubechies, 1992).

Unlike the Fourier basis, where the basis functions
are unique, there exists a variety of wavelet basis func-
tions. Those of the WDM are based on the assumptions in
Equations (2) and (3) above, which only require them to be
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F I G U R E 1 A selection of Haar
basis functions. The left column (blue
lines) show Haar wavelets with
constant k and j ∈ [0, 6], and the right
column (green lines) constant j = 3
and k ∈ [0, 5]

wavelets. The WDM used here is based on a Haar wavelet
consisting of “box” functions (Figure 1).

Expressing the vdp∕g and E fields in terms of a wavelet
series yields

v dp
g =

∞∑
j′=0

2j′∑
k′=0

cv
j′,k′𝜓j′,k′ (x), cv

j′,k′ = ∫
d

0
v dp

g 𝜓j′,k′ (x) dx

(8)

and

E =
∞∑

j=0

2j∑
k=0

cE
j,k 𝜓j,k(x), cE

j,k = ∫
d

0
E 𝜓j,k(x) dx, (9)

respectively. The zonally and vertically integrated merid-
ional energy (ME) transport is given as

vE = ∫
d

0 ∫
ps

0
Ev dp

g dx. (10)

Inserting Equations (8) and (9) into Equation (10) and
discretizing the vertical integral yields

vE =
L∑

l=0
vEl + ∫

d

0

L∑
l=0

⎛
⎜⎜⎝

∞∑
j=0

2j∑
k=0

cE,l
j,k 𝜓

l
j,k(x)

⎞
⎟⎟⎠

×
⎛
⎜⎜⎝

∞∑
j′=0

2j′∑
k′=0

cv,l
j′,k′ 𝜓 l

j′,k′ (x)
⎞
⎟⎟⎠

dx, (11)

where l denotes the height level in the dataset composed
of L levels, and vEl is the zonal-mean component of the
energy transport at level l. When performing the zonal
integral of Equation (11), only the terms with j′, k′ = j, k
will remain because of the orthogonality of the wavelets,

whereby

vE =
L∑

l=0

⎛⎜⎜⎝
vEl +

∞∑
j=0

⎛⎜⎜⎝

2j∑
k=0

cE,l
j,k cv,l

j,k

⎞⎟⎟⎠

⎞⎟⎟⎠
(12)

is obtained. Note that the sum over k is truncated at k =
2j, as higher values of k are localized outside the domain
[0, d].

The wavelet split in Equation (12) decomposes the
ME transport into components based on length-scale and
spatial localization of the systems transporting energy.
The j-indices denote the length-scale of the systems,
where a larger j denotes a smaller length-scale, and the
k-indices denote the localization in the zonal direction. In
Equation (12) the sums over l and j are interchangeable,
whilst the sum over k is dependent on the sum over j. The
expression can thus be rewritten as

vE = vE +
∞∑

j=0
vEj, (13)

where

vEj =
L∑

l=0

2j∑
k=0

cE,l
j,k cv,l

j,k.

In the following the decomposition is performed on six
scales, in addition to the meridional zonally symmetric
flow. The first three scales correspond to length-scales
greater than 3,400 km, and the last three to length-scales
smaller than that threshold. Hence j = 3 and j = 4 are
chosen as the separation between planetary and synoptic
waves, since this is closest to the wavenumber 3–4 separa-
tion of the FDM. The Python implementation of the WDM
applied for the computations in this project is available



HEISKANEN et al. 2721

(a)

(b)

F I G U R E 2 (a) is an illustrative example of the conditional filter applied on geopotential height at 850 hPa at 70◦N. The shown z850 is
one of fields marked as a cyclone by the filter, znc is the mean of the z850 field outside the cyclone region Cr , R is the maximum z-variation
threshold limiting the variability outside Cr , and C is the minimum cyclone threshold defining the depth of the depression in z850 relative to
z. Here xi denotes the indices of the data points of the rotated field. (b) is an illustrative example of the power spectrum-based filter used for
retrieving the planetary waves. One example is shown (blue line) and the associated normalized power spectrum (inset plot) of this field

in a GitHub repository (https://github.com/tuohei/wdm;
accessed 7 May 2020).

2.4 Cyclones and planetary waves
in ERA-Interim

The present study applies the ERA-Interim reanalysis
data (Dee et al., 2011) produced by the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF). The
ERA-Interim reanalysis is used instead of the more
state-of-the-art ERA5 reanalysis, since the analysis in
GB16 is also based on ERA-Interim, and the main objec-
tive of the present study is to re-evaluate the findings based
on the FDM presented in that study. Similarly to GB16, the
atmospheric fields used in the energy transport are consid-
ered with a 0.5◦ latitude and longitude resolution, and at
60 vertical model levels, and with a 6 hr time resolution.

Time steps where the atmospheric state is
characterized by single cyclones but show little influence

by planetary waves are found by applying a conditional
filter on the 850 hPa geopotential height field (z850). The
longitudinal cross-section of the z850 field of a single
cyclone is characterized by a sharp negative peak which
often resembles a Gaussian function. Constraining the
variation of the z850 field outside the influence domain of
the cyclone hampers the effects of planetary-scale waves,
and the field left is thus dominated by the single cyclone.

The conditional filter is constructed by two thresholds:
the cyclone threshold, C, providing the strength of the
depression in the z850 field, and the variation threshold,
R, limiting the planetary wave activity. The length-scale,
Cr, is defining the cyclone region. This region is the region
of influence of the isolated cyclone, defined as a distance
of ∼1, 000 km at both sides of the maximum depression
of the z850 field. The length of Cr is chosen such that
it is well below the length-scale of synoptic systems at
70◦N. The R indicates the upper limit for deviations in the
z850 field outside Cr from the mean of the outside field
(Figure 2).
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F I G U R E 3 (a) The
longitudinal cross-section of the
geostrophic winds of the synthetic
(Gaussian) cyclone, and (b) is the
power spectrum of the geostrophic
winds in (a). (c) is the wavelet scale
spectrum of the geostrophic winds in
(a). The orange dashed line marks the
approximate length-scale of the
synthetic system. The x-axis of (b)
and (c) are set to length-scale 1∕n for
simplicity of comparison, where n is
the zonal wavenumber

(a)

(b)

(c)

Planetary waves are found by imposing two conditions
on the power spectrum of the z850 field. The power of
wavenumber n = 1 is required to be greater than its clima-
tological mean for the considered period, and additionally
the power of the remaining wavenumbers is required to be
less than 10% of the power of wave 1. This yields z850 fields
which are predominantly dominated by a wave 1 pattern.
Wave 1 is chosen as the criterion for planetary waves as it
is on average found to be the most dominant wave type in
the power spectrum of z850.

3 RESULTS

3.1 Synthetic cyclones

First, as an illustrative example to show the basic con-
cepts, the FDM and WDM are applied on synthetic data.
Synthetic data are first generated using a Gaussian func-
tion, meant to represent the longitudinal geopotential
height of a single cyclone (geostrophic winds in Figure 3a).
The Gaussian is a localized function which ensures that
no variability on the planetary scale is present in the
synthetic data. Essentially the synthetic fields could rep-
resent any field, not just the geostrophic winds. These
demonstrations are provided to show special cases where
both the FDM and WDM may have problems attribut-
ing correctly the transport contributions to planetary- and
synoptic-scale systems.

The power spectrum of the geostrophic winds asso-
ciated with the synthetic cyclone (Figure 3b) reveals
that approximately one third of the power of the wind
field is found in the planetary range (wavenumbers 1–3
placed at the 1∕n-scale at approximately 0.5, 0.33, and
0.25 respectively). This does not correspond well with the
length-scale of the synthetic cyclone, which is a clear

synoptic-scale system; the synthetic cyclone is localized,
but has by construction, and what is evident by inspec-
tion by eye, a length-scale corresponding to approximately
wavenumber 5.

The inaccurate representation by a Fourier decom-
position of the synthetic cyclone is due to the localiza-
tion of the system. This is demonstrated by the applica-
tion of the WDM on the same geostrophic winds of the
synthetic cyclone (Figure 3c). Note that the scale spec-
trum (Figure 3c) and the power spectrum (Figure 3b) are
not directly comparable: the length-scales in the wavelet
scale spectrum are decreasing at a higher rate than the
length-scales in the power spectrum. Hence the number
of j-scales presented is smaller than the number of Fourier
wavenumbers n since each j-scale is composed of 2j−1

coefficients. For example, j-scale 4 consists of eight coeffi-
cients and corresponds to a length-scale of approximately
1,700 km at 70◦N, whereas for the WDM wavenumber
n = 4 corresponds to a length-scale of 3,400 km, given a
distance around latitude 70◦ of ∼13, 700 km.

The wavelet decomposition (Figure 3c) appears to
resolve these winds in the synthetic case better than does
the Fourier decomposition (Figure 3b). With a separation
at scales j = 3 and j = 4 between planetary and synop-
tic waves, the wavelet method results in a clear majority
of power at synoptic scales, whilst the Fourier method
yields an even distribution of power between planetary
and synoptic scales when a split between wavenumber
n = 3 and n = 4 is applied. Note again that wavenum-
ber n = 4, the first wavenumber in the synoptic range,
corresponds to a length-scale of approximately 2, 200 km
at 70◦N, which is larger than the first synoptic j-scale
(j = 4).

The wavelet method is known to be shift variant. The
spread of power between the wavelet coefficients will be
dependent on the spatial localization of the decomposed
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(a)

(b)

(c)

F I G U R E 4 (a) Wave 2
structure. (b, c) are as in Figure 3, but
for the wave 2 field in (a)

field. However the total power, sum over all coefficients,
will remain constant, which is important for the usefulness
of the wavelet method for decomposing the energy trans-
port (Daubechies, 1992). This property, combined with
the fact that planetary waves are not localized, may limit
the accuracy of the wavelet method when it comes to the
description of planetary-scale waves. This is demonstrated
by applying both methods on a synthetic wave 2 structure.

The wave 2 (Figure 4a) is phase-shifted such that its
projection onto the j-scale 2 is zero (Figure 4c), even
though it length-scale-wise corresponds to the scale repre-
sented by j = 2. The sinusoidal wave 2 is a basis function
of the Fourier decomposition. This, combined with the
fact that the Fourier method is shift invariant, yields that
the wave 2 structure will always fall on the corresponding
coefficients independent of the spatial localization of the
decomposed field, and thus resolves the wave 2 structure
perfectly. This example demonstrates that for the WDM,
power is shifted to higher scales when the large-scale
waves are out of phase with respect to the wavelet basis.

These demonstrations with synthetic data show that
the WDM represents localized systems better than the
FDM in terms of a separation between planetary- and
synoptic-scale contributions. However, since the WDM
does not explicitly resolve all wavenumbers, there appears
a misrepresentation of systems at the length-scales associ-
ated with these unrepresented wavenumbers. In addition,
the WDM may have a spread of power from planetary
non-localized systems to smaller scales, leading to an mis-
representation of these non-localized system. The spread
of power will occur when the phase between the wavelets
and the geophysical fields is such that the planetary-scale
wavelets are out of phase with the planetary features of the
geophysical fields. In comparison, the non-localized waves
are well represented with the FDM, since the Fourier
basis by nature is non-localized. The synthetic situations

presented here are chosen to show extreme cases for both
the FDM and WDM. Hence these are not representative for
the general circulation in the atmosphere. These extreme
cases are chosen to illustrate the plausible misrepresen-
tations occurring in both methods. However this does
not indicate that the WDM generally misrepresents the
planetary-scale contribution, and the FDM the contribu-
tions by localized synoptic-scale systems.

Both the FDM and WDM are linear methods. This
implies that a superpositioned field decomposed by these
methods will be the superposition of the decompositions
of the individual components of the field. Hence the mis-
representation which might be induced by extreme cases
resembling the synthetic ones will be partly hidden in
the mean.

3.2 ERA-Interim cyclones
and planetary waves

Should cases similar to the synthetic cyclone exist in the
ERA-Interim data, the FDM will have trouble attributing
the transport correctly in these situations. A conditional
filter, as defined in Section 2.4, is therefore applied on
ERA-Interim data in order to reveal such cases in real
data. The filter is designed to extract cases with local-
ized cyclones but weak planetary wave activity. Applying
the conditional filter on ERA-Interim data, cases which
resemble the idealized cyclone are found at 70◦N. The fil-
ter is applied with several values of thresholds C and R
(Figure 2). In total 73 such cases are identified by the con-
ditional filter. For the extracted cases the FDM and WDM
are then computed. The fraction of total energy trans-
port in the synoptic range is plotted as a histogram in
Figure 5a for the FDM with both a wavenumber separa-
tion between n = 5 and 6 (FDM56; as in GB16) and n = 3
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F I G U R E 5 Histograms for
FDM, FDM56, and WDM based on
the cases found by the two filters. (a)
synoptic situations identified by the
conditional filter; x-axis indicates
absolute fraction of transport
accomplished by the synoptic scales.
(b) planetary situations identified by
the power spectrum-based filter; the
x-axis is similar to (a) but for
planetary scales. Solid vertical lines
denote the mean values of the three
methods, FDM (blue), FDM56
(yellow) and WDM (red), and m
denotes the number of time steps.
The darker colours in the histograms
indicate overlapping values between
the three methods

(a) (b)

and 4 (FDM34), as well as for the WDM with a separation
at j = 3 and 4.

When applied on the filtered cases, the FDM56
attributes on average ∼30% of the transport to synoptic
waves, whereas both the FDM34 attributes over 50% and
the WDM over 75% to these waves (Figure 5a). Hence it
is evident that the separation between planetary and syn-
optic waves between n = 5 and n = 6 does not capture
well the characteristics of the isolated systems at 70◦N.
The FDM34 resolves the isolated systems better than does
FDM56, since some of the planetary coefficients in FDM56
have been transferred to the synoptic range.

As a contrasting method to the filter to extract fields
that are composed of isolated cyclones, fields character-
ized by strong planetary-scale waves are found through
conditions imposed on the z850 power spectrum. Hence
this method can be used to assess the capability of both
the FDM and WDM to decompose planetary-scale trans-
port correctly. The fields found by this method have no
constraint on their phase, hence the fields may not nec-
essarily correspond to problematic cases for the WDM, as
for example that shown in Figure 4. Here the fractions of
transport in the planetary range are computed similarly to
those computed for the cases found by the conditional fil-
ter. In total 461 situations are identified where the wave 1
structure is the dominant pattern of the z850 (Figure 5b).
For these cases FDM56 attributes on average ∼75% of the
transport to the planetary scales. The WDM attributes
∼70% to the planetary scales, whilst FDM34 attributes
∼60% to these scales. For these cases a large fraction of
transport in the planetary range is expected; the FDM56
provides on average the largest fraction with the WDM
following closely.

The difference between the WDM and FDM34 is not
as large as the difference between WDM and FDM56 for
the synoptic cases, but it is evident that the WDM yields
more average transport in the synoptic range than does
the FDM34. For the planetary cases, the FDM56 yields the
largest average fraction of the transport in the planetary
range, whilst FDM34 yields the smallest fraction. Addi-
tionally FDM34 is closer to the WDM when considering
both the synoptic and planetary cases found by the two
fields. Hence for the rest of the study, the wavenumber
separation between n = 3 and 4 will be used when referred
to the FDM.

For the extreme filtered cases considered in Figure 5,
the FDM and WDM attribute differently as regards the
planetary and synoptic scales. However, in general the
transport appears to be attributed similarly by the two
methods. As an example, the time series for one winter
season (DJF) is shown in Figure 6, where the planetary
and synoptic components of both FDM and WDM are
shown. The season shown is the 1985–1986 winter. This
winter season has no special statistical characteristics;
it is a typical winter season in terms of the attribution
of transport to planetary scales, both by the FDM and
WDM. Performing a linear regression of the planetary
contribution of the FDM on the planetary contribution
on the WDM yields r2 = 0.82, which indicates that the
two time series are strongly correlated. The mean r2 for
winter seasons is r2 = 0.83. Hence the two methods are
describing the planetary- and synoptic-scale transport con-
tributions similarly in the winter season. There is some
variation between the transports, which is to be expected
since they are based on methods that are fundamentally
different, however the large agreement of the transports
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(a)

(b)

F I G U R E 6 Time series of (a)
planetary transport vQp for both the
FDM (Fp) and the WDM (Wp), and (b)
synoptic transport vQs in the winter
season of 1985–1986 across 70◦N.

yields a strong argument for the existence of meaningful
separation of transport by planetary- and synoptic-scale
systems.

Next, FDM and WDM are applied on unfiltered data
for latitudes 𝜙 ≥ 60◦N and averaged over time (Figure 7).
The WDM with a separation of planetary and synoptic
waves between scales j = 3 and j = 4 (Figure 7a) and
the FDM with wavenumber separation at n = 3 and 4
(Figure 7) yield similar time-averaged latent heat transport
for the studied period (1979–2017). The largest differences
in the distribution between planetary and synoptic waves
are found at low to mid latitudes (not shown), whilst
in the high latitudes the differences are small. The fact
that the independent methods yield similar time averages
strengthens the credibility of both methods to represent
the true distribution of transport between planetary- and
synoptic-scale waves. But it does not guarantee that the
methods actually solve individual time steps equally, as the
time average only indicates the mean distribution between
transport at planetary and synoptic scales. This difference
in individual time steps is evident from the amount of
described eddy-transport variance by both methods, pre-
sented in Table 1. The WDM yields higher amounts of
described eddy-transport variance by both the planetary-
and synoptic-scale transport. The transport components of
the two methods are also regressed on each other, which
shows that the planetary components describe approxi-
mately 70% of the variance in the other and the synoptic

component approximately 60% of the variance in the other.
This indicate that there are differences between the meth-
ods although the time averages are similar. Although simi-
lar time-average transports are found using both methods,
the difference in described variance may be a contributing
factor to the differences in the regressions on Arctic tem-
peratures. Localized systems are still resolved differently,
as indicated in Figure 5, which affects the regressions on
surface temperatures as shown in the following section.

3.3 Regressions on Arctic temperatures

The relationship between the latent heat transport across
70◦N and the mean 2 m temperature in the Arctic region
(above 70◦N) can be examined by using a linear regres-
sion analysis (e.g., Wu and Straus (2004); Graversen and
Burtu (2016)). Here we compute lagged regressions per lat-
itude based on the assumption that a correlation between
anomalies in the zonal-mean atmospheric latent heat
transport into the Arctic and consecutive anomalies in
near-surface temperature inside the Arctic indicates the
temperature response to the incoming flux of latent heat.
Figure 8 shows the regression of mean 2 m temperature
anomalies north of 30◦N in response to transport anoma-
lies across 70◦N from the FDM and WDM, respectively.
The regressions are based on daily data from the time
period 1979–2017, at a spatial resolution of 2.5◦. Time
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F I G U R E 7 Meridional latent heat
transport and its components as a
function of latitude. (a) Wavelet split into
meridional circulation (j = 0), planetary
waves (j = 1–3), and synoptic waves
(j = 4–6). (b) Fourier split into meridional
circulation (n = 0), planetary waves
(n = 1–3), and synoptic waves (n = 4–20)

(a)

(b)

T A B L E 1 r2 coefficients from regressions of
both the WDM and FDM total eddy transport on
the planetary (p) and synoptic (s) components and
from regressions between the components of the
two methods

FDMp FDMs Total

WDMp 0.73 0.04 0.64

WDMs 0.07 0.63 0.48

Total 0.60 0.42 1.00

lags up to 20 days are implemented to show the time
frame of the temperature response to latent heat transport
anomalies. The annual cycle is removed in both the trans-
port data and the temperature data, and a 7-day running
mean filter is applied. The black lines indicate areas in
the time–latitude plane with statistically significant results
based on a Monte-Carlo approach, in which the regres-
sion coefficients are compared to 5,000 regressions, where
the phases are shifted randomly while keeping the power
spectrum time series the same as the original one. A regres-
sion is considered statistically significant at the 99% (95%)
level if less than 1% (5%) of the synthetic data yield more
extreme values in an absolute sense than the original
regression coefficient.

The regressions in Figure 8 based on the FDM,
are as in GB16 but with a wavenumber separation of
planetary and synoptic waves between wavenumbers 3

and 4 relative to the earlier work. This shift of separa-
tion yields a larger fraction of time-average transport in
the synoptic range at 70◦N which is closer to that indi-
cated by the WDM. The FDM suggests that the latent
heat transport of planetary waves (Figure 8a) contributes
significantly to the subsequent warming of the Arctic.
From the regressions on the transport split by the WDM
(Figure 8c) it is found that the effect of the planetary wave
transport on temperature is weaker than that obtained
by the FDM. The weaker effect of planetary transport
might be because of an under-representation of plane-
tary waves in the WDM, combined with the fact that
localized systems yield an enhanced planetary transport
in the FDM.

Regressions of temperature on FDM synoptic transport
(Figure 8b) can be intepreted in the light of the predom-
inant enhanced temperature gradient which likely gives
rise to increased baroclinic instability and to enhanced
activity by synoptic systems: the regressions yield nega-
tive temperature anomalies north of 70◦N and positive
anomalies south of 70◦N at the time of the anomaly,
indicating an enhanced temperature gradient which sets
up favourable conditions for baroclinic instability. The
FDM regressions lack signals of warming by synoptic-scale
waves in the Arctic. When instead performing the split
with the WDM, the synoptic transport pattern shows posi-
tive temperature anomalies all over the Arctic for positive
time lags (Figure 8d). The signal of an enhanced tem-
perature gradient is present in the WDM regressions as
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Regression of temperature on vQp at 70°N
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(a) Regression of temperature on vQs at 70°N
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Regression of temperature on vQp at 70°N

0.95

0
.9

5

0.95

0
.9

5

0.95

0
.9

5

0.99

0.
99

0.
99

0
.9

9

0.99

90858075706560555045403530

Latitude (°N)

-20

-15

-10

-5 

0  

5  

10 

15 

20 

T
im

e
 l
a
g
 (

d
a
y
s
)

-10

-5

0

5

10

(c) Regression of temperature on vQs at 70°N
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(d)

F I G U R E 8 Regressions of temperature on (a) the planetary n = 1 − 3 and (b) synoptic n = 4 − 20 latent heat transport decomposed
with the FDM, and (c) planetary j = 1 − j = 3 and (d) synoptic j = 4 − j = 6 decomposed with the WDM. The colours represent the
regressions coefficients in K/PW, and the black contours denote the 0.95 and 0.99 significance levels found by a Monte-Carlo approach

well, but shifted towards negative timelags. This indicates
again the presence of increased baroclinic instability asso-
ciated with large synoptic-scale activity, but the signal
of enhanced temperature gradient and Arctic cooling
appears before the transport anomaly is at its maximum,
in contrast to what is suggested by the FDM. Hence
the enhanced baroclinic instability will contribute to the
formation of the synoptic-scale systems which transport
the energy into the Arctic, to the extent that the Arc-
tic shows positive temperature regressions at positive
timelags.

In summary, the difference between the FDM and
WDM is especially noticeable for the synoptic part of
the transport. From the filtered cases, the FDM is found
to represent synoptic systems less accurately than does
the WDM, and one effect is shown in the difference
between the FDM and WDM synoptic regressions. From

the FDM there is no clear evidence of warming in the
Arctic due to the synoptic latent heat transport at 70◦N,
whereas the regressions on the WDM synoptic trans-
port show an Arctic warming approximately 10 days
after the transport anomaly at 70◦N. This implies that,
according to the WDM, synoptic systems contribute
significantly to the subsequent warming of the Arc-
tic, which is in agreement with other previous stud-
ies (Woods and Caballero, 2016; Boisvert et al., 2016;
Messori et al., 2018).

4 DISCUSSION
AND CONCLUSIONS

Fourier series are widely used to decompose atmo-
spheric fields into processes acting on different scales
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(Peixoto and Oort, 1992). The present study highlights
the problem of using non-localized basis functions to
decompose atmospheric fields. Investigations of syn-
thetic fields and filtered ERA-Interim data demonstrate
that the FDM has difficulties attributing the latent heat
transport of individual cyclones. This is a fundamen-
tal problem of the Fourier series expansion of spiked
signals (e.g., Smith 2007). The WDM circumvents this
problem by building upon basis functions localized both
in space and scale. Hence the split into synoptic and
planetary waves in the presence of localized systems
appears more appropriate to be represented with the WDM
than FDM.

The problem with localized systems is not present
in the classical split into stationary and transient eddies
(Peixoto and Oort, 1992). However this split is fundamen-
tally different, as it is based on a time-filtering and does
not impose any conditions on the spatial scales of the sys-
tems; both synoptic- and planetary-scale systems can be
stationary or transient. The length-scale split, based on
either the FDM or WDM, does not regard the time-scales at
which atmospheric systems occur. The length-scale-based
methods are used to separate systems based on the dynam-
ical processes leading to their formation. Planetary-scale
systems are often forced by orography and land–sea con-
trasts, whilst the synoptic-scale systems are usually formed
by instability processes in the atmosphere. These insta-
bilities are more frequent in some regions (e.g., in the
North Atlantic), hence the synoptic-scale systems are
not only transient systems but do also have a stationary
part. Due to orography and land–sea contrast, the plan-
etary waves too have a stationary component, but these
waves are also travelling inducing a transient compo-
nent. Hence the classical split into stationary and transient
eddies is unable to separate between the planetary- and
synoptic-scale systems, which is accomplished by the FDM
and WDM.

From the inspections of the synthetic cases, the WDM
appears as an attractive alternative to the FDM. Also based
on isolated systems in ERA-Interim data, it is reasonable
to assume that the WDM performs better than the FDM
for this type of system. In particular, comparisons of the
FDM and WDM for cases found with the conditional filter
(Figure 5a) suggests that the WDM outperforms the FDM
when it comes to the representation of strongly localized
systems.

The WDM resolves synoptic localized systems with lit-
tle spread of power to planetary scales. However the WDM
has some caveats: the wavelet series expansion is shift
variant, that is, the wavelet coefficients are dependent on
the localization of the atmospheric fields relative to the
wavelets. The shift variance affects the planetary waves the
most since there are few coefficients representing these

length-scales as compared to the coefficients representing
the synoptic scales. In addition, the planetary-scale waves
are not localized, which makes the wavelet basis less
suitable to attribute these waves. However the WDM has
been tested for several different shifts (not shown here),
and the results do not change significantly. In addition, the
WDM does not attribute the transport into all wavelengths,
as demonstrated by the Haar basis (Figure 1). This implies
that some of the wavelengths will be represented by differ-
ent scales than those of these waves. The WDM will also
have a dependency on the chosen wavelet, since the val-
ues of the wavelet coefficients are dependent on the shape
of the wavelet (Daubechies, 1992; Domingues et al., 2005).
The WDM in this study is based on the Haar wavelet,
which is a box function. It is unlikely to find patterns simi-
lar to the Haar wavelet in the atmosphere. However, other
discrete wavelet families (Daubechies, 1992) are often not
significantly closer to atmospheric states, and are often dif-
ficult to relate directly to the length-scales of systems. Thus
the Haar wavelet, although its shape is somewhat artificial,
serves the purpose of this study as the alternatives are not
obviously better.

In GB16 the wavenumber separation between plane-
tary and synoptic waves was chosen between n = 5 and n =
6. At 70◦N wavenumber n = 5 represents a length-scale
of ∼2700 km. This is smaller than the threshold of syn-
optic scales, which is defined as ∼4, 000 km (Holton and
Hakim, 2013). Shifting the wavenumber separation to
between n = 3 and n = 4 results in more similar decom-
positions for the FDM and the WDM. The separation
of planetary and synoptic waves between n = 3 and n =
4 is also physically more accurate with respect to the
length-scale separation of synoptic and planetary waves
at 70◦N (Holton and Hakim, 2013). Thus the threshold
scale at which the planetary and synoptic scales are sepa-
rated is not completely arbitrary, and careful consideration
of the latitudinal dependence of the length-scale of waves
when choosing the threshold is recommended for future
studies.

Regressions of temperature on WDM synoptic trans-
port show a positive correlation in the Arctic with a timelag
of approximately 10 days (Figure 8d), implying a warm-
ing of the Arctic following enhanced energy transport. In
contrast, the FDM synoptic transport (Figure 8b) shows
no significant warming signal at these latitudes. The fact
that the latent heat transport by synoptic systems results
in an Arctic warming is consistent with previous studies
(Woods et al., 2013; Woods and Caballero, 2016; Messori
et al., 2018). It appears as a clear weakness of the FDM that
the Arctic warming by synoptic waves is not well captured.
Both the warming due to the WDM and FDM planetary
latent heat transport show a similar pattern, but the sig-
nal is weaker for the WDM case. This weaker signal is
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likely due to a misrepresentation of some of the planetary
waves by the WDM and the fact that localized systems,
likely misrepresented by the FDM, are more correctly
represented by the WDM. The truth likely lies somewhere
between the results of the WDM and FDM, since the WDM
under-represents planetary-scale waves whilst the FDM
over-represents these scales. However the importance of
latent heat transport by planetary-scale waves is indicated
both by the WDM and FDM and the warming effect is
stronger than for the synoptic-scale waves, in agreement
with GB16.

In summary, spatially localized systems are poorly rep-
resented by sine functions, hence a Fourier series approach
will misrepresent these systems and should be used with
care. The FDM captures the main effect of planetary latent
heat transport on Arctic temperatures, but thus fails to
accurately represent the synoptic transport effect. The
WDM captures the overall effect of planetary as well as
the synoptic latent heat transport on Arctic temperatures.
A test of the robustness of the WDM results is to per-
form a similar analysis as in the present study based on
a different wavelet basis. The WDM and FDM show a
similar effect of planetary latent heat transport on Arc-
tic temperatures. Hence planetary waves play an impor-
tant role on Arctic temperatures, as uncovered in GB16,
and the FDM seems to adequately represent the latent
heat transport of planetary-scale systems. In general the
FDM will over (under)represent and the WDM under
(over)represent planetary (synoptic) transport. Thus it is
likely that the true effect of planetary and synoptic trans-
ports lies somewhere between the WDM and FDM rep-
resentations. Hence, when investigating effects of energy
transport in the atmosphere at different scales, the FDM
and WDM should be used together to form a more com-
plete picture.
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Abstract
Atmospheric meridional energy transport into the Arctic plays an important role
in Arctic weather and climate. The transport of latent energy in the form of water
vapour strongly influences the Arctic atmosphere. The transport is achieved by
circulation mechanisms on various scales and is largely comprised of extreme
transport events. Here, we use a Fourier-based method of dividing the latent
energy transport into spatial scales and investigate the extent to which extreme
events in latent energy transport on planetary and synoptic scales have changed
over the past four decades, and how they influence the Arctic winter temper-
atures. We find that wintertime extreme transport events on planetary scales
are associated with warm temperature anomalies across the entire Arctic, while
the extreme events on synoptic scales have less impact on the Arctic temper-
atures. We show that over the past four decades, there has been a significant
increase in the wintertime latent energy transport by planetary-scale systems,
and a decrease in synoptic-scale transport. This shift may have contributed to
the amplified warming observed in the Arctic winter over the past decades.

K E Y W O R D S
Arctic amplification, Arctic climate, atmospheric circulation, energy transport, Fourier
decomposition, planetary waves, wavelet decomposition

1 INTRODUCTION

The Arctic has warmed at a rate more than twice the global
average over the past decades (Serreze and Francis, 2006;
Serreze and Barry, 2011), and this Arctic amplification is
strongest during the winter season (Bekryaev et al., 2010;
Boisvert and Stroeve, 2015). In recent years, the contri-
bution by atmospheric energy transport to Arctic amplifi-
cation has received increased attention. Energy transport
into the Arctic has been shown to greatly alter the Arctic
temperatures (Graversen et al., 2008), and plays an impor-
tant role in the development of Arctic weather and climate

(Graversen and Burtu, 2016; Woods and Caballero, 2016;
Ding et al., 2017; Graham et al., 2017a).

The atmospheric transport of energy is commonly
divided into dry static energy (DE) and latent energy (LE)
parts, where the latter is associated with a flux of water
vapour. The transport of LE has been shown to have
a stronger effect on near-surface temperatures as com-
pared to that of DE (Koenigk et al., 2013; Graversen and
Burtu, 2016). In addition to the LE that is released upon
condensation, the water vapour in itself and the condensed
cloud water act to increase the local greenhouse effect
and thus the long-wave radiation downwards, hereby
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heating the surface (e.g. Graversen and Burtu, 2016; Gong
et al., 2017).

Estimates of future energy transport into the Arctic
region indicate that in response to climate change, the
transport of LE will increase at the expense of that of
DE during the twenty-first century, while the total energy
transport remains largely unchanged (Hwang et al., 2011;
Bengtsson et al., 2013; Koenigk et al., 2013; Skific and Fran-
cis, 2013). It has been suggested that this shift from DE
towards LE may result in an increased warming in the Arc-
tic region, due to the larger warming effect of LE transport
as compared to that of DE (Graversen and Burtu, 2016;
Yoshimori et al., 2017; Graversen and Langen, 2019).

Observations show that the Arctic atmosphere has
already become warmer and wetter over the past few
decades; observed positive trends of clouds and humid-
ity have been explained by a combination of enhanced
evaporation from larger ice-free areas inside the Arc-
tic, and convergence of atmospheric LE transported from
lower latitudes (Boisvert and Stroeve, 2015). An examina-
tion of seven different reanalysis datasets indicates that
the main source of atmospheric moisture (∼89–94% at
70◦N) in the Arctic is provided by transient eddies, typ-
ically entering the Arctic via the storm tracks through
the northern North Atlantic, Labrador Sea and subpolar
North Pacific (Dufour et al., 2016). In the North Atlantic
region, advection of moist, warm air from lower lati-
tudes has contributed to as much as a quarter of the
observed winter temperature increase in the past couple
of decades (Dahlke and Maturilli, 2017), and nearly half
of the winter sea ice decline over the period 1979–2011
(Park et al., 2015). Several studies have focused on the
occurrence and effects of intense and extreme weather
systems that reach far north into the Arctic (e.g. Woods
et al., 2013; Liu and Barnes, 2015). Such extreme events
are most often the result of a combination of large-scale
circulation mechanisms, and favourable local conditions
(Simmonds et al., 2008). To investigate the energy transport
caused by the different processes contributing to extreme
moisture transport into the Arctic, a decomposition of
the total energy transport with respect to spatial scale is
useful. Studies have shown that energy transport by sys-
tems of different scales impact the Arctic differently, and
may respond differently to climate change (Graversen and
Burtu, 2016; Yoshimori et al., 2017).

Recently, a method of separating the meridional energy
transport using a Fourier decomposition into planetary-
and synoptic-scale waves was suggested by Graversen and
Burtu (2016). The Fourier method differs from the tra-
ditional decomposition method as described by Peixoto
and Oort (1992) in that it does not separate the trans-
port into transient and stationary parts. In the Fourier

decomposition, waves on all scales can be transient or sta-
tionary, and the separation between waves on planetary
and synoptic scales is based on their zonal wavelength. By
applying this method to the ERA-Interim reanalysis and
investigating the energy transport entering the Arctic at
70◦N, Graversen and Burtu (2016) found that the LE part
of the meridional energy transported on large, planetary
scales causes a stronger and more long-lasting impact on
near-surface temperatures in the Arctic region than does
energy transported on smaller, synoptic scales. Based on
this, they suggest that trends in the different scales of the
energy transport can cause changes in the Arctic climate,
even while the total transport remains the same.

The Fourier decomposition method was evaluated in
Heiskanen et al. (2020). They found that as it is based on
sinusoidal, non-localized functions, it may not fully cap-
ture highly localized transport events, which may in some
cases lead to an under-representation of the synoptic-scale
transport. In comparison to an alternative decomposition
method based on wavelets, Heiskanen et al. (2020) found
that while the Fourier decomposition method occasionally
overestimates the planetary-scale transport at the expense
of transport on synoptic scales, the wavelet decomposi-
tion method underestimates the planetary-scale transport.
They conclude that the true estimate of planetary and
synoptic transport is between those provided by the two
methods. However, they confirm the dominant role of
planetary-scale transport in moisture transport into the
Arctic.

In addition to being dependent on scales, the impact
of LE transport is also dependent on season. Studies have
shown that atmospheric energy transport has a large effect
on the Arctic winter atmosphere (e.g. Park et al., 2015).
Here, we focus on the winter season LE transport, and
investigate how the transports on planetary and synoptic
scales impact the Arctic winter temperatures. Investiga-
tions have primarily been conducted using the Fourier
decomposition method. However, to ensure robust con-
clusions with respect to the representation of systems on
both scales, analyses have also been conducted using the
wavelet decomposition method.

Given the increases in atmospheric moisture fluxes
observed in the Arctic, we further examine whether there
have been changes in the separate scales of the energy
transport over the past four decades. A large proportion of
the LE transport has been shown to be accounted for by a
few extreme events each season (Woods et al., 2013). Here
we focus on the extreme events on planetary and synoptic
scales separately, and show that there have been significant
changes in the wintertime LE transport that may have con-
tributed to the amplified warming observed in the Arctic
over the past decades.
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2 METHODS AND DATA

The focus of our investigation is on the latent energy trans-
port, as it has been shown to have the strongest effect on
Arctic temperatures. The 70◦N latitude defines the Arctic
border in this study. As the effects of an LE flux enter-
ing the Arctic have been shown to vary between seasons,
we focus our investigations on impacts and trends on the
wintertime transport.

We use the recently released ERA5 dataset (Hersbach
et al., 2020), which is a state-of-the-art reanalysis with
a resolution 0.25◦. Due to a mass-flux inconsistency in
reanalysis data (Trenberth, 1991), a barotropic mass-flux
correction has been applied to the wind field at each time
step (Graversen, 2006).

We now separate the latent energy into planetary-scale
transport and synoptic-scale transport, following the
newly developed Fourier-based approach presented by
Graversen and Burtu (2016) and evaluated by Heiskanen
et al. (2020). The meridional latent energy transport can be
expressed as

vQ(𝜙) = ∮ ∫
ps

0
vLq dp

g dx, (1)

where 𝜙 is latitude, v = (u, v) is the zonal and merid-
ional wind components, x is the coordinate in the eastward
direction, L the latent heat of condensation, q the specific
humidity, p the atmospheric pressure, and g is the gravita-
tional acceleration. By employing a Fourier transformation
of the mass flux v dp

g and Lq, one can obtain a decom-
position of the latent energy transport planetary- and
synoptic-scale waves. For Lq, the transformation yields
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where aL
n and bL

n are functions of latitude, height and time,
and d = 2𝜋 R cos(𝜙), where R is the Earth’s radius. Corre-
sponding coefficients are obtained for v dp

g , and by applying
the Fourier series of the mass flux and Lq into Equation (1),
the meridional transport can be decomposed into wave
parts which are defined as representing planetary or syn-
optic scales. Here, we choose a slightly different definition
of planetary and synoptic scales to what was used in Gra-
versen and Burtu (2016): based on the findings in the

evaluating study by Heiskanen et al. (2020), we apply a
division between planetary and synoptic scales between
wave numbers 3 (∼4,500 km at 70◦N) and 4 (∼3,400 km at
70◦N). This yields a planetary-scale transport comprised
of waves greater than ∼4,000 km at 70◦, which is a good
approximation of actual planetary length-scales at 70◦N
according to Holton and Hakim (2013). The latent trans-
port associated with planetary- and synoptic-scale waves
can then be expressed as
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respectively, where overbar indicates zonal integrals and
index k represents all model hybrid levels from 1 to K.
Hence vQP and vQS are functions of latitude and time only.
By applying the Fourier decomposition on the mass flux,
transports as function of longitude in addition to latitude
and time can be obtained by
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(8)
respectively. This longitudinal-dependent decomposition
could also have been based on a Fourier decomposition of
the Lq field rather than the mass flux. However, the mass
flux is closely related to the structure of the geopotential
height field from which Rossby waves, cyclones and other
wave structures are normally revealed. Note that zonal
integrals of this longitudinal decomposition of the trans-
port are equal to the components vQP and vQS as defined
above.

An alternative decomposition method based on
wavelets was proposed in Heiskanen et al. (2020). The
wavelet decomposition method is based on a set of local-
ized functions known as wavelets, and similar to the
Fourier method, these functions decompose the energy
transport into parts with different length-scales. Hence the
method can also be used to decompose the latent energy
transport into planetary and synoptic scales. As it is based
on localized functions, the method is expected to better
represent highly localized synoptic-scale systems. Here,
all analyses have also been conducted using the wavelets
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method, which is applied to the ERA-Interim dataset.
The results from this analysis are largely similar to the
Fourier decomposition, and the main conclusions drawn
remain the same. More detail of the wavelet decomposi-
tion method, along with results of the associated analysis
are found in Appendix S1.

The investigations presented here are focused on the
latent energy transport and its effects on Arctic temper-
atures. Several studies have shown that a disproportion-
ately large amount of atmospheric moisture is transported
into the Arctic region by the most extreme transport
events (e.g. Woods et al., 2013; Liu and Barnes, 2015).
Similar to those studies, we focus on the most extreme
transport events, which are defined here as days where
the zonal-mean transport anomaly at 70◦N exceeds the
90th percentile as computed per season on planetary
and synoptic scales. Anomalies are deviations from the
smoothed seasonal mean, based on the full 40-year
time series.

To understand the effect of extreme transport events
on Arctic temperatures, we investigate the typical pat-
terns of temperature anomalies arising around the time
of such events in the form of composite plots. The com-
posites are computed as averages of the daily-mean locally
de-seasonalized temperature anomalies. The temperature
anomalies are de-trended locally using a 4th-degree poly-
nomial fit. Statistically significant areas are identified by a
Monte Carlo approach; the selection of days is compared
to 5,000 random selections of days from the same season,
and only the areas that have a larger absolute value of
anomalies in less than 5% of the cases are considered sig-
nificant at the 95% level. For days identified as extreme, the
location of the peak of LE transport along 70◦N is identi-
fied from the longitude-dependent decomposition, which
aids in linking the trends identified here to large-scale
circulation changes.

3 RESULTS

3.1 Locations of extreme events

Figure 1 shows the longitudinal distribution of winter
season LE transport across 70◦N on days identified as
extreme. Each curve shows the daily mean latent energy
transport anomaly as a function of longitude on days
that exceed the seasonal 90th percentile on the plane-
tary scale (upper panel) and the synoptic scale (lower
panel). Areas with highly (weakly) saturated colour indi-
cate several (few) superimposed curves, that is, common
(uncommon) longitudes of transport on extreme days.
Most curves are dominated by one distinct peak, which
indicates one main transport event on the extreme day that

F I G U R E 1 Extreme latent transport (PW) as a function of
longitude (◦E) along 70◦N for all winter season extreme cases as
curves with transparent shading superimposed on top of each other.
Each curve represents the latent energy transport anomalies across
70◦N for a day above the 90th percentile level. More saturated
colour indicates overlapping curves, i.e. areas with high frequency
of transport on extreme days; planetary scale is shown in the upper
panel, and synoptic scale in the lower panel

curve represents. In most cases the peaks, that is, the loca-
tions of the extreme events, are concentrated above the
relatively warm open ocean areas, namely the Atlantic sec-
tor and the Bering Strait, on both scales. A similar pattern
of extreme transport events being concentrated over the
warm ocean basins in winter has also been observed in
other studies (Woods et al., 2013; Liu and Barnes, 2015;
Woods and Caballero, 2016).

On the synoptic scale the latent energy transport is
associated with, for example, cyclones entering the Arctic
and bringing water vapour with them. Particularly in the
Atlantic sector, the northward component of the cyclonic
circulation is clearly shown as positive peaks at the eastern
side of the cyclones, and the southward component seen
as a sharp negative peak on the western side of it (Figure 1,
lower panel).

In general, the planetary-scale events bring more latent
energy to the Arctic. Overall, the wintertime latent energy
transport on the synoptic and planetary scales accounts for
32% and 68% of the total wintertime transport, respectively
(based on the sum of daily means). The extreme winter
days on the planetary scale account for 33% of the total



RYDSAA et al. 2285

F I G U R E 2 Mean temperature anomalies (◦C) related to extreme (>90th percentile) latent energy transport anomalies across 70◦N.
Green arrows along 70◦N indicate the point of maximum transport anomaly for each extreme day. The length of the arrows is scaled to
one-degree latitude per PW latent energy, and as such does not reflect the extent to which the transport reaches into the Arctic area. Blue
lines enclose areas with statistically significant results according to a Monte Carlo test for significance with 5,000 simulations

planetary transport, and about 22% of the total transport.
The synoptic-scale extreme days account for about 34% of
the total synoptic transport, and 11% of the total transport.

The temperature pattern associated with extreme
transport events is shown as temperature anoma-
lies as averaged over extreme transport days on both
length-scales (Figure 2). An arrow marking the location
of the peak transport anomaly each day is added along the
70◦N latitude. Note that the arrows are scaled according
to the strength of the event and are not indicative of how
far into the Arctic the transport reaches.

There are significant temperature anomalies inside
the Arctic associated with extreme events on both syn-
optic and planetary scales; however, they are of opposite
signs: planetary-scale events are associated with warm
anomalies inside the Arctic (Figure 2, left panel), while
synoptic-scale events are associated with cold anomalies
(Figure 2, right panel). During planetary-scale extreme
events, the warm temperature anomalies are concentrated
around the areas where the peak transport most often
occurs, and the largest warm anomaly is centred over the
Svalbard region and stretches as far as the North Pole. The
average temperature anomaly for the Arctic as a whole
during planetary events is +0.63 K. The Atlantic sector
(defined here as −40◦ to +60◦E), contributes with 77% of
the wintertime planetary events, and therefore dominates
the mean temperature pattern. Accounting only for the

events and temperature anomalies occurring within these
longitudes, the average temperature increase in the sector
is 2.67 K.

On days with strong synoptic transport (Figure 2,
right panel), the Arctic region is on average dominated
by anomalously cold temperatures (−0.37 K), while warm
areas are found just outside and to the south of the
extreme transport events. The temperature patterns seem
to be closely associated with an atmospheric situation
favourable for synoptic-scale events; a sharp temperature
gradient across 70◦N with cold air to the north and warm
anomalies to the south can act to increase baroclinicity
necessary for creating an extreme synoptic event. This
temperature profile is similar to findings in Graversen
and Burtu (2016), who by performing a regression analy-
sis of near-surface temperatures on synoptic-scale energy
transport, found a similar pattern in the zonal average.

The large differences in the mean temperature patterns
associated with the two scales reflect the different circu-
lation types responsible for the energy transport on each
scale. The fact that the impact of these circulation types
are so clearly revealed in the temperature composites sug-
gests that the decomposition of the energy transport into
different scales is important, and that the division between
planetary and synoptic scales as defined here is capable of
capturing typical transport situations on each scale. Also,
the pattern for mean temperature anomalies shows very



2286 RYDSAA et al.

F I G U R E 3 Temperature anomalies as averaged over days of extreme transport entering the Arctic (maximum transport locations
shown as green dots). Temperature anomalies 5 days ahead of events (left column) on the day of extreme transport events (middle column)
and 5 days after events (right column) for planetary-scale events (upper row) and synoptic-scale events (lower row). Blue lines surround areas
with statistically significant anomalies

similar results when compared to composites based on
the wavelet decomposition method, both with regard to
strength and geographical distribution of the temperature
anomalies (Figure S1, supplementary material).

The time-development in surface temperature anoma-
lies in response to the extreme events on each wave scale
is seen in Figure 3, which shows the mean tempera-
ture anomalies before, during and after extreme transport
events. On the planetary scale (Figure 3, top row), the
warm anomaly appears on the day with extreme transport,
and 5 days later it has spread across most of the Arc-
tic basin (Figure 3, top-right panel). Although the largest
temperature anomalies are seen locally in the Svalbard
region on the day of the extreme transport event, the Arc-
tic area as a whole is most influenced a few days after the
planetary-scale event.

On the synoptic scale, anomalously cold temperatures
inside the Arctic region before the events and during the
events dominate the mean temperature anomaly develop-
ment (Figure 3, lower row). Five days after the events, the

cold anomalies inside the Arctic region have been broken
up, and the anomalous temperature gradient across 70◦N
is dissolved (Figure 3, lower-right panel), leaving no signif-
icant anomalies inside the Arctic region.

It may be inferred from this analysis that the
planetary-scale events are closely associated with unusu-
ally warm temperatures in the Arctic region, while the
synoptic-scale extreme events mainly contribute by dis-
solving preconditioning temperature gradients with Arctic
cold anomalies.

The composite plots show the temperature anomalies
associated with extreme events as averaged over several
different extreme days; however, they do not show the
potential for temperature changes that actually occur dur-
ing each event, which can be much more dramatic. To
illustrate the type of situation that these extreme events
represent, we have included a case from the N-ICE2015
measurement campaign (Cohen et al., 2017; Graham
et al., 2017b) that took place north of Spitsbergen in Jan-
uary 2015.
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F I G U R E 4 Temperature anomalies (◦C) on 22 January 2015 (middle) and 3 days before (left) and after (right). Green contour lines
show the geopotential height at 850 hPa. The ship’s approximate position on 22 January is marked north of Svalbard

3.2 Case: Spitsbergen, 22 January 2015

The Norwegian Young Sea Ice expedition (N-ICE2015) was
a ship-based measurement campaign based on in-ice drift
in the area north of Svalbard throughout the winter and
spring season of 2015. During this campaign, atmospheric
measurements of temperature, wind speed and wind direc-
tion, air pressure and air humidity were conducted from
both the Norwegian Polar Institute’s research vessel Lance
and from measurement towers launched on icefloes.

Based on this campaign, Graham et al. (2017b) describe
two typical atmospheric states occurring during the winter
season; the most common was a “radiatively clear state”,
with cold temperatures, mostly clear skies and stable con-
ditions. This was regularly disrupted by storms leading to
periods of a “radiative opaque state” with increased cloud
cover and atmospheric moisture, and drastic increases in
temperature of up to 30 K, from around −30 ◦C to around
zero. These storm events would normally last for a few
days. Typically, the strong events measured north of Spits-
bergen were part of large-scale circulation patterns. Gra-
ham et al. (2017b) also highlight that the entire winter
period of the N-ICE2015 campaign was characterized by
an anomalously large meridional component of the jet
stream that drove several intense storms into the high
Arctic (north of 80◦N).

One such episode occurred on 21–22 January 2015.
Figure 4 shows the temperature anomalies associated with
this event, along with the geopotential height contours
at 850 hPa, 3 days ahead of, during, and 3 days after the
event. On the day of the event, we see temperature anoma-
lies of up to +15 K centred around the Svalbard region,
and geopotential height contours indicate a strong south-
westerly geostrophic wind component (Figure 4, middle
panel).

F I G U R E 5 Daily mean latent energy transport anomaly
(PW) across 70◦N on 22 January 2015, as a function of longitude
(◦E). The planetary-scale transport is comprised of waves 1–3, and
the synoptic-scale transport of waves 4–21 [Colour figure can be
viewed at wileyonlinelibrary.com]

Based on the Fourier decomposition of the trans-
port along 70◦N on this particular day (Figure 5), we
see that the transport on that day is concentrated just
southeast of Spitsbergen, for both the planetary-scale and
the synoptic-scale transport. The planetary-scale transport
dominates, reflecting the large-scale component of the
event.

In the Fourier decomposition, 22 January is recognized
as an extreme transport event on the planetary scale, i.e.
a day when the planetary-scale transport exceeded the
90th percentile for the 2015 winter season. This corre-
sponds well with the observations of the anomalously large
meridional component of the jet stream over this area, as
noted by Cohen et al. (2017). The energy transport and this
particular event is as such described as being a result of
atmospheric mechanisms on various scales.

However, one should also note that the synoptic-scale
transport is large in this area, even though this anomaly
is not large enough to qualify as an extreme case dur-
ing this season. The local cyclone’s contribution to the
decomposed transport is captured by the synoptic-scale
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T A B L E 1 Trends in energy transport components (PW⋅decade−1). Trends are based on a linear
regression of seasonal averages of daily values

DJF MAM JJA SON

Planetary vQ 0.005 (p = .07) −0.002 (p = .23) −0.001 (p = .36) 0.0008 (p = .41)

Synoptic vQ −0.003 (p = .03) 0.002 (p = .14) 0.0055 (p = .04) −0.0015 (p = .23)

Note: Bold numbers indicate trends that are statistically significant at a 90% level, according to a Monte Carlo type test with
5,000 simulations. Three-monthly, starting in December.

waves, but again it does not impact the zonal average trans-
port enough to qualify the daily mean transport anomaly
as an extreme event.

The aim with presenting this case-study is to show
an example of how energy transport from a particular
and well-documented extreme event is represented by the
Fourier decomposition method. It illustrates key features
of the Fourier decomposition method; by decomposing the
transport of this event into different spatial scales, it is able
to identify the large-scale transport as the more unusual
part of the total event, even though the synoptic-scale
transport also played an important role.

However, as previously mentioned, it is important to
keep in mind that a highly localized single event may
not be fully represented by the Fourier method if it is
that this method relies on sinusoidal waves (Heiskanen
et al., 2020). In such cases the method may underestimate
the transport from the synoptic-scale part of the transport
to some degree. However, applying the wavelets decom-
position method as proposed by Heiskanen et al. (2020),
which better represents highly localized systems, confirms
that this is not a synoptic-scale extreme transport event
(not shown).

3.3 Changes in transport components

The LE transport on various scales and seasons affects the
Arctic in different ways. Changes in the relative magnitude
of planetary- and synoptic-scale transport may therefore
have contributed to Arctic climate change. Here, we inves-
tigate whether such changes can be identified in the four
decades of data covered by the ERA5 dataset.

By using a simple least-squares regression analysis on
annual mean anomalies for the 40-year period (1979–2018)
we find that the LE transport increased slightly over the
past 40 years (not statistically significant). By investigating
the trends in mean seasonal anomalies across the 40 years,
we find significant trends in both the summer (Table 1)
and winter seasons (Figure 6).

We find a mean increase in the winter season LE trans-
port by planetary waves across 70◦N of 0.005 PW⋅decade−1

(p-value = .07), and the synoptic transport decrease over

F I G U R E 6 Seasonal anomalies in latent energy transport
(dots, PW) for planetary-scale transport (blue) and synoptic-scale
transport (red), by year. Thick lines show a 5-year moving average,
and stippled lines the linear trends based on linear regression. LE
transport by planetary waves across 70◦N increase 0.005
PW⋅decade−1 (p-value = .07). The winter season synoptic transport
decreases by 0.003 PW⋅decade−1 (p-value = .03). Statistical
significance is based on a Monte Carlo approach with 5,000
simulations

the same period by 0.003 PW⋅decade−1 (p-value = .03)
(Figure 6). Due to the larger temperature effect related to
latent energy transport in winter as compared to summer,
we focus on the winter season; however, trends for both
scales and all seasons are given in Table 1.

3.4 Changes in the extreme cases

When investigating the upper percentiles of the seasonal
trends, we find that the increase in the mean winter-
time transport by planetary-scale waves is largely owing
to an increase in the uppermost extreme transport events
(Figure 7). The increase is larger (as indicated by steeper
trend lines) for higher percentile values, indicating that
the seasonal level of extreme cases on average increases
through the period.

The same pattern is seen in the decrease in transport
by synoptic-scale systems, which is also largely owing to
a decrease in the upper extreme values (Figure 7, bot-
tom panel). The lower percentiles show no specific trends
on either scale (not shown). The explanation for this
increase in the level of very strong transport events might
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F I G U R E 7 Seasonal mean winter (December–February)
anomalies in latent energy transport (PW) across 70◦N by
planetary-scale waves (upper panel) and synoptic-scale waves
(lower panel) over the time period 1979–2018. Shading indicates the
75th, 95th and 97.5th percentiles per winter season, from weakly to
heavily transparent colours, respectively. Stippled lines indicate the
linear trends in the respective percentile values. Note the difference
in scale between panels

lie with the general increase in humidity in the atmosphere
causing strong transport events to increase, or with circu-
lation changes causing increased winds and transport, or
a combination of both. As the former explanation should
lead to a general increase of the transport on all levels, this
skewed increase might point in the direction of the latter.

The same overall pattern of trends in the wintertime LE
transport is found in the ERA-Interim dataset decomposed
by the wavelet decomposition method (Figure S2 and S3),
which inherently has a negligibly different distribution of
planetary- and synoptic-scale events as compared to the
Fourier method. This shows that the trends are not sensi-
tive to the method of decomposition, and rather a robust
feature of the energy transport.

A decrease in strong cyclones over the past decades
is also confirmed in a completely alternative method
of identifying synoptic-scale systems. In this method,
cyclone track points were identified as in the cyclone
tracking algorithm by Hodges (1999). From the 6-hourly
ERA-Interim dataset, track points were identified by local
maxima exceeding a threshold of 5×10−5 s−1 in the relative
vorticity spectrally filtered between wave numbers 40 and
100. For the comparison, only cyclone track points within
a latitude belt of 70◦N± 2◦ were considered. In this dataset
we also observe a downward trend in the intensity of the

F I G U R E 8 Distribution of latent energy transport along
70◦N shown as sum of daily mean energy (PW) for days with
extreme transport events (exceeding the 90th percentile of each
season), by longitude (◦E). Stippled lines shows the sum of extreme
days over the early 15 winter seasons (1979–1993), while whole lines
shows extreme days over the late 15 winter seasons (2004–2018)
[Colour figure can be viewed at wileyonlinelibrary.com]

97.5th percentile as computed per season (Figure S4). This
is consistent with our findings of a decreasing trend in win-
tertime strong cyclones passing the 70◦N latitude and into
the Arctic.

By comparing the first 15 to the last 15 winter sea-
sons of the 40-year time series, we can investigate changes
in the placement of extreme transport events. There have
been no major shifts in the locations of the planetary- and
synoptic-scale systems entering the Arctic region along the
70◦N latitude (Figure 8). The main changes are found in
the Atlantic sector, where the extreme events in winter-
time planetary transport are about 100 PW larger over the
last as compared to the early 15 years (Figure 8, top panel).
This is consistent with findings showing that this area has
experienced an increase in temperatures and downwards
longwave radiation (LWD) over recent decades which has
been shown to have been driven by an increased atmo-
spheric moisture advection from lower latitudes due to
changes in the large-scale atmospheric circulation (Park
et al., 2015). On the synoptic scale (Figure 8, lower panel),
a smaller increase can be seen in the northward direction,
and there is also an increase in the southward direction,
west of the northward peak.
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4 DISCUSSION

When we examine the mean LE transport across 70◦N
over the past 40 years, we find a positive trend in the win-
tertime LE transport anomalies on the planetary scale,
with the steepest increase in the most extreme events.
This trend is important as we find that extreme events in
wintertime latent energy transport by planetary-scale sys-
tems are more closely associated with anomalous warm-
ing in the Arctic than extreme transport events by the
synoptic-scale systems. The warm anomalies last for sev-
eral days and spread across the entire Arctic basin. This
dependence on wave scale confirms findings by Graversen
and Burtu (2016). In our study, a planetary-scale extreme
event on average raises the mean temperature by 0.6 K in
winter, averaged across the Arctic (>70◦N). However, the
warming as well as the majority of extreme cases are con-
centrated in the North Atlantic area where the associated
area-average warming during extreme events is 2.6 K in
winter. Comparing the early 15 to the latest 15 winter sea-
sons, we see that the changes in extreme transport events
are also mainly confined to the North Atlantic region. It
is likely that the positive trend in planetary-scale extreme
events in this area, combined with the strong warming sig-
nal associated with such events, have contributed to the
increased warming observed in the North Atlantic Arc-
tic area over the past decades. It is also consistent with
findings of increased LE flux into this area over the past
decades (Park et al., 2015; Woods and Caballero, 2016;
Dahlke and Maturilli, 2017; Graham et al., 2017a). Dahlke
and Maturilli (2017) also showed an increase in the dura-
tion of strong wintertime warming events in the North
Atlantic region of the Arctic of 0.45 K⋅decade−1 over the
past decades, which is coherent with an increase in the
planetary-scale events, which on average warm the Arctic
over several days.

On the synoptic scale, we find that extreme transport
events across 70◦N have decreased in winter over the past
four decades, and that the decrease is largest for the most
extreme events. During synoptic-scale events, cold temper-
ature anomalies dominate as averaged over 5 days before
and during the events. Temperature anomalies 5 days after
synoptic events are small, and the significant anomalies in
the temperature gradients appear to have been dissolved.

For the synoptic scale, it seems that the associated tem-
perature patterns are responsible for the synoptic-scale
transport events, rather than the response to them. As
the synoptic-scale systems are largely driven by local tem-
perature gradients acting to increase the baroclinicity,
increased winter temperatures in the Barents and Kara
Seas may have contributed to a decrease in extreme trans-
port events across 70◦N in the North Atlantic, where also
the majority of extreme synoptic events in winter occur.

The Barents and Kara Seas have been identified as the
most prominent area for Arctic amplified warming (Park
et al., 2015). This warming has been shown to cause shifts
in the synoptic-scale activity in the area due to decreased
temperature gradient, and may have caused strong cyclone
activity to decrease and/or shift paths (Inoue et al., 2012).

The decrease in synoptic-scale transport across 70◦N is
also confirmed using the wavelet decomposition method,
and with a completely alternative method of identify-
ing synoptic-scale events, based on a cyclone tracking
algorithm applied to the ERA-Interim reanalysis. The
same pattern of strong decrease in intensity of wintertime
extreme events is seen in these datasets, although trends
are smaller than in the Fourier-based decomposition.

Synoptic-scale storm systems are often closely related
to large, planetary-scale circulation systems (Simmonds
et al., 2008) and as such, a typical strong storm in high lati-
tudes is often a result of a combination of large-scale circu-
lation systems and favourable local conditions. The combi-
nation is responsible for bringing large amounts of latent
energy into the Arctic. For example, large blocking sys-
tems can act to deflect small synoptic-scale systems north-
ward, as observed by Woods et al. (2013), resulting in these
synoptic-scale systems reaching further north and deeper
into the Arctic. Cohen et al. (2017) similarly observed that
strong wintertime storm systems in the Svalbard region
were steered north by a large-scale hemispheric circula-
tion pattern. In such cases, where the synoptic system
is part of a greater circulation pattern, the associated
energy transport may contribute to either scale in the
Fourier decomposition. Papritz and Dunn-Sigouin (2020)
showed that the planetary-scale transport is closely linked
to large-scale blocking situations that act to deflect cyclone
tracks poleward, thereby causing a strong northward trans-
port in the interaction between the blocking system and
upstream cyclones.

Therefore, our finding of increased planetary-scale
transport and other findings of increase in extreme syn-
optic events (e.g. Rinke et al., 2017) is not conflicting,
but rather describes different features of the same trends.
This is exemplified in the case-study selected here: In the
case-study from the N-ICE2015 measurement campaign,
a planetary-scale circulation pattern with a particularly
strong northward component of the polar jet stream was
identified as necessary for the synoptic-scale storm sys-
tem to reach the measurements site north of Svalbard, as
described by Cohen et al. (2017). This event was recog-
nized as an extreme transport event on the planetary scale
using the Fourier decomposition method. On the synoptic
scale, the storm system as experienced from the ship was
not recognized as particularly extreme.

This is further exemplified in Heiskanen et al. (2020),
who evaluated the Fourier method for estimating
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planetary- and synoptic-scale transport, and compared it
to an alternative method using wavelets. The alternative
wavelet method, which is based on localized functions,
proved more skilful at resolving synoptic-scale single sys-
tems. With regard to the case studied here, the wavelet
method confirmed that the event did not qualify as an
extreme event on the synoptic scale. However, the wavelet
method did not confirm that planetary-scale transport
was an extreme event as proposed by the Fourier method,
but this could be related to the wavelet method’s risk of
under-representing planetary-scale events.

In Heiskanen et al. (2020), regression analyses using
both methods show a strong warming signal inside the
Arctic resulting from planetary-scale transport, and a
much weaker signal associated with synoptic-scale trans-
port; however, the distribution is more even in the wavelet
method as compared to the Fourier method. Here, we have
chosen to lower the wave number of the split between
planetary and synoptic scales as compared to that in
Graversen and Burtu (2016), as suggested in Heiska-
nen et al. (2020), to better represent the wavelengths of
planetary- and synoptic-scale systems in high latitudes.
By performing the same type of analysis of the extreme
events on each scale while using the wavelet decomposi-
tion method, we find that the same wintertime trends and
general pattern of temperature anomalies associated with
extreme events as in the Fourier decomposition dataset.
This shows that the conclusions drawn here are not sen-
sitive to the decomposition method, but rather robust
features of synoptic- and planetary-scale energy transport.

5 CONCLUDING REMARKS

We find a mean decrease in wintertime synoptic-scale
transport and an increase in planetary- scale transport over
the past 40 years. We show that this shift has the potential
to both increase the amount of latent energy that reaches
deep into the high Arctic, and to contribute to increased
winter season warming, even if the total annual mean
energy transport stays the same. The effect of LE trans-
port on Arctic climate has been documented thoroughly;
however, to our knowledge, this is the first study to quan-
tify the seasonal trends of the planetary- and synoptic-scale
components of the transient meridional energy transport
separately. These findings contribute to explaining the
increase in LE fluxes and warm winter periods observed in
the Arctic over the past decades. Lastly, these results raise
questions about mechanisms responsible for the identi-
fied trends in planetary- and synoptic-scale LE transport in
winter, and to future impact of these changes on the Arctic
climate.
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Abrupt increase in Greenland melt enhanced by wind
changes
Tuomas Heiskanen1, Rune G. Graversen1,2, Richard Bintanja3, and Heiko Goelzer4

Abstract:
Greenland ice-sheet melt constitutes an alarming contribution to global sea-
level rise. Observations indicate that the ice sheet was in approximate bal-
ance until the late 1990s, after which strong melting occurred. The reason
for this sudden change has not been understood; it cannot be attributed lin-
early to climate change as this occurs gradually. Here we show that the
abrupt shift to a strong melting state is associated with changes of the
atmospheric circulation over Greenland. This is evident from applying a
newly-developed methodology effectively decomposing atmospheric flow pat-
terns into parts associated with Rossby waves and smaller perturbations. A
Rossby-wave-induced reduction of the westerly flow, which is consistent with
anthropogenic Arctic warming, led to a decrease in precipitation and an in-
crease in surface warming, contributing to ice-sheet mass loss, in particular
over the southwestern regions. Hence the Greenland ice-sheet melt is an
example of a climate response non-linearly coupled to global warming.

Sea-level rise constitutes one of the major climate-change threads to humanity. Recent
melting of the Greenland ice sheet is unprecedented since the mid-Holocene (for about
8 thousands years ago)1, and implies a critical contribution to the rising of sea levels.
The Greenland ice sheet has since the late 1990s encountered a substantial mass loss2–5,
which has severe implications for ongoing and future global sea-level rise, should the
melting pace continue6. Additionally, the melting has led to a increase in release of
methane from the ice-sheet bed7, contributing to further greenhouse-gas-induced global
warming. The ice-sheet mass loss is most severe along the margins of the ice sheet – in
particular in the southwestern part of Greenland3,5. The mass loss is mainly due to a
negative surface-mass balance3,8 (SMB, precipitation minus melting), although increase
of discharge of outlet glaciers in fjords by calving and submarine melting (D, dynamical
discharge) also provides a significant contribution5,9, 10.

It has been argued that atmospheric processes play an important role in this strong
recent mass loss4,11–15. Melting occurs when energy convergence of various energy fluxes
raises the temperature to the melting point which predominantly occurs close to the
atmosphere-ice interface, and is therefore associated with the surface energy balance.
If runoff from melting is not balanced by increase in precipitation, a negative SMB is
induced16.

The surface energy balance at the atmosphere–ice-sheet interphase includes net solar ra-
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2Norwegian Meteorological Institute, Tromsø, Norway
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4NORCE Norwegian Research Centre, Bjerknes Centre for Climate Research, Bergen, Norway
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diation (downward minus reflected), net longwave radiation (downward minus upward)
and net turbulent heat and moisture fluxes where the latter is a latent heat flux associ-
ated with sublimation and icing – depositional frost and frozen dew. The surface energy
balance can provide a net energy input from above into the ice sheet when temperatures
are below the freezing point, and energy for melting when temperatures are at this freez-
ing point. Turbulent heat fluxes of both the sensible and latent type can be important
drivers of extreme melt events of the Greenland ice sheet18. For example during the ex-
treme melt event of summer 201219, the turbulent heat fluxes were as important as the
radiative effects20. Also clouds, humidity, and temperature over the ice sheet strongly
control downwelling short and longwave radiation as well as the turbulent fluxes at the
ice-atmosphere interface, and are hence important for the ice melt. For instance clouds
have a net heating effect over ice sheets15,18,21, although clouds can cause cooling in case
the albedo of the ice is low. In addition atmospheric processes may affect dynamical
discharge, as melt water induced by atmospheric forcing can penetrate to the bottom of
the ice sheet where it causes increased lubrication and affects speed of outlet glaciers.
However the process is complex and it is unclear whether the net effect is a speed-up or
a slow-down of the outlet streams22.

Surface energy balance
A negative SMB is associated with melting and hence with net convergence of energy
by the ice sheet, especially in the surface-near layer just below the atmosphere-ice inter-
face. Convergence of energy in this layer is mostly given by surface energy balance (see
Methods) since energy flux from below and lateral energy fluxes within the ice are small.
Consistently, regressions of the surface energy balance on the SMB (see Methods) show a
positive energy balance implying a negative SMB at the western and northern ice-sheet
margins, but a positive SMB in the interior and eastern margins (Fig. 1a). The latter
pattern is due to a strong correlation between surface-energy balance and precipitation
that appears since cloudy weather leading to precipitation is also causing positive energy-
flux anomalies at the surface. When removing the part of the surface energy balance
that is temporally correlated with the precipitation, by applying a decorrelation method
(see Methods), the correlation coefficients show mostly negative or little SMB impact
along the margins, and little response in the interior where temperatures are mainly
negative, even during positive surface-energy-balance anomalies (Fig. 1b). Hence a pos-
itive energy balance causes melting and a negative SMB in areas where the temperature
can easily be raised to the melting point. Predominantly negative temperatures are also
prevailing at high altitudes in the mountains in the south-east where accordingly less
negative SMB impact of the surface energy balance is encountered as compared to other
parts of the ice-sheet margins. Precipitation, all though not decorrelated with the sur-
face energy balance, provides a positive SMB over the ice sheet everywhere, but mainly
at the ice-sheet margins where altitude gradients are the largest (Fig. 1c). Hence as
expected, the regressions reveal that both the surface energy balance and precipitation
play an important role for the SMB.

The surface energy balance is controlled by atmospheric conditions such as clouds, hu-

2



midity and temperature. These quantities are strongly impacted by advection due to
the atmospheric circulation. Hence as a consequence of this chain of processes, it can
be hypothesised that the atmospheric circulation provides a strong control of the SMB.
Several studies have indicated a change in the atmospheric circulation over Greenland,
which is suggested to have had an impact on the SMB25,26. It has been noted that a
general increase in moistening of the Arctic atmosphere is associated with changes in
northward latent heat transport23. It has also been argued that blocking events over
Greenland lead to transport of warm and moist air over the ice sheet17,24, affecting both
the surface energy balance and precipitation, and hence the SMB of the ice sheet. Strong
moisture advection events - known as atmospheric rivers - are associated with increase
in clouds, temperature, and winds which lead to a positive surface energy balance es-
pecially due to the turbulent sensible heat flux18. In addition, temperatures at coastal
stations are correlated with atmospheric circulation indices such as the North-Atlantic
Oscillation (NAO)12,13,19.

Atmospheric circulation transports both sensible heat (dry-static) and moisture, and
the convergence of these transport components over Greenland will affect both surface
energy balance and precipitation, which mostly have opposite impacts on the SMB
(Fig. 1). Hence, in order to estimate the linkage between atmospheric energy advection
and the SMB, it is important to decompose the transport by the atmospheric circulation
into parts.

Atmospheric energy advection over Greenland
The energy transport by the atmospheric circulation can be decomposed into a dry-
static and a latent component, where the former is associated with the advection of
sensible heat and the latter with the transport of moisture (see Methods). Convergence
of these two components leads to an increase of energy transfer to the surface27. The
latent component affects the surface energy balance considerably more than its dry-
static counterpart27, due to the enhancement of the local greenhouse effect associated
with increase in water-vapour and clouds resulting from latent transport convergence.
In addition, the latent transport convergence increases precipitation. Since the dry-
static and latent transport have different impacts on the surface-energy balance and
precipitation, the two types of transport affect the Greenland ice-sheet in different ways.

Moreover, the type of circulation pattern plays a role: atmospheric advection is accom-
plished by e.g. large-scale planetary waves – also known as Rossby waves, synoptic-scale
waves such as cyclones, and smaller perturbations. The atmospheric waves impact Arc-
tic weather and climate28, and the planetary-scale waves have a much larger potential to
cause warming over the Arctic than smaller waves including cyclones, since the Rossby
waves as compared to cyclones can affect a much larger area by simultaneous energy con-
vergence27,29. Hence in the following the atmospheric energy transport is decomposed
into dry-static and latent components and further into Rossby and small-scale waves,
where the latter is associated with synoptic-scale and meso-scale disturbances. In order
to estimate a linear statistical linkage between transport components and the SMB, re-
gressions of the SMB on the transport components are investigated. As for the surface
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energy balance, the various transport components are first decorrelated with each other
before regressions are performed (see Methods).

When it comes to the impact of dry-static transport on the Greenland surface-mass
balance, both Rossby and smaller-scale waves cause melting over Greenland, but in
contrast to the pan-Arctic studies27,28 this impact is larger for the waves at the smaller
scales than for the Rossby waves (Fig. 2a-b). For the smaller-scale-wave type, the melting
is the largest at the ice-sheet margins, likely due to the proximity to the sea and hence
to a heat source for the smaller-scale disturbances (Fig. 2b). In the southeast where the
melting is the largest the adjacent sea is normally ice free – even in winter – implying
a strong heat source and temperature gradients important for baroclinic and convective
development of smaller-scale disturbances. In contrast, the latent transport induces a
positive SMB indicating that advection of moisture into Greenland is associated with
increase in precipitation, and that this precipitation effect of the latent transport is
exceeding its melting effect due to increased energy transfer to the surface associated
with increase in humidity and cloud water (Fig. 2c-d). As for the dry-static component,
the impact appears larger for the synoptic-scale wave than for the Rossby-wave types.
This is supporting earlier findings that cyclones are important for both melting and
precipitation over the ice sheet14. The regression coefficients being larger for the smaller-
scale waves than for the Rossby waves may appear surprising in light of earlier studies
revealing a much stronger impact on the Arctic weather and climate by Rossby waves
than cyclones27,28, but this apparent contradiction is partly related to differences in
method between the two sets of studies (see Methods).

Trend in surface-mass balance
The Greenland ice-sheet SMB has been in almost balance at least from the 1960s to
1990s3,5, 30, after which a negative trend emerged (Fig. 3b-c). Hence, the melt of the
Greenland ice sheet shows a non-linear development relative to the ongoing, fairly steady
global warming. Given the strong impact of atmospheric circulation on the Greenland
SMB, such a non-linear coupling between the ongoing climate change and the Green-
land ice-sheet melt can emerge if the atmospheric circulation responds irregularly to
global warming. An indication that atmospheric circulation plays an important role for
decadal variability of the Greenland SMB is provided by a change in the zonal (west-
erly) atmospheric mass flux over Greenland (Fig. 3a-b). The mass flux shows a clear and
significant change between decades after and before 2000. The mass flux brings energy
and water vapour in over Greenland and a change of the mass flux will therefore affect
the Greenland SMB.

The difference of Greenland SMB between the period of trend (1999-2018) and the period
of stability (1979-1999) shows that in recent decades, melt has occurred predominantly
in the south-western part of Greenland3 (Fig. 3b-c). Also in this region a clear shift
in both SMB and atmospheric mass flux are found at about year 2000 (Fig. 3b). In
general, a negative SMB trend is encountered along the margins of the ice-sheet except
in the mountain areas in the south-eastern part.
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Circulation changes causing ice melt
A shift in both Rossby waves and small-scale waves have in general increased conver-
gence of dry-static energy transport over Greenland, although a decrease is found mainly
in the mountains in the southeast, and for the Rossby wave part, at the central-western
ice-sheet margin (Fig. 4a-b). The increase is the largest in the southwest region and as-
sociated with the Rossby waves. A combination of regressions and trends (see Methods)
indicates that the shift in the Rossby wave transport of dry-static energy has induced
melting in the south-western part, whereas the transport by smaller-scale waves has
caused meting at the central-western ice-sheet margin (Fig. 5a-b). In addition, a de-
crease in convergence of dry-static energy in the mountain areas in the southeast has
contributed to a positive SMB there.

A shift in Rossby waves has brought less water vapour into the southwestern part, but
more to the mountains in the southeast (Fig. 4c). In contrast, about the opposite pattern
is the case for the small-scale waves (Fig. 4d). The shift in the latent transport by Rossby
waves has contributed to a negative SMB in the southwest Greenland, which is partly
compensated by a positive trend induced by a change of the latent transport by small-
scale waves over this area (Fig. 5c-d). Therefore in sum, over the southwest Greenland
changes of the Rossby waves have led to ice loss both due to enhanced melting from an
increased transport of heat, and due to less accumulation due to a reduced transport of
water vapour. Hence both dry-static and latent transport by Rossby waves have induced
a negative change in SMB in this area, which is partly counteracted by an increase in
precipitation associated with the enhanced transport of water vapour by small-scale
waves.

For the shift in Rossby-waves energy transport, an opposite pattern between the dry-
static and the latent components is found in the southern part of Greenland. The
time-mean mass flow over Greenland is from west to east. The dry-static part shows con-
vergence increase at the upstream western side and decrease at the downstream eastern
side, and the opposite is the case for the latent transport (Fig. 4a,c). This is consistent
with a decrease of the westerly time-mean flow (Fig. 3a). This westerly flow decrease
causes less transport of water vapour into the western part inducing a decrease in oro-
graphic precipitation here, and allows for an increased frequency of eastward transport
events into the mountains at the eastern side increasing precipitation there. In addition,
also associated with a reduced time-mean zonal flow, air masses have more time to cool
when advected over the western part and are colder when arriving at the eastern part
of Greenland, which induces increase in heating at the western part and cooling in the
mountains in the east. The decrease in the time-mean flow is a general tendency of
weather systems becoming more stationary32,33.

The general increase in convergence over Greenland of both dry-static and latent energy
by small-scale waves is consistent with an increase in divergence in particular over the
Baffin Bay and Labrador Sea (Fig. 4b,d). This dipole pattern indicates an increase in
cyclone activity in the Greenland area where cyclones take up energy and water vapour
over the oceans and advect it inland. The pattern is consistent with projected changes
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of an increase in cyclones propagating over Greenland31.

The sum of the contribution to the Greenland SMB change from the four transport
components shows a similar pattern as the total SMB change although some differ-
ences are also apparent (Fig. 3c-d). Especially in the south-western part, where the
strongest Greenland ice melt is encountered, changes in the atmospheric circulation
have caused a negative SMB (Fig. 3b). As for the total SMB and the atmospheric mass
flux, circulation-induced SMB shows a shift towards negative values beginning around
year 2000. However, the circulation-induced SMB change appears smaller than the ac-
tual change, but comparison of actual magnitudes should be done with care due to the
regression-based methods applied here for estimating the circulation-induced SMB. The
circulation impact is based on regressions on the time scales of days to about a week.
For longer lasting circulation anomalies such as circulation trends, the impact has more
time to develop, for instance through positive feedbacks such as reduction of the surface
albedo due to the melt. Hence when data are filtered to suppress variability on time
scales bellow 90 days and 180 days, the circulation impact on the trend appears stronger
(Fig. 3b).

According to ERA5, at the shore in the mountainous southeastern part of Greenland, the
circulation has induced an overall positive SMB, whereas little total SMB change is found
by the RACMO model. Hence positive SMB caused by the circulation changes may be
compensated for by melting processes unrelated to the circulation. The circulation causes
precipitation close to the shore and often at low elevation. Because of low elevation and
the vicinity to the sea in a region where sea ice seldom forms, temperatures stay close to
zero and the snow succeedingly melts. Hence the melting occurs due to local conditions
that are independent of the atmospheric circulation.

The split of the energy transport by the atmospheric circulation into parts is important
since these parts affect the SMB in different ways. If no separation into Rossby and
cyclone waves is performed, the circulation impact on the SMB in southwestern Green-
land would is less apparent (Fig. 3b,e), and if also the decomposition into dry-static and
latent parts is disregarded, the SMB impact signal is essentially removed (Fig. 3b,f).

In summary, a shift in atmospheric heat and moisture transport over Greenland has
significantly affected the Greenland ice-sheet melt. The Greenland ice-sheet surface-
mass balance changed from a state of being in approximate balance into a state of melt
at about years 2000, and therefore the melting appears not linearly coupled to global
warming. However, the eastward atmospheric mass flux over Greenland, and the compo-
nent of the SMB that is linearly linked to circulation changes based on regressions, both
show a similar development as that of the Greenland surface-mass balance. It is likely
that circulation changes are coupled to global warming32,33 although this is still under
debate34–36. A decrease in eastward mass flow over southern Greenland is consistent
with a general reduction in the Northern-Hemisphere meridional temperature gradient,
weakening the thermal wind and hence the mid-latitude westerlies. The meridional
temperature reduction is a well-established climate-change signal of Arctic temperature
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amplification – the Arctic warming pace being larger than that of the rest of the hemi-
sphere. It has been argued that the circulation changes may amplify extreme events and
hereby increase severity of climate change32,33,37. The results presented here, regarding
circulation impact on the Greenland ice-sheet melt, provide an additional example that
circulation changes can have large regional and global consequences, in this case as they
lead to global sea-level rise.

Figure 1: Impact of the surface energy balance and precipitation on the
surface-mass balance. Regressions on SMB of the surface energy balance (a), the
part of the surface energy balance shown is orthogonal to (decorrelated with) precipita-
tion (b), and precipitation (c).

Methods

Atmosphere and wave decomposition
The atmospheric data are based on the ERA5 reanalysis38. Classically the atmospheric
energy transport may be decomposed into components of dry-static, E = cpT + gz +
1/2v2, and latent heat, Q = Lq, transports39, where cp is the heat cacpity at constant
pressure, T temperature, g gravitational acceleration, z geopotential heights, and v =
(u, v) is the zonal and meridional velocity components. The dry-static part includes
sensible heat, potential energy and – due to tradition – kinetic energy, whilst the latent
part is associated with transport of moisture. Reanalysis data such as the ERA5 provide
a mass-flux inconsistency40, hence a mass-flux correction is applied at each time step to
the wind fields41. The atmospheric heat transport may be further divided into waves
through a Fourier decomposition27,42. The transport is hereby split into synoptic and
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Figure 2: Regression coefficients of surface mass balance regressed on energy
transport convergence. Regression coefficients are shown for the planetary scale dry-
static transport (a), synoptic scale dry-static transport (b), planetary scale latent heat
transport (c), and synoptic scale latent heat transport (d).

planetary scale contributions based on wavenumbers in the mass flux field28. Planetary
and synoptic scale systems are associated with different dynamical processes in the
atmosphere. Planetary scale systems are typically Rossby waves, whilst synoptic systems
include cyclones and meso-scale and other disturbances. For the dry-static component,
the meridional transport decomposition into the two length scales yields:

vEp(φ, λ) =

∫ ps

0

(
a0(φ)

2
+

3∑

n=1

(an(φ) cos (2πnλ) + bn(φ) sin (2πnλ)

)
E

d p

g
(1)

and

vEs(φ, λ) =

∫ ps

0


∑

n≥4
(an(φ) cos (2πnλ) + bn(φ) sin (2πnλ)


E

d p

g
, (2)

respectively, where, φ and λ are latitude and longitude coordinates (in radians), p is pres-
sure, and ps is surface pressure. The factors an(φ) and bn(φ) are the Fourier coefficients
of the meridional winds. Similarly the zonal energy transport, uE(φ, λ), is decomposed
using a Fourier decomposition of the zonal mass flux field. The latent energy transport
is decomposed in a similar way. Based on previous studies42 the separation between
large- and small-scale circulation is set between wavenumbers n = 3 and n = 4. In
this study the zonal-mean flow given the wavenumber n = 0 component is considered
together with large-scale components n = 1-3. In previous studies27,42 where only the
meridional component of the energy transport is considered, the contribution of n = 0 is
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small at high latitudes. However, when the zonal component is taken into account, as is
done in this study, this component cannot be neglected. The convergences of dry-static
and latent energy transport by Rossby waves yields:

Econv
p = −∇ · (uEp(φ, λ), vEp(φ, λ)) (3)

and
Qconv

p = −∇ · (uQp(φ, λ), vQp(φ, λ), ) (4)

respectively, where Econv
p is the dry-static energy convergence and Qconv

p the latent heat
convergence of Rossby waves. These are computed from the decomposed ERA5 en-
ergy transport fields on a 0.25◦ spatial and 6-hourly temporal resolution. The energy
transport convergence fields are spatially smoothed to reduce noise.

Decorrelation
Large and small-scale circulation decomposed using the Fourier method Eq. 1 and 2
are temporally correlated. For instance, the large-scale circulation patterns may ad-
vect the flow patterns of small-scale systems. In this study the effect of the individual
components of the convergence of energy transport on the SMB is examined, therefore
it is necessary to remove the correlated parts of the transport components. The effect
of large-scale and small-scale circulation is separated by decorrelating large-scale and
small-scale circulation. The decorrelation is done by performing a linear regression of
the small-scale circulation on the large-scale circulation. The regression corresponds
to the part of the small-scale circulation that contributes to or ”explain” the energy
transport by the large-scale circulation:

βsp =
cov

(
Econv

s , Econv
p

)

var
(
Econv

p

) , (5)

where βsp is the regression of small-scale convergence on large-scale convergence, Econv
s

the small-scale convergence, and Econv
p is the large-scale convergence. The contribution

of the large-scale convergence on the the small-scale is removed from the small-scale
convergences by multiplying the regression coefficient (Eq. 5) with the large-scale con-
vergences and subtracting from the small-scale:

Econv
s||p = Econv

s − βspEconv
p . (6)

The decorrelations are performed similarly between dry-static energy and latent heat,
and between surface energy and precipitation.

Surface mass balance
The surface mass balance fields in this study are output from the polar version of the
Regional Atmospheric Climate Model (RACMO2)16. RACMO2 is run on a 5.5km spatial
grid-resolution, and the output is statistically down-scaled to a 1km grid. RACMO2 is
forced with ERA-Interim on the boundaries, and the surface mass balance is computed
using a multi-layer snow module43. The surface mass balance is defined as

SMB = PR− SU − EW −RU, (7)
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where PR is precipitation, SU sublimation, EW wind erosion, and RU is runoff. Liquid
water mass from melt or rainfall may percolate through the firn layer, where it may be
retained either through refreezing or capillary forces. The remaining part of the liquid
water is runoff. The runoff, RU , consists of the melt water, ME, and rainfall, RA, from
which the irreducible water, RZ, and refrozen water, CR, is subtracted:

RU = ME +RA−RZ − CR. (8)

The runoff RU is equivalent to melting mentioned earlier in the paper. The total melt
water available is dependent on the energy balance of the surface layer (SEB):

SEB = SWnet + LWnet + SHF + LHF +Gs, (9)

where SWnet is the net shortwave radiation at the surface, LWnet the net longwave
radiation at the surface, SHF the sensible heat flux, LHF latent heat flux, and Gs the
sub-surface heat flux. The SEB and precipitation used in the regressions is computed
from ERA5 as in Eq. 9, but without the subsurface heat fluxes, as they are small.

Regressions
Regressions of surface mass balance on components of energy transport convergence,
surface-energy balance and precipitation are performed with daily data on the RACMO2
grid. Hence the transport convergences and other ERA5 fields are first regridded from
the 0.25◦ ERA5 grid to the RACMO2 grid, using conservative remapping which conserve
the fluxes of the remapped fields. The regression coefficients are computed similarly to
the regressions used in the decorrelation process (Eq. 5).

Surface mass balance, energy transport convergence, and precipitation anomalies are
all computed with respect to a climatology derived from the period 1979-2018. The
climatologies are computed from detrended data, where, due to the non-linearity of the
SMB trend, two linear trends for the periods before and after year 2000 are subtracted
from the data. The climatologies are smoothed using a periodic 10-day running-mean
filter to remove noise from the data.

Trends
The trends and circulation shifts are computed by subtracting the mean state of the
period before year 2000 from that after. The division between periods is chosen at year
2000 due to the accelerating mass loss starting approximately in 2000. The impact of
atmospheric circulation change on SMB is achieved by multiplying trends in a transport
convergence component with the associated regression coefficient. Hereby the the part
of the SMB trend ”explained” by a given energy transport component is obtained. For
the dry-static planetary component the SMB trend yields:

δSMBEconv
p = βSMB

Econv
p

δEconv
p . (10)

The statistical significance of the trends is tested by performing a Monte-Carlo sampling
test. The statistical significance of the mass-flux trend is computed using a 4000-iteration

10



two-sided test, and the energy transport convergence trends using 2000-iteration two-
sided test. To account for the auto-correlation of the time-series the random sampling
is performed by making random permutations of the years. The time evolution of the
surface mass balance, zonal mass flux, and the energy transport convergence in the
south-west Greenland (Fig. 3b) are computed by applying a 10-year running mean filter
on data summed over this region.

Small-scale versus Rossby regressions
Figure 2 shows in general larger regressions for small-scale waves than for Rossby waves,
which appears in contrast to earlier studies providing the effect of the two types of waves
on the entire Arctic27,28. However in the latter studies, the transport components at
70◦ N are regressed on Arctic fields such as temperature and radiation as a function of
latitude and longitude. In the Greenland study presented here, regressions are based
on point-to-point regressions where transport components and SMB are regressed at
each latitude and longitude grid point. Hence for the Arctic studies regressions indicate
simultaneous effect over the Arctic, whereas for the Greenland study, it is the direct effect
of cyclones on a given grid point that is captured by the regressions. Is the SMB regressed
on transport convergences averaged over Greenland (not shown), the simultaneous effect
on SMB over Greenland of Rossby wave compared to small-scale waves is larger for the
dry-static part, but the opposite is the case for the latent part although the difference
in regression between small-scale waves and Rossby waves is smaller than that based on
point-to-point regressions shown in Fig. 2c-d.
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Figure 3: Trends of surface mass balance, zonal mass flux, and energy trans-
port components converted to surface mass balance. Panel (a) shows the trend
in zonal mass flux as the difference between the mean over the years 2000-2018 and
1979-2000. The contour lines denote the statistical significance of the trend. The line-
plots (b) show time-series anomalies, relative to a climatology, of surface-mass balance,
zonal mass flux, and surface mass balance due to energy transport convergence com-
ponents in the south west region of Greenland. UM denotes the zonal mass flux, smb
surface mass balance, vEa the energy transport convergence converted to surface mass
balance based of a decomposition into dry-static, latent heat, and length scales, vEb

the energy transport converted to surface mass balance based of only a decomposition
into dry-static and latent heat, and vEc the energy transport component converted to
surface mass balance based of the total energy transport. Panel (c) shows the trend of
surface-mass balance as the difference between the mean over the years 2000-2018 and
1979-2000. Panels (d)-(f) show the energy transport trends converted to surface mass
balance for the total energy transport (f), the energy transport decomposed into latent
heat and dry-static energy (e), and the energy transport decomposed both into latent
heat and dry-static energy and length scales (d).

16



Figure 4: Trends of convergence of dry-static and latent heat transport. The
trends are computed by taking the difference of the means of the energy transport
components after and before year 2000. The ordering of the plots are as in Fig. 2. The
contour lines denote the statistical significance of the trends based on a monte-carlo
sampling test.

Figure 5: Planetary and synoptic energy transport convergence trends con-
verted to surface mass balance. The energy transport convergence trends are con-
verted to surface mass balance by multiplying with the regressions coefficients for the
respective scales. The ordering of the trends converted to surface mass balance are as
in Fig. 2.
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Abstract

In this study the applicability of using machine learning to estimate climate variables is inves-
tigated. Machine-learning models are applied to decompose atmospheric latent heat transport
into contributions by waves. Classically the length-scale decomposition of atmospheric latent
heat transport is a data and computer-intensive process. Here a machine-learning model ensem-
ble is used to estimate the latent heat transport, which is a computationally extremely efficient
approach compared to the classical methods. The machine-learning models are trained on ERA5
data, and evaluated both on ERA5 data and output from the climate model EC-Earth. Both
the daily variability and the mean of the length-scale-decomposed energy transport are well cap-
tured by the machine-learning ensemble. Additionally, the machine-learning ensemble is capable
of capturing trends in the energy transport in future forcing scenarios. Once trained, the data
requirement for the machine-learning model is small compared to the classical method. Hence,
machine-learning-based estimates may be used to compute the length-scale decomposition of en-
ergy transport from data sets where variables necessary for the classical computation are lacking,
such as from model output included in the CMIP archives.

Introduction

Atmospheric motions transport energy poleward from the warm, moist, and insolation-rich trop-
ics. The energy is transported by atmospheric circulation systems on several length and time
scales (Trenberth and Caron, 2001, Graversen and Burtu, 2016, Heiskanen et al., 2020). Energy
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transport by planetary and synoptic-scale systems affects Arctic climate differently; planetary-
scale waves impact Arctic temperatures considerably more than waves on the synoptic scales
(Baggett and Lee, 2015, Graversen and Burtu, 2016, Heiskanen et al., 2020, Rydsaa et al., 2021).
There are multiple ways to decompose the meridional energy transport based on scales. Both
the Fourier-based approach by Graversen and Burtu (2016) and the wavelet-based approach by
Heiskanen et al. (2020) are heavily data intensive. For high accuracy, computing the decomposed
energy transport following either Graversen and Burtu (2016) or Heiskanen et al. (2020) demands
data on a 6-hourly temporal resolution and all vertical layers in the atmosphere. This requires
large computing and storage facilities, and the required data are normally available only from
the reanalysis archives. In order to circumvent these computer and data challenges, applying
data-driven machine learning approaches appears as an attractive pathway forward.

The dry-static energy transport in a warmer climate is projected to decrease due to a smaller
temperature gradient between low latitudes and the poles (Hwang et al., 2011, Koenigk et al.,
2013). However, the meridional latent heat transport is projected to increase in a warmer climate
due to enhanced moisture content in the atmosphere. Previous studies indicate a shift from syn-
optic to planetary scales of the latent heat transport in the mid-latitudes, especially for extreme
transport events (Rydsaa et al., 2021), and that the planetary latent-heat transport increase in
future projections (Graversen and Burtu, 2016). These future projections of energy transport by
scales are based on a climate model run with the EC-Earth model (Graversen and Burtu, 2016).
Recently a new ensemble of future projections with that model has become available. Based on
that ensemble, the energy transport decomposed into wave contributions has been computed.
However, the climate models vary in their responses and changes of the atmospheric circulation
due to given future forcing scenarios (Shepherd, 2014). Hence it is important to assess the dif-
ferences and similarities between the models when it comes to meridional energy transport as
this quantity affects the climate response, especially regional responses.

Here we explore an alternative approach to achieve the length-scale decomposition of meridional
energy transport using deep learning. The idea is that using a deep-learning model as a function
approximator, we may extract enough information from the state of the atmosphere on a single
layer to estimate the meridional energy transport separated into wave contributions. Thus the
goal is to make a deep-learning model that requires considerably less data compared to the exact
computations. The coupled model inter comparison project (CMIP) archives are a large collection
of climate model experiments. CMIP5 (Taylor et al., 2012) provides experiments used in the
IPCC AR5 report on climate changes, whilst the most recent archive CMIP6 (Eyring et al., 2016)
inculdes models used for the AR6 report. These archives consist of standardized climate-model
experiments, for a great number of models. Since the atmospheric state on a single pressure
level and daily temporal resolution is in many cases archived in the CMIP5 and CMIP6 model
archives, we may use the machine-learning approach to estimate the decomposed meridional
energy transport from previously executed climate-model experiments. Accomplishing this yields
a useful tool to examine future circulation changes and their effect on for instance Arctic climate.

Machine learning is widely used in technological applications, from object identification to natural
language processing. Although the first artificial neural networks were developed decades ago,
the applicability of machine learning has been revolutionized with the increase in computational
power. For example, deep-learning models are successful at modelling high dimensional data in
computer vision, natural language processing, autonomous cars, and so forth. Artificial neural
networks are considered general function approximators; this implies that neural networks may
be used to approximate any function mapping a dataset to a desired output (Ferrari and Stengel,
2005, Jordan and Mitchell, 2015). In climate sciences large quantities of data are stored in model
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and reanalysis archives. Previous studies, e.g. Scher and Messori (2019), Weyn et al. (2019, 2021)
and Rasp and Thuerey (2021), have shown the feasibility of deep learning in data-driven medium-
range weather forecasts. Here we suggest machine learning techniques, which may be applied
in order to derive important climate variables from climate-model experiments, that otherwise
would require output and storage of a comprehensive amount of data.

Machine-learning models learn physical relations from data. These relations are not explic-
itly determined when designing the machine-learning model. Hence, such a model may learn
previously undiscovered relationships between climate variables, or at least useful approxima-
tions of actual physical relations. The training process of a machine learning model requires a
large amount of data (Jordan and Mitchell, 2015). However, when training is complete and the
machine-learning model is used for estimation or prediction, the model requires only a limited
data amounts. These models may thus be able to approximate physical quantities using far less
data than exact, conventional computations.

The conventional methods for separating the transport into contributions by large-scale (plan-
etary) and small scale (synoptic) systems were developed in earlier studies, e.g. Graversen and
Burtu (2016) and Heiskanen et al. (2020). These methods require information about the atmo-
spheric state throughout the vertical and horizontal extent of the atmosphere at high temporal
resolution, preferably being 6-hourly. Typically the required data are only available from reanal-
ysis data sets or during online runs of climate models. Thus, the decomposition’s are mostly
applicable to reanalysis data sets and climate model experiments where the computations are
planned and implemented in the model code at before hand. Although applicable to reanaly-
sis and model data, the computation of the decomposition is time consuming due to the large
amount of data required. The classical computations are thus usually inconvenient based on
reanalysis data, but often impossible based on data from model archives.

Hence, here we suggest to apply a deep-learning model to compute the energy transport separated
into waves based on the future projections available in the CMIP archives. The estimation of
the transport by waves in the archived model runs opens for new possibilities for validation of
previous hypotheses, performing comparisons of the climate models with regards circulation to
changes, and estimating the range of uncertainty in future changes of the meridional energy
transport by waves.

Methods and data

Using ERA5 (Hersbach et al., 2020) and the recently computed EC-earth ensembles as training
and validation data we tune an artificial neural network to perform the desired decomposition of
the latent heat transport into contributions by waves on several length scales. The meridional
latent heat transport is defined as

vQ (ϕ) =

∮ ∫ ps

0

vLq
dp

g
dx, (1)

where v is meridional wind, L latent heat of condensation, q specific humidity, p atmospheric
pressure, and g is the graviational acceleration. The meridional latent heat transport (Eq. 1)
is decomposed into contributions by different length scales following the approach of Graversen
and Burtu (2016)
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where the avn,i and bvn,i are Fourier coefficients of the massflux, aqn,i and bqn,i Fourier coefficients
of the latent heat, d = 2πa cos (ϕ) the circumference at latitude ϕ, n the wavenumber of the
Fourier coefficients, and i denotes the discretized vertical level of a total of N levels. The
transport expressed in Eq. 2 provides the complete latent heat transport. The transport is fully
decomposed by splitting the wavenumber sum into length-scale-based components. Following
Heiskanen et al. (2020) the transport (Eq. 2) is decomposed into meridional transport (n = 0),
planetary-scale transport (n = 1-3), and synoptic transport (n ≥ 4). The separation between
planetary and synoptic-scale applied here is different from that in Graversen and Burtu (2016),
where the separation was between wavenumbers n = 5 and n = 6. Heiskanen et al. (2020) argues
that the separation between wavenumbers n = 3 and n = 4 is more appropriate than that in
Graversen and Burtu (2016).

The latent energy transport is computed from the ERA5 reanalysis data on a 0.25x0.25◦ hori-
zontal and 6 hourly temporal resolution, for the time period 1979-2018. The reanalysis data do
not conserve mass; hence to obtain a realistic mass flux associated with the energy transport,
a barotropic wind correction is applied (Trenberth, 1991, Graversen, 2006). In the vertical di-
rection, the ERA5 reanalysis includes 137 layers, over which the transport is integrated in order
to achieve the total meridional energy transport in the atmosphere (Graversen and Burtu, 2016,
Hersbach et al., 2020).

Additionally we use data from an ensemble of five climate-model runs performed for the time
period 1950-2100. For this we use the global, coupled climate model EC-Earth (Hazeleger et al.,
2010, 2012), which includes the following components: atmosphere, ECMWF’s Integrated Fore-
cast System (IFS), resolution T159L62; ocean, NEMO V2, resolution 1 deg.; sea ice, LIM2,
resolution 1 deg; with all of these components coupled through the OASIS3 coupler. General
characteristics of EC-Earth in terms of a more detailed description of its components, as well as
its performance and global climate sensitivity are given by Hazeleger et al. (2010) and Hazeleger
et al. (2012). The performance of EC-Earth of the present-day climate is good, even though
parts of the sub Arctic show too high winter temperatures, especially in the continental regions
of Siberia and Canada. The energy transport and its length-scale decomposition is computed
following (Graversen and Burtu, 2016).

As input to the machine-learning model we need a set of atmospheric fields. These are extracted
from the repositories of ERA5 and the EC-Earth model runs. Multiple fields appear relevant
to use as inputs to the model. However, we try to limit the amount of input to as few fields
as are necessary. The fields used as input for the deep-learning model are specific humidity
and geopotential height at 850 hPa. The specific humidity is the actual quantity which is
transported, and the geopotential height determines the flow structure of the atmosphere, and
provides information of the temperature. The 850 hPa level is chosen as it is usually sufficiently
close to the ground, where most of the latent heat is transported. The model is trained using
input fields on a daily resolution for the region north of 30◦N. The spatial region is selected due
to limited data availability from the EC-Earth runs on a daily resolution.

Regressions of temperature on length-scale-decomposed latent heat transport is computed from
daily anomalies with respect to a monthly climatology computed for the period 1979-2018. The
monthly climatology is computed both for the energy transports and temperatures. The daily
values are then smoothed using a seven-day running-mean filter before computing the regressions.

To limit the arbitrariness of choices the network structure is based on well-established and care-
fully investigated designs. The chosen deep-learning model is a deep convolutional neural network
following the resnet18 structure (He et al., 2016). The structure is based on residual blocks which
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consist of two convolution blocks, and a skip connection of the input to the residual block to the
output

yi = f(xi) + xi, (3)

where yi is the output of the residual block, f(xi) the output of the convolutions, xi the original
input, and i is a block index. The resnet18 design is based on eighteen residual blocks (Eq. 3).

Similar architectures are used for data-driven weather forecasting (Rasp and Thuerey, 2021,
Weyn et al., 2021). The resnet18 model is trained from randomly initialized weights. The
objective of training is to minimize a cost function. The cost function quantifies the difference
between the output of the machine learning model and the target value. The difference between
the model output and the actual value is called loss. The main goal of the training phase is to
find the global minima of the cost function, which produces the smallest possible loss. However,
this is not always where the training process leads. Hence we train multiple machine learning
models, as in e.g. Weyn et al. (2021), from the same training data, and use a multi-model
mean as the estimated energy transport. The multi-model ensemble consists of a total of seven
resnet18 models, which is an arbitrarily chosen number yet large enough to explore the range
of uncertainty. The approach of training multiple resnet18s on the data yields the possibility to
estimate uncertainty in the estimated energy transport decomposition.

The resnet18 models are trained on normalized ERA5 data. The training data are split tempo-
rally into validation, training and test datasets. The training and validation datasets are selected
by randomly splitting the data in the time period 1984-2013. The data are split such that 75%
of the data is in the training set and the remaining 25% in the validation set. Time periods
1979-1983 and 2014-2018 are used as the test periods. The test data are split temporarily from
the training and validation sets to minimize the effect of temporal auto correlations between the
testing and training data. A random split would lead to data leakage from the training set into
the test set, since the timeseries for the atmospheric variables have an autocorrelation greater
than one day. By splitting at a specific year there will still be some data leakage at the start of
the first year of the test dataset. However, it will mostly be limited to the first few days of the
years closest to the splits between the training and test datasets. The test dataset is chosen as
the first and last five years of the considered time period. Additionally, to test the ERA5 trained
model, the EC-Earth dataset is used for further testing.

Seven resnet18 models are trained for 60 epochs each. One epoch corresponds to running through
all the training data once. Each of the models are trained with the same training data. The
models are trained using a stochastic gradient descent algorithm (Amari, 1993) with a root-
mean-squared error loss function. The stochastic gradient descent is performed with a learning
rate of lr = 0.9 and a momentum of m = 0.9, and a batch size of 40 data points per mini-
batch. The learning rate determines how strongly each mini-batch is affecting the weights of the
network; essentially how fast the weights are moved towards the minima of the cost function.
The momentum determines how strongly gradients computed in previous passes of the data are
affecting the training at the current pass. The loss of the validation dataset converges after
approximately 60 epochs to a value of ∼ 0.16 (Fig. 1). Since the loss of the validation data does
not decrease significantly after this point the training process is stopped at 60 epochs to prevent
an overfitting of the model to the training data.
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Figure 1: Validation loss of one of the resnet18 models trained to decompose the latent
heat transport into length scales.

Results

After training, the model ensemble is now tested on a test period of the ERA5 data, where the
resnet18 ensemble is compared to the classical computations. All components of the meridional
latent heat transport of the resnet18 ensemble mean coincide well with the traditionally computed
energy transport (Fig. 2). However, the trend between the first five and last five years of the
test data at low latitudes is not captured as well as elsewhere by the resnet18 ensemble (Fig. 2c).
At high latitudes the trends are captured well, which is apparent as the observed trend stays
within the ensemble spread. A possible explanation for the reduced performance at low latitudes
is that the latent heat transport across a latitude circle is dependent on the weather at adjacent
latitudes. Hence, when estimating the transport using the resnet18 ensemble that is trained only
on data north of 30◦ the model ensemble is poorer in the vicinity of low latitudes boundary
than at high latitudes. It is important to note that the trend of the latent heat transport within
the ERA5 period is small and not statistically significant (Rydsaa et al., 2021). However, it is
interesting that although the trends are not large enough for being statistically significant, the
resnet18 ensemble is capable of capturing small changes of the latent heat transport.

In the EC-Earth ensemble we have both the required input fields for the ERA5-trained resnet18
models, and an exact computation of the length-scale decomposed latent heat transport. Hence,
we may evaluate the performance of the resnet18 models directly against the actual values of
the length-scale-decomposed latent heat transport (Fig. 3). Although some minor differences are
apparent, the computed latent heat transport is mostly within the ensemble spread of the resnet18
ensemble. The resnet18 model ensemble has some performance problems at low latitudes, which,
as mentioned above, may be explained by the lack of input data at latitudes south of 30◦N. Note
that the test of the resnet18 ensemble is done outside the training period of 1983-2014. The first
ten years in Fig. 3 is 1950-1959 of the simulation, whilst the last ten years are 2091-2100. Both of
these periods correspond to different climate states than that in the training period. Capturing
of trends and transport in different climate states constitute an important test for the resnet18
ensemble. From the training we can expect the ensemble to represent the latent heat transport
well in today’s climate. However, for the usefulness of the machine-learning model ensemble, it
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Figure 2: Validation of ERA5-trained resnet18 model ensemble on the first and last five
years of ERA5 data. Panel (a) and (b) show the first five years, 1979-1983, and the last
five years, 2014-2018, respectively, of the validation data, whereas panel (c) displays the
difference between the later and the former period. The shadings show two times the
standard deviation of the seven individually trained models. The classically computed
are vQm: zonally symmetric, vQp: planetary, vQs: synoptic, and vQ: total latent energy
transport. The hatted variables, v̂Qm, v̂Qs, v̂Qp, and v̂Q are equivalent but computed
using the resnet18 ensemble.

should be capable of estimating the length-scale decomposition in other climate states as well.
The change of the latent heat transport from the 1950s to 2090s is well captured by the resnet18
ensemble (Fig. 3 panel (c)).

It is important that the resnet18 ensemble estimates the mean meridional transports correctly
as is verified by Fig. 2 and 3. However, to understand the effects of the transport on climate
variables, an accurate estimate of the day-to-day variability of the transport components is
needed. We test whether the daily variability of the resnet18 ensemble is realistic by calculat-
ing daily regressions of the zonal-mean two-meter temperature on the length-scale-decomposed
latent heat transport. To assert the cause and effect relation between the latent heat transport
and temperatures we use time lagged regressions of the temperature field on the components of
the latent energy transport across 70◦N. The regressions are computed for lags between -20 and
20 days. Negative time lags indicate regressions of temperatures before the transport anomaly
across 70◦N, and positive time lags indicate temperatures after. By comparing the regressions
from the traditional computations of the length-scale decomposition (Fig. 4 (a) and (c)) with
the regressions computed from the resnet18 ensemble latent heat transport (Fig. 4 (b) and
(d)), it is evident that the main patterns of the time-lagged regressions are well captured. For
planetary-scale transport, the maximum effect on temperature in the Arctic by both the clas-
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Figure 3: As in Fig. 2 but for test data from EC-Earth and for the first and last ten
years of data, 1950-1959 and 2091-2100, respectively.

sically computed and resnet18-derived latent heat transport occurs five days after a transport
anomaly across 70◦N. For the synoptic-scale transport, the increased temperature gradient asso-
ciated with baroclinic instability is present in both types of transport estimations. This physical
linkage between synoptic scale transport and Arctic temperatures is discussed in further detail
in Graversen and Burtu (2016). However, for both the synoptic and planetary-scale regressions,
the coefficients computed from the resnet18 ensemble are somewhat more extreme than from the
exact computations.

Discussion & Conclusion

Based on a comparison with classical and rather precise calculation of the components of the
meridional latent energy transport (Fig. 2 and 3), and aspects of its daily variability (Fig. 4),
it is evident that the resnet18 ensemble is a valid approach for estimation of the length-scale-
decomposed meridional latent energy transport. The resnet18 method is computationally very
efficient, especially compared the exact calculations based on reanalysis or model data. The
difference in time efficiency lies mostly in the amount of data required for the two methods. The
resnet18 ensemble requires a small fraction of the data that are needed for the complete com-
putations of the energy transport decomposition. However, the resnet18 method approximates
the energy transport whilst the classical computations yield almost exact estimates. Given that
the approximation of the energy transport computed using the machine-learning approach is
performing well, the reduced computating time relative to the classical computations opens for
a range of possibilities. With the fast computations and small storage requirements, ensemble
studies of the decomposed atmospheric energy transport are more feasible using the resnet18
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Figure 4: Regressions of temperature daily anomalies on anomalies of latent heat trans-
port across 70◦N based on EC-Earth. Panels (a) and (c) show the regressions based on
the traditionally computed transport decomposition, where panel (a) shows planetary
and panel (c) synoptic-scale regressions. Panels (b) and (d) show the equivalents, but
for the transport computed using the resnet18 ensemble.

approach than the classical computations.

Earlier studies, e.g. Graversen and Burtu (2016) and Rydsaa et al. (2021), have investigated
the changes in the decomposed energy transport in a changing climate using the classical com-
putations. However, these studies are limited to reanalysis data and climate model experiments
specifically designed for investigations of the energy transport changes. With the resnet18 ap-
proach, changes in the decomposed energy transport may be computed from previous experi-
ments, which were not designed specifically for investigations of the energy transport. Hence,
comparisons of the decomposed energy transport between models and different forcing experi-
ments become feasible. This opens for instance for future studies of the energy transport changes
for the models and experiments in the CMIP archives.

The network architecture in this study is just one of almost infinitely many possibilities. By
no means do we claim that this model is the best of all the possible architectures. To achieve
even better performance, the hyper-parameters of the model could be adjusted even more. In
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addition, the model ensemble applied in this study only uses two atmospheric fields as input.
Changing or adding atmospheric variables could also alter the performance of the model. Yet,
the goal of this study was to investigate the feasibility of a machine-learning approach to estimate
the energy transport decomposition. Based on the results of the study this is evidently possible
and the results are surprisingly accurate given they are provided based on a small amount of
data. The fact that the model trained on ERA5 is still able to accurately capture the energy
transport in EC-Earth is promising for applications of the resnet18 on the CMIP archives.

It is promising that the resnet18 ensemble is capable of representing the energy transport in
different climates than in which it was trained. Essentially machine-learning approaches like
the resnet18 can potentially revolutionize the way we extract important climate variables from
climate-model and reanalysis datasets. Although the resnet18 approach is not as accurate as the
classical method, the calculation speed-up is immense. Hence the resnet18 approach is a useful
tool, if one believes that the change in the decomposed atmospheric is important for an observed
phenomenon we may compute the energy transport without the long computation times that the
classical approach requires.
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