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Abstract

The boundary region of magnetically confined plasmas is well known to have inherently fluctuating
parameters. Advances in experimental measurements and numerical computations have revealed
that the fluctuation-driven transport of particles and heat across the magnetic field lines is mainly
dominated by the radial motion of blob-like filament structures. These structures, which are
localized in the drift plane perpendicular to the magnetic field and elongated along the field lines,
can deposit intermittent loads on the first wall of the fusion reactor leading to destructive plasma-
wall interactions. As such, an accurate description of all the statistical properties of the intermittent
fluctuations is necessary for both understanding and predicting its causes and effects on the reactor
and walls.

Recently, a stochastic model for intermittent fluctuations has been constructed based on a
super-position of uncorrelated pulses moving in the radial direction with a random distribution of
amplitudes, sizes and velocities. Numerical simulations of this model are utilized to investigate
the implication of distribution and correlation between pulse sizes, velocities and amplitudes. The
statistical analysis presented in this thesis includes lower-order statistical moments, probability
density functions, auto-correlation functions and power spectral densities.

The results explain the mechanisms behind broad and flat time-average radial profiles of particle
density in the scrape-off layer, the increase of the relative fluctuation amplitude as well as skewness
and flatness in the far scrape-off layer. This proves valuable for describing intermittent fluctuations
in the boundary region of magnetized plasmas.
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1 INTRODUCTION

1 Introduction

For more than a half-century, there has been an attempt by the scientific community to develop
controlled thermonuclear fusion as an unlimited and sustainable source of energy without emission
of greenhouse gases or production of long-lived radioactive waste. The tokamak configuration
maintained the most promising concept of magnetic confinement of the hot plasma. In its most
primitive form, tokamak confinement relies upon the simultaneous action of three magnetic field
components: a toroidal magnetic field created by external coils, a poloidal magnetic field created
by a toroidal plasma current inductively driven by poloidal field coils, and a vertical magnetic field
which is used to maintain confinement.

Many phenomena that determine the behavior of plasma in a tokamak critically depend on
edge effects. Therefore, an understanding of the processes occurring in the boundary region of a
magnetically confined plasma is necessary to create an efficient fusion power reactor.

In the vicinity of the first wall, the plasma is divided by the last closed magnetic flux surface
(separatrix) into two fundamentally different regions. Inside the separatrix, the magnetic surfaces
are closed upon themselves. Particles are held on them and move across the magnetic field lines
due to collisions and anomalous transport from turbulence. In the outer region, scrape-off layer
(SOL), the magnetic field lines intersect material surfaces: limiters or divertor plates. In a divertor
tokamak, the main load is carried by the divertor plates to remove escaping particles and energy
from the system. Despite divertor configuration, research has shown that there is substantial trans-
port of heat and particles across the magnetic field lines, determining the high level of interaction
between the plasma and the material surfaces.

1.1 Cross-field transport in the scrape-off layer

Confinement in tokamaks is limited by cross-field transport and ”traditionally” make its appearance
as particle diffusion. The basic mechanism involved in classical transport is binary collisions causing
the particle guiding centers to jump from one orbit to another neighboring orbit. The transport
coefficients for a fully ionized plasma in a magnetic field were given in the review by Braginskii
[1]. He suggested that electrons diffuse due to a random walk with electron gyroradius ρe as the
”step length” and calculated the coefficient as the ratio of the squared thermal gyroradius to the
elecron–ion collision time,

Dclass = ρ2eνei. (1.1)

However, for the tokamak configurations, the particle and energy fluxes turned out to be con-
siderably higher than the classical theory predicted. Therefore, Galeev and Sagdeev proposed a
”neoclassical” theory [2], which takes into account the shift of the banana orbits associated with the
complication of the magnetic field configuration and leading to an increase in transport coefficients,

Dneo ∼ νeiρ
2
e q

2 ∼ Dclassq
2, (1.2)

where q is a safety factor, which describes the pitch of the magnetic field lines. However, calculations
from the neoclassical transport theory have shown that the results of this model give higher electron
temperature, Te, and energy confinement time, τe, than those observed experimentally [3]. This
evidence indicates the existence of additional transport mechanisms that are not taken into account
by neoclassical theory and is usually refereed to anomalous.

Presently, the work on cross-field transport in the SOL has attempted to characterize it in terms
of an effective diffusivity, Deff [4]. The most common approach to predict impact of anomalous
transport is based on mixing length estimates [5]. The anomalous transport coefficient, Deff, is
given by the expression

Deff =
γ

k2⊥
, (1.3)

where γ and k⊥ are the growth rate and cross-field wave number of the linear instability underlying
the turbulence, respectively. By considering the condition for the boundary region [6], the cross-
field particle flux in the SOL can be expressed by Fick’s law,

Γ⊥ = −Deff
∂n

∂x
(1.4)

With this simplified SOL description, the radial density variation/profile can be characterized.
Further, if one assumes that an effective diffusion coefficients is approximately radially constant,
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1 INTRODUCTION

then one expects the density profile to be

n(x) = n0 exp

(
− x

Ln

)
, (1.5)

with decay length Ln = (DeffL∥/Cs)
1/2, where L∥/Cs is a constant rate describe parallel losses of

particles along field lines.
However, it was found that the behavior of transport is radically different than the constant

particle diffusion coefficient that is often assumed. In fact experiments have shown that, Deff

increases rapidly with distance from the separatrix [7]. The SOL fluctuations ”change” transport
from relatively slow diffusive to very fast convective. Moreover, a broad set of experimental data
and simulation results supporting the idea that the coherent structures with excess energy and
particle density, referred to as filaments, are responsible for the anomalous cross-field transport. As
a consequence, the theoretical limitation of the diffusion approach invalidates its predictive ability
towards future fusion reactors. A different approach is needed to understand SOL turbulence and
describe the role of fluctuations on the plasma parameters. In order to address such an approach,
it is necessary to review the current understanding of fluctuations in the SOL.

1.2 SOL profiles and intermittent fluctuations

The plasma in the SOL is typically very turbulent due to the presence of nearly flat profiles and a
variety of instabilities. A comparative study of turbulence fundamental properties at the boundary
shows the universality of their basic statistical characteristics [7, 8, 9]. These works present an
analysis of probe measurements from the outboard mid-plane region of discharges with varying
line-averaged particle density, ne. ne is an experimental control parameter, since the high plasma
density is advantageous for the fusion process. However, each machine has its own empirical
discharge density limit, nG ≡ Ip/(πa

2), which is expressed by the ratio of plasma current, Ip, to
minor radius, a and when operating near its density limit often terminate with disruptions [10].
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Figure 1: Radial profile of (left panel) the average particle density normalized to the separatrix value and
(right panel) the relative fluctuation level on TCV. Image courtesy of O. E. Garcia.

Measurements on the TCV tokamak of average profiles and relative particle density fluctuation
levels as a function of minor radius in the SOL are shown in figure 1. For low ne/nG, the mid-
plane profile close to the separatrix is characterized by a strong gradient region with a moderate
fluctuations level, the so-called near SOL, which extends roughly one e-folding length into the
SOL. Here the decay length is observed to be approximately 5 mm. Close to the first wall, the
profile has a much longer decay length ∼ 3 cm, the far SOL region with shallow gradients and large
fluctuation levels [7]. The amplitude and character of fluctuations is markedly different across the
SOL. Universally across machines as the density is raised, the profile tends to flatten and develop
a ”shoulder” at a certain distance from the separatrix. This nature of the profiles, which is called
flattening in the literature, led to the distinction between the near and the far SOL. Increasing line
average density strongly affects the radial variation of the decay length by factor of two in both
the near and far SOL regions [7, 11]. Close to discharge density limit, the density shoulder moves
to the separatrix which results in significant fluctuation levels and weak gradients dominating the
entire SOL region (broadening) [12]. This leads to stronger plasma interactions with the main
chamber walls.
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1 INTRODUCTION

1.3 Radial filament motion and scaling

A large body of theoretical modelling and numerical simulations suggests that an interchange
motion due to the non-uniform magnetic field is the plausible mechanism underlying the radial fil-
ament motion. The basic mechanism by which filaments move radially outwards was first proposed
by Krasheninnikov [13]. Assuming that filaments are generated in the SOL by turbulent processes
around the separatrix, he suggested that gradient and curvature drifts lead to a polarisation of
charge and thus the formation of an electric field within a filament. Through E ×B motion, the
filament acquires a radial velocity VE by which it is advected radially outwards towards the first
wall (see figure 2).

.

.

+ + +

− − −

E VE

κ+∇ lnB B

Figure 2: Sketch of a patch of excess pressure compared to background (plasma blob) showing the charge
polarization mechanism responsible for the radial transport. Here κ = (b · ∇)b is the magnetic filed
curvature vector, where b denote a unit vector in the direction of magnetic field and ∇ lnB is the gradient
vector arise from non-uniformity of magnetic field. Image courtesy of O. E. Garcia.

Figure 3 shows the propagation of a single filament from the core plasma and its radial motion
in the SOL in the NSTX device. The filament is visualized in the plane perpendicular to the field
lines. Due to their appearance in the two-dimensional plane, filaments are often referred to as
blobs in this context. Blob seen in figure 3 propagating radially outwards with steep front and
trailing wake. This is in an agreement with the numerical simulations of the interchange model,
which shows that the blob structure develops a steep front and a trailing wake and its amplitude
decay with time as the blob propagate radially outwards [14, 15].

Figure 3: Blob-like structure moving through the SOL in NSTX. Structure is localized in the plane
perpendicular to magnetic field. The solid line is the separatrix and the dotted line is the limiter shadow.
Figure taken from [16].

A simple model describing the dynamics of these plasma blobs consists of a vorticity equation
and a particle density continuity equation derived from the laws of conservation of charge and
particle density, respectively [17]. From the theoretical point of view, this model is able to predict
the radial velocity scaling with the blob cross-field size, depending on what closure is dominant
for the parallel dynamics. In the regime, often referred as ideal, when high plasma collisionality
impending parallel electron motion to the divertor region, the radial velocity scales as the square
root of blob size v ∼ ℓ1/2 [14, 18]. If the blob is subject to dissipation by electric currents to the
sheaths, the radial velocity scales inversely with the square of blob size v ∼ ℓ−2. This is commonly
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1 INTRODUCTION

referred to as the sheath dissipative regime [13]. These analutical scaling predictions have been
confirmed by 2D numerical simulations [19]. However, this empirical scalings of blob size versus
blob radial speed has shown a fairly wide range scatter among different devices [20]. Recently more
general scaling estimates shows that the maximal radial blob velocity depends as a power law on
the its amplitude relative to background v ∼ (∆n/N)α, with two prompt scalings α = {0.5, 1}
[14, 21, 22, 23, 24, 25, 19]. There are several other important aspects of blob dynamics, such as
finite ion temperature effects, blobs interaction with neutral particles, effects of parallel electron
dynamics such as resistive drift waves and blob spinning. These aspects are beyond the scope of
this thesis and comprehensive reviews can be found in [17, 20].

1.4 Single-point measurement analysis as support for stochastic mod-
elling

This section begins with a motivation of the stochastic model based on the properties of filament
motion in the SOL as recorded by single-point measurements. Single-point measurements in the
SOL are characterized by frequent large amplitude events. The Gas Puff Imaging (GPI) mea-
surements in the Alcator C-Mod device (figure 4) illustrate such behaviour. At the separatrix
(R = 89.54 cm) there are small-amplitude and symmetric fluctuations, while there are intermit-
tent and large-amplitude bursts in the far SOL (R = 91.08 cm). Standard analyses of single-point
time series include estimates of statistical moments, as the mean, variance, skewness and kurtosis,
frequency spectrum, probability distribution functions and auto-correlation functions to describe
the character of fluctuations in a turbulent field. Some of these methods require exceptionally long
time series since they can be sensitive to infrequent events. The PDFs are found to be unimodal
as well as positively skewed and flattened, and to have an exponential tail towards positive values
[7, 26, 27].
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Figure 4: Single point data time series recorded at different radial distances on Alcator C-Mod. Figure
taken from [28].

Large-amplitude fluctuations in single-point measurement in the SOL are observed to have the
following properties:

• Conditional average shape of large-amplitude fluctuations are sharply peaked with a faster
rise than decay, well described by a two-sided exponential function [7, 29, 27, 30, 31].

• The peak amplitudes of the conditional events are exponentially distributed [29, 32, 33, 34].

• The waiting times between the maxima of subsequent conditional events are exponentially
distributed [32, 33, 34].

• The event duration is independent of the burst amplitude and the plasma parameters [7, 28,
29, 34, 35].

In the stochastic model to be described in the following section, these quantities pertain to filaments
arriving at the probe view position as for an isolated events [26]. The conditionally averaged shape
and amplitude distribution describe the shape and amplitude of the filaments. The waiting time
distribution and duration times represents how filaments are separated in time and space.
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2 STOCHASTIC MODELLING

2 Stochastic Modelling

This section begins with highlighting previous work on stochastic modelling of the fluctuations in
the SOL based on a super-position of uncorrelated pulses. This is will be followed by presenting a
stochastic model describing a super-position of one-sided exponential pulses moving in the radial
direction with a random distribution of and correlation between amplitudes, sizes and velocities.
The properties and predictions will be derived and discussed (some aspects closely follows [36]).

2.1 The filtered Poisson process

A process formed by super-posing independent random events is commonly called a shot noise
process or a filtered Poisson process (FPP) [37, 38]. Each such event labelled k appears in a pulse
function φ(θ) arriving at time tk and is characterized by an amplitude Ak and duration time τk.
A shot noise process consists of K identical events on a time interval of duration T . The resulting
super-position of pulses is given by

ΦK(t) =

K(T )∑

k=1

Ak φ

(
t− tk
τk

)
. (2.1)

For the process defined by equation (2.1) the distribution of all random variables must be spec-
ified. For uncorrelated events, the arrival times tk are assumed to be uniformly distributed and
independent of all other pulse parameters, namely,

Pt(tk) =
1

T
for tk ∈ [0, T ]. (2.2)

Moreover, the number of events K in a fixed time interval T is given by the Poisson distribution

PK(K|T ) = 1

K!

(
T

τw

)K

exp

(
− T

τw

)
, (2.3)

where 1/τw is the average rate of pulse arrivals. From this it follows that the waiting times between
two consecutive events are exponentially distributed. The average number of events in a realization
of duration T is

⟨K⟩ =
∞∑

K=0

KPK(K|T ) = T

τw
, (2.4)

where here and in the following, angular brackets denote an average over all random variables. This
justifies referring to the model as a Poisson process. For a general distribution of pulse duration
times Pτ , their average is given by

τd =

∫ ∞

0

dτ τPτ (τ). (2.5)

The ratio of the average pulse duration time to the average pulse waiting time is referred to as the
intermittency parameter

γ =
τd
τw

. (2.6)

This determines the degree of pulse overlap and the intermittency of the process. In the regime
γ ≪ 1, individual pulses appear isolated, whereas γ ≫ 1 describes the case of significant pulse
overlap. Thus, γ serve as an indication of the intermittency of the process.

The pulse function φ(θ), where θ is a dimensionless variable, is assumed to be identical for all
pulses in (2.1) and satisfy normalization constraint

∫ ∞

−∞
dθ |φ(θ)| = 1. (2.7)

In order to calculate the moments of the process, an integral of the n-th power of the pulse function
is defined as

In =

∫ ∞

−∞
dθ [φ(θ)]n. (2.8)
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2 STOCHASTIC MODELLING

The pulse function integral is assumed to converge for all positive integers n. For an exponential
pulse function, this integral gives the well known result

In =
1

n
. (2.9)

In particular, I1 = 1, as should be the case for a non-negative φ(θ). The two lowest order moments
of the FPP process can be calculated in a straight forward manner by averaging over all random
variables. The mean value is given by

⟨ΦK⟩ =
∫ ∞

−∞
dA1 PA(A1)

∫ ∞

0

dτ1 Pτ (τ1)

∫ T

0

dt1
T

. . .

∫ ∞

−∞
dAK PA(AK)

∫ ∞

0

dτK Pτ (τK)

∫ T

0

dtK
T

K(T )∑

k=1

Akφ

(
t− tk
τk

)
(2.10)

Neglecting end effects by taking the integration limits for tk to infinity and make a change of
integration variable defined by θ = (t− tk)/τk and dθ = −dtk/τk, gives the conditional mean

⟨ΦK⟩ = τdI1⟨A⟩K
T
. (2.11)

Averaging over the number of pulses K gives the mean of the stationary FPP

⟨Φ⟩ = τd
τw

I1⟨A⟩. (2.12)

This gives large mean value for significant overlap of pulses, γ ≫ 1. In a similar fashion, the
variance can be calculated by averaging the square of the random variable ΦK . For finite mean
the relative fluctuation level of the stationary process is given by

Φrms

⟨Φ⟩ =

(
τw
τd

)1/2
I
1/2
2

I1

〈
A2
〉1/2

⟨A⟩ , (2.13)

which is large when the pulses appear isolated, γ ≪ 1. More generally, all moments follow from the
characteristic function of the process defined as the Fourier transform of the probability density
function. The cumulants of the process are given by the coefficients in the expansion of the
logarithm of the characteristic function. A closed form expression for the cumulants has been
given in [39],

κn = γIn⟨An⟩. (2.14)

From this, the skewness and flatness moments are readily obtained and are given by

SΦ =
1

γ1/2

I3

I
3/2
2

〈
A3
〉

⟨A2⟩3/2
, FΦ =

1

γ

I4
I22

〈
A4
〉

⟨A2⟩2
. (2.15)

It is evident that skewness and flatness moments increase with decreasing γ and vanish in the limit
γ → ∞. It should be emphasised that here and in the following flatness denotes excess kurtosis.
It is a useful to define excess kurtosis, since it compares the kurtosis of a distribution against the
kurtosis of a normal distribution.

Constant duration and exponentially distributed amplitudes

A particularly interesting case is that of the pulse amplitudes Ak being exponential distributed

PA(A) =
1

⟨A⟩ exp
(
− A

⟨A⟩

)
, A > 0, (2.16)

and the pulse duration times τk are assumed to be constant

Pτ (τ) = δ(τ − τd). (2.17)

Here, ⟨A⟩ and τd = ⟨τk⟩ are the statistical average of the amplitudes and duration times, respec-
tively, and δ denotes the Dirac delta function (see Appendix A). Under these assumptions and also
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2 STOCHASTIC MODELLING

assume exponential function, the mean, the relative fluctuation level, the coefficient of skewness
and flatness are given by

⟨Φ⟩ = ⟨A⟩ τd
τw

,
Φrms

⟨Φ⟩ =

(
τd
τw

)1/2

, (2.18)

SΦ = 2

(
τd
τw

)1/2

, FΦ = 6
τd
τw

. (2.19)

It results that the model parameters of the FPP process are the average pulse amplitude ⟨A⟩, the
pulse duration τd and the average waiting time τw.

When the pulse amplitudes are exponentially distributed, the probability density function for
the FPP process is a Gamma distribution with scale parameter ⟨A⟩ and shape parameter γ

PΦ(Φ) =
1

⟨A⟩Γ(γ)

(
Φ

⟨A⟩

)γ−1

exp

(
− Φ

⟨A⟩

)
, Φ > 0. (2.20)

The auto-correlation function of the normalized process is a two-sided decaying exponential func-
tion with an e-folding time given by the pulse duration

RΦ̃(r) = exp

(
−|τ |
τd

)
, (2.21)

while the power spectral density has a Lorentzian shape

ΩΦ̃ =
2τd

1 + τ2dω
2
. (2.22)

Detailed derivations and discussion of what have been presented here can be found in [39].
The FPP model, however, only describes single-point measurements. Recently, the FPP model

have been generalized to include radial filament motion due to advection of a single pulse [39, 36].
In idealized case when the filament assumed to move with constant size and velocity, the radial scale
length is given by the product of the radial filament velocity and parallel transit time. Equivalent
result were also found in [40, 41], where model is formulate based on a Lagrangian approach
to filament dynamics. While, this result can not explain experimental observations associated
with the flattening and broadening of the profiles and with the radially changing statistics, its
reveals how the variation in a average profile depends on the filament statistics. The results
presented in [36] extend previous work [39] by including predictions for statistical moments and
auto-correlation functions for joint probability distribution between amplitudes, sizes and velocities
and were presented.

2.2 Super-position of filament structures

The thermodynamic variable, Φ, can be described as a super-position of uncorrelated pulses (fila-
ments), ϕk,

ΦK(x, t) =

K∑

k=1

ϕk(x, t) (2.23)

By neglecting interaction between pulse structures, the evolution of each pulse k is in general
governed by advection-dissipation equation

∂ϕk

∂t
+ vk

∂ϕk

∂x
+

ϕk

τq
= 0, (2.24)

where vk is the radial velocity for pulse k and the third term is the parallel drainage due to acoustic
streaming along magnetic field lines. In the SOL, the parallel transient time τq is estimated through
the ratio of the magnetic connection length from the outboard mid-plane to the divertor target,
L∥, to the acoustic speed Cs. The pulse labeled k with amplitude ak is assumed to arrive at the
reference position x = 0 at the reference time tk,

ϕk(x, tk) = ak φ

(
x

ℓk

)
. (2.25)
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2 STOCHASTIC MODELLING

The pulse function consist of an exponential rise and an exponential decay. This particular shape
is common for the conditionally averaged probe data. Thus, the pulse function is taken to be an
asymmetric, two-sided exponential function

φ(θ, λ) =




exp

(
θ

1− λ

)
, θ ⩽ 0

exp
(
− θ

λ

)
, θ > 0,

(2.26)

where θ is a dimensionless space variable and the asymmetry parameter λ is in the range 0 < λ < 1.
For λ < 1/2, the pulse has a faster rise than decay. In the following, setting λ = 0 indicates a
one-sided exponential pulse function

φ(θ) =

{
exp (θ), θ ⩽ 0,

0, θ > 0.
(2.27)

For the exponential pulse function, In = 1/n, and therefore, independent of the asymmetry pa-
rameter λ. It follows that the distribution and moments of Φ are independent of λ.

If the pulse velocities vk are time-independent, the general solution in an infinite domain of the
1D advection equation has the form

ϕk(x, t) = Ak(t) φ

(
x−Xk(t)

ℓk

)
, (2.28)

where φ is the function that specifies by the initial condition and Xk(t) = vk(t − tk) is the pulse
trajectory. This shows that the initial pulse is simply swept along by the velocity vk without
changing its shape.

Equation (2.28) is a solution to the advection-dissipation equation, if the amplitude Ak(t)
satisfy

dAk

dt
= −Ak

τq
. (2.29)

The solution of the amplitude equation can be written as

Ak(t) = ak exp

(
− t− tk

τq

)
, (2.30)

where ak is the pulse amplitude at the reference time tk. The process can be written as

ΦK(x, t) =

K∑

k=1

ak exp

(
− t− tk

τq

)
φ

(
x−Xk(t)

ℓk

)
. (2.31)

This special case can be generalized to pulse velocities Vk(t) which are taken to be a function of
time. Noteworthy is that the velocity field will not enter the model as an input field since it will be
constrained by the amplitude evolution. Applying the method of characteristics for the differential
equation (2.24) leads to the general solution

ϕk(x, t) = ak exp

(
− t− tk

τq

)
φ

(
x

ℓk
− 1

ℓk

∫ t

tk

dt′Vk(t
′)

)
. (2.32)

The details of the derivation can be found in Appendix B. The pulse velocity is assumed to be
given by a function of the instantaneous amplitude Ak(t) and possibly other pulse parameters

Vk(t) = f(Ak(t), vk, ℓk). (2.33)

In the following, the notation is employed in a way that the capital Vk(t) and Ak(t) denote the time
dependence of these quantities, while lowercase vk and ak denote random variables representing the
pulse amplitude and velocity at reference time tk. It is also worth to note that all time dependency
in the velocity is due to the exponential decay of the amplitude.

9



2 STOCHASTIC MODELLING

2.2.1 Process for time-independent pulse velocities at reference position ξ

Consider the process given by equation (2.31) at some reference position ξ

ΦK(ξ, t) =

K∑

k=1

ak exp

(
− t− tk

τq

)
φ

(
ξ − xk − vkt

ℓk

)
. (2.34)

Let us then introduce the reference time tξ,k by

tξ,k =
(ξ − xk)

vk
. (2.35)

Then, the contribution of the filament at the reference position ξ is

ϕk(ξ, t) = ak exp

(
− ξ

vkτq

)
exp

(
− t− tξ,k

τq

)
φ

(
− t− tξ,k

ℓk/vk

)
(2.36)

Essentially, the process is translated from the spatial domain to the temporal domain. The pulse
function in the radial direction is translated (flipped) to the temporal domain, as its get recorded
at position ξ.

Consider an one-side exponential pulse function given by equation (2.27). The linear damping
term can be included in the pulse function and the pulse at x = ξ can be written as

ϕk(ξ, t) = aξ,kφ

(
− t− tξ,k

τk

)
(2.37)

where the pulse amplitude and duration time are

aξ,k = ak exp

(
− ξ

vkτq

)
, (2.38)

τk =
τqℓk

vkτq + ℓk
. (2.39)

At the radial position ξ = 0 the process can be written as

ΦK(ξ = 0, t) =

K(T )∑

k=1

akφ

(
− t− tk

τk

)
. (2.40)

This is just the filtered Poisson process which was addressed in previous section. At any radial
position ξ ̸= 0 the process is given by

ΦK(ξ, t) =

K(T )∑

k=1

aξ,kφ

(
− t− tξ,k

τk

)
. (2.41)

In the stationary limit T → ∞, the arrival times tξ,k are uniformly distributed and equation (2.41)
is a filtered Poisson process where the pulse amplitudes are modified by a factor exp(−ξ/(vkτq)).
Clearly, when the pulse velocities are randomly distributed, the amplitude distribution will be
different from one specified at the reference position ξ = 0.

2.3 Statistical analysis

In this subsection, the derivations of the lowest order statistical moments, the characteristic func-
tion, probability density function, correlation functions and power spectral densities for a sum of
uncorrelated pulses will be presented for the case of time-independent pulse velocities.

Average radial profile

The first lowest order moment of the stochastic process defined by Eq. (2.31) can be calculated by
averaging over all random variables by virtue of Campbell’s theorem [42]. In the following it will

10



2 STOCHASTIC MODELLING

be assumed that the random variables are independent and identically distributed, such that the
conditional mean is given by

⟨ΦK⟩ =
∫ ∞

−∞
da1 Pa(a1)

∫ ∞

−∞
dℓ1 Pℓ(ℓ1)

∫ ∞

−∞
dv1 Pv(v1)

∫ T

0

dt1
T

. . .

∫ ∞

−∞
daK Pa(aK)

∫ ∞

−∞
dℓK Pℓ(ℓK)

∫ ∞

−∞
dvK Pv(vK)

∫ T

0

dtK
T

K(T )∑

k=1

ϕk(x, t)

=

K∑

k=1

⟨ϕk(x, t)⟩ = K⟨ϕk(x, t)⟩, (2.42)

using that the pulse arrival times are uniformly distributed and ⟨·⟩ indicates the average over all
random variables. The process ΦK is conditional in the sense that exactly K structures appear
in the interval of duration T . Using that K is Poisson distributed as defined by equation (2.3),
averaging over the number of structures K gives the mean of the process

⟨Φ⟩(x) =
∞∑

K=0

⟨ΦK⟩PK(K|T ) = T

τw
⟨ϕk(x, t)⟩. (2.43)

Neglecting end effects by taking the integration limits over tk to infinity and making a change of
integration variable defined by

θ =
x− v(t− tk)

ℓ
,

dθ =
dtk
ℓ/v

,

the mean value follows directly

⟨Φ⟩(x) = 1

τw

〈
aℓ

v
exp

(
− x

vτq

)∫ ∞

−∞
dθ exp

(
θℓ

vτq

)
φ(θ)

〉
. (2.44)

In the case of the one-sided exponential pulse function given by equation (2.27) and any joint
distribution between pulse amplitudes, sizes and velocities, the average profile result,

⟨Φ⟩(x) = 1

τw

〈
aτ exp

(
− x

vτq

)〉
, (2.45)

where the duration time τ of individual pulse is given by the harmonic mean of radial and parallel
transit times,

τ =
τqτ⊥

τq + τ⊥
, (2.46)

with the radial transit time defined by τ⊥ = ℓ/v.
In the case of a degenerate distribution of pulse velocities and sizes, the average radial profile

takes form

⟨Φ⟩(x) = τd
τw

⟨a⟩ exp
(
− x

⟨v⟩τq

)
, (2.47)

where τd is the pulse duration and is the same for all pulses with the assumptions given,

τd =
⟨ℓ⟩τq

⟨v⟩τq + ⟨ℓ⟩ . (2.48)

The average profile is proportional to the pulse duration and mean amplitude and inversely propor-
tional to the average waiting time. The ratio γ = τd/τw determines the degree of pulse overlap in
the process and is referred as the intermittency parameter. Moreover, how fast the profile radially
decay is only determined by the velocity of the pulse and the strength of the parallel transit time
(under the assumption that these variables independent and the velocity and size is the same for
all pulses).

11
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Cumulants and moments

In the following, the characteristic function and the PDF of the process in the case when structures
arrive in accordance with a Poisson process will be determined. The characteristic function of
the random variable ΦK at the radial position x is given by the Fourier transform of the PDF
PΦK

(Φ|K),

CΦ(u, x) = ⟨exp(iuΦ)⟩ =
∫ ∞

−∞
dΦPΦ(Φ) exp(iuΦ). (2.49)

The characteristic function of the sum of the independent random variables, ϕk(x, t), is the product
of their characteristic functions. Applying the inverse Fourier transform to the characteristic
functions, the conditional distribution for ΦK is

PΦK
(Φ|K) =

1

2π

∫ ∞

−∞
du exp(−iuΦK)⟨exp(iuΦK)⟩, (2.50)

where

⟨exp(iuΦK)⟩ =
K∏

k=1

⟨exp(iuϕk)⟩.

This expression gives a conditional probability of the number of pulses K in a time interval T to
be given. By averaging over all K, the probability density function of the stationary process can
be obtained, namely

PΦ(Φ) =

∞∑

K=0

PK(K|T )PΦK
(Φ|K). (2.51)

Using that K is assumed to be Poisson distributed and performing the summation by use of
ez =

∑∞
n=0 z

n/n!, the PDF of the stationary process can be written as

PΦ(Φ) =
1

2π

∫ ∞

−∞
du exp(−iuΦ) exp

(
T

τw
[⟨exp(iuϕk)⟩ − 1]

)
, (2.52)

where the characteristic function of PΦ(Φ) is

⟨exp(iuΦ)⟩ = exp

(
T

τw
[⟨exp(iuϕk)⟩ − 1]

)
. (2.53)

It follows that the logarithm of the characteristic function CΦ(u, x) is

lnCΦ =
T

τw
(⟨exp(iuϕk)⟩ − 1). (2.54)

If all the moments of Φ exist and are finite, then the characteristic function can be obtained by
expanding the complex exponential function in its power series. By extending the integral over tk
to infinity, the expansion of lnCΦ gives

lnCΦ =
1

τw

〈∫ ∞

−∞
dtk

∞∑

n=1

(iuϕk)
n

n!

〉
. (2.55)

The cumulants κn are the coefficients in the expansion of lnCΦ such that

lnCΦ =

∞∑

n=1

κn
(iu)n

n!
. (2.56)

A comparison with equation (2.55) gives the cumulants

κn(x) =
1

τw

〈∫ ∞

−∞
dtk

∞∑

n=1

[iuϕk]
n

〉
. (2.57)

Following a similar procedure as for calculating the average radial profile, the general expression
for the cumulants is

κn(x) =
1

τw

〈
anℓ

v
exp

(
− nx

vτq

)∫ ∞

−∞
dθ exp

(
nθℓ

vτq

)
[φ(θ)]n

〉
, (2.58)

12
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In the case of a one-sided exponential pulse shape function and any joint probability distribution
between pulse amplitudes, sizes and velocities, this gives

κn(x) =
1

nτw

〈
anτ exp

(
− nx

vτq

)〉
, (2.59)

with τ defined by equation (2.46). In the case when pulse velocities are constant, it is clear that
the cumulants decrease exponentially with radial position x. Moreover, this exponential profile
can be only modified by a random distribution of the pulse velocities or the parallel transit time
τq. In general, the parallel transit time can be treated as a random variable, motivated by the fact
that the filaments are ballooned along magnetic field lines and that their initial elongation likely
slightly changes. Nevertheless, all pulses were assumed to have the same linear damping, and the
role of a random velocity distribution on profiles is to be investigated.

A power series expansion shows that the characteristic function is related to the raw moments
of PΦ, defined by µ′

n = ⟨Φn⟩ as

⟨exp(iuΦ)⟩ = 1 +

∞∑

n=1

⟨iuΦ⟩n
n!

= 1 +

∞∑

n=1

µ′
n

(iu)n

n!
. (2.60)

The lowest order centered moments µn = ⟨(Φ− ⟨Φ⟩)n⟩ are related to the cumulants by the relations,

µ2 = κ2,

µ3 = κ3,

µ4 = κ4 + 3κ2
2.

Gives that all moments follow from the characteristic function and cumulants. Thus, the variance,
skewness and flatness coefficients are given by

Φ2
rms =

〈
(Φ− ⟨Φ⟩)2

〉
= κ2, (2.61)

SΦ =

〈
(Φ− ⟨Φ⟩)3

〉

Φ3
rms

=
κ3

κ
3/2
2

, (2.62)

FΦ =

〈
(Φ− ⟨Φ⟩)4

〉

Φ4
rms

− 3 =
κ4

κ2
2

. (2.63)

In the case of exponentially distributed pulse amplitudes and a degenerate distribution of pulse
velocities and sizes, the relative fluctuation level, skewness and flatness moments become

Φrms

⟨Φ⟩ =

(
τw
τd

)1/2

, SΦ = 2

(
τw
τd

)1/2

, FΦ = 6
τw
τd

. (2.64)

The ratio τd/τw have been previously defined as intermittency parameter γ. Clearly, the relative
fluctuation level, skewness and flatness do not depend on the radial position.

Existence of cumulants

For one-sided exponential pulse function, the cumulants are given by equation (2.59),

κn(x) =
1

nτw

〈
an

τq
v
ℓ τq + 1

exp

(
− nx

vτq

)〉
,

where a, v and ℓ are random variables with known distributions defined on R+ and satisfies

• PY (y) ⩾ 0 ∀y ⩾ 0

•
∫
R+ dy yPY (y) < ∞ i.e. Y is integrable

At first glance the expected value may not pose any formal problem. However, the average may
not admit the expectation for x < 0 and the requirement for cumulants existence is needed.

13
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As a relevant example, consider the case when pulse amplitudes are exponentially distributed,
pulse sizes are degenerate distributed, and velocities distributed according to Pv(v). Then, the
existence of the n-th cumulant depends on the convergence of the integral

κn(x) =
τq⟨a⟩n
τw

(n− 1)!

∫ ∞

0

dv
Pv(v)
v
ℓ τq + 1

exp

(
− nx

vτq

)
. (2.65)

It can be noted that the fraction term 1/( vℓ + 1) takes values in the interval (0, 1). Therefore,
it does not affect the integral convergence and can be dropped. Under this consideration, let us
study the integral behaviour for x < 0

I =

∫ ∞

0

dv Pv(v) exp

(
n|x|
vτq

)
, (2.66)

where absolute value emphasize that x < 0. Changing to new variable of integration u = 1/v and
using the relation Pu(u) = Pv(1/u)/u

2 (see Appendix C) integral takes the form

I =

∫ ∞

0

duPu(u) exp

(
nu|x|
τq

)
. (2.67)

It should be emphasized that if the intregrand does not decay to zero for large u, then it is
guaranteed that the integral will diverge. Consequently, the above integral converge for any radial
position x and any cumulant order n, when Pu(u) decays faster than exponential for large u.
Additionally, assuming Pu(u) ∼ exp(−cu) than

lim
u→∞

exp(−cu) exp

(
n|x|u
τq

)
=





0, if n|x|
τq

< c

1, if n|x|
τq

= c

∞, if n|x|
τq

> c

which implies that the integral may diverge for sufficiently large |x| or n. Therefore, it is required
at least a stretched exponential behavior Pu(u) ∼ exp

(
−cuβ

)
for large u, such that

lim
u→∞

exp
(
−cuβ

)
exp

(
n|x|u
τq

)
= 0, if β > 1.

Consequently, Pv(v) ∼ exp
(
−c/vβ

)
for v → 0+ and β > 1. This result can be formulated in a

more convenient form. The support of the velocity’s distribution Pv(v) is bounded below by a
minimum velocity vmin such that Pv(v) = 0 if v < vmin.

In summary, the reason for the possible divergence of cumulants and moments of the process
is the dominant contribution of slow pulses at negative radial positions. And the arbitrarily small
velocities should be arrested to provide well-defined model.

Uniform arrival times distribution

A pulse with amplitude ak moving with constant velocity vk will arrive at the position ξ at time
tξ,k given by

tξ,k = tk +
ξ

vk
.

The arrivals tk at x = 0 are assumed to be uniformly distributed on the interval [0, T ]. Note that
tξ,k is given by the sum of two random variables. In the case of a random distribution of pulse
velocities vk, the distribution of arrivals tξ,k at x = ξ are thus given by the convolution

Ptξ(t) =

∫ ∞

−∞
drPξ/v(r)Pt(t− r) =

1

T

∫ T+t

t

drPξ/v(r), (2.68)

where Pξ/v is the distribution of the radial transit times r = ξ/v. It follows that the pulse arrivals
at x = ξ are in general not uniformly distributed. The presence of arbitrarily small pulse velocities
result in long transit times and end effects that influence the arrival time distribution at x > 0. This
is solely an effect of the radial motion and is independent of the parallel drainage and amplitude
decay in the case of time-independent velocities.
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In order to determine the arrival time distribution, consider the case of a velocity distribution
Pv(v) that is bounded by a minimum velocity vmin and maximum velocity vmax, which result in
a maximum transit time rmax = ξ/vmin and a minimum transit time rmin = ξ/vmax, respectively.
The probability distribution Pξ/v(r) then vanishes for r < rmin as well as for r > rmax, and the
integral in equation (2.68) can be rewritten as

Ptξ(t) =
1

T

∫ min(T+t,rmax)

max(t,rmin)

dr Pξ/v(r). (2.69)

Thus, for arrivals times t such that rmax < t < T ,

Ptξ(t) =
1

T

∫ rmax

rmin

dr Pξ/v(r) =
1

T
. (2.70)

That is, a broad velocity distribution leading to transit times in the interval (rmax, rmin), will
result in a distribution of arrival times tξ at the radial position ξ that is uniform in the interval
[rmin, rmax]. Equivalently, the arrival times at the radial position ξ constitute a Poisson process
in this interval. Note that this assumption T > rmax. In the case that the velocity distribution
is degenerate rmin = rmax = ξ/v and the arrival times at x = ξ preserve a Poisson process in the
translated interval [ξ/v, T + ξ/v].

These end effects are clearly demonstrated with the example of a uniform distribution of pulse
velocities, Pv(v) = 1/(vmax − vmin) for vmin ⩽ v ⩽ vmax. The inverse distribution for the transit
times r = ξ/v is then given by

Pξ/v(r) =





0, r < rmin,
rminrmax

rmax − rmin

1

r2
, rmin < r < rmax,

0, rmax < r,

(2.71)

and the distribution of pulse arrival times at position ξ follows from,

Ptξ(t) =
1

T

rminrmax

rmax − rmin

(
1

max (rmin, t)
− 1

min (rmax, t+ T )

)
. (2.72)

Assuming T > rmax − rmin leads to the desired result for the arrival time distribution,

TPtξ(t) =





0, t < rmin,
rminrmax

rmax − rmin

(
1

rmin
− 1

t+ T

)
, rmin < t < rmax,

1, rmax < t < T + rmin,
rminrmax

rmax − rmin

(
1

t
− 1

rmax

)
, T + rmin < t < T + rmax,

0 t > T + rmax.

(2.73)

Similarly to the above case, the arrival distribution can be also calculated analytically for a case
of a discrete uniform velocity distribution. Consider velocities that can take two different values
with equal probability

Pv(v) =
1

2
[δ(v − vmin) + δ(v − vmax)] (2.74)

where δ denotes Dirac’s delta distribution. In the case of discrete random variable, the convolution
is simply given by a sum of two translated uniform distributions. Again, assuming T > rmax−rmin

gives the arrival time distribution,

TPtξ(t) =





0, t < rmin,
1
2 , rmin < t < rmax,

1, rmax < t < T + rmin,
1
2 , T + rmin < t < T + rmax,

0 t > T + rmax.

(2.75)

In the figure 5, these distributions are presented. As stated above, the distribution of arrivals times
is 1/T in the range rmax < t < T + rmin.
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0 T

rmin rmax T + rmin T + rmax

t

0

1
T

P t
ξ
(t
)

0 T

rmin rmax T + rmin T + rmax

t

0

1

T
P t

ξ
(t
)

Figure 5: Distribution of pulse arrival times tξ at the radial position x = ξ for a discrete (left panel) and
continuous (right panel) uniform distribution of pulse velocities. Here rmin is the minimum radial transit
time and rmax is the maximum transit time.

End effects in realizations of the process can be neglected by taking T ≫ rmax − rmin, then
the pulse arrivals are uniformly distributed at radial positions limited by the results above and the
process retain its Poisson property. It is to be noted that the interval of uniform arrivals diminishes
as vmin becomes arbitrarily small, again revealing issues with pulse velocities which are close to
zero.

The auto-correlation function

The two-point correlation of the process ΦK(x, t) for a spatial lag ∆x and temporal lag ∆t is given
by a double sum

RΦK
(x, t; ∆x,∆t) = ⟨ΦK(x, t) ΦK(x+∆x, t+∆t)⟩

=

〈
K∑

k=1

K∑

k′=1

ϕk(x, t)ϕk′(x+∆x, t+∆t)

〉
. (2.76)

This double sum contains two types of contributions. There are K terms for which k = k′, and
then K(K−1) for which k ̸= k′. For the k ̸= k′ case, tk and tk′ are independent and the average of
the product becomes a product of averages. Again, neglecting end effects by taking the integration
limits for tk and tk′ to infinity, changing integration variables and averaging over the number of
pulses occurring in the interval of duration T , the auto-correlation function for the stationary
process becomes

RΦ(x,∆x,∆t) = ⟨Φ⟩(x)⟨Φ⟩(x+∆x)+

1

τw

〈
a2ℓ

v
exp

(
−2x+ v∆t

vτq

)∫ ∞

−∞
dθ exp

(
2θℓ

vτq

)
φ(θ)φ

(
θ +

∆x− v∆t

ℓ

)〉
. (2.77)

In the case of an one-sided exponential pulse function, the auto-correlation function is readily
obtained

RΦ(x,∆x,∆t) = ⟨Φ⟩(x)⟨Φ⟩(x+∆x) +
1

2τw

〈
a2τ exp

(
−2x+∆x

vτq
− |∆x/v −∆t|

τ

)〉
, (2.78)

where the pulse duration τ is given by equation (2.46). Defining the centered and scaled random
variable

Φ̃(x, t) =
Φ(x, t)− ⟨Φ⟩(x)

Φrms(x)
, (2.79)

the correlation function for the normalized process is

RΦ̃(x,∆x,∆t) =

〈
a2τ exp

(
− 2x+∆x

vτq
− |∆x/v−∆t|

τ

)〉

√〈
a2τ exp

(
− 2x

vτq

)〉√〈
a2τ exp

(
− 2(x+∆x)

vτq

)〉 . (2.80)
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For vanishing spatial lag ∆x = 0 the temporal auto-correlation function is given by

RΦ̃(x,∆x = 0,∆t) =

〈
a2τ exp

(
− 2x

vτq
− |∆t|

τ

)〉

〈
a2τ exp

(
− 2x

vτq

)〉 . (2.81)

Here the correlation time is given by the harmonic mean of the radial transit time and the linear
damping time, 1/τ = v/ℓ+ 1/τq. The overall factor exp[−2x/(vτq)] is due to the parallel drainage
that a pulse subjected to while it advects radially outwards. Similarly, for vanishing temporal lag,
the spatial auto-correlation function is

RΦ̃(x,∆x,∆t = 0) =

〈
a2τ exp

(
− 2x+∆x

vτq
− |∆x|

vτ

)〉

√〈
a2τ exp

(
− 2x

vτq

)〉√〈
a2τ exp

(
− 2(x+∆x)

vτq

)〉 . (2.82)

Here the correlation length is given by the harmonic mean of pulse size and the radial distance
traveled during the linear damping time, 1/vτ = 1/ℓ+1/vτq. In the reference case when all pulses
have the same size and velocity the auto-correlation function can be written as

RΦ̃(∆x,∆t) = exp

(
−|∆x/v −∆t|

τd

)
. (2.83)

It follows that the correlation function decreases exponentially with both spatial and temporal lag.
It also should be noted that this is independent of the radial position x.

Spectral decomposition

According to theWiener-Khinchin theorem, the auto-correlation function is related to the wavenumber-
frequency composition of the stationary process. By Fourier transforming the correlation function
the frequency spectrum can be obtained by

EΦ̃(k, ω) = F
[
RΦ̃(∆x,∆t)

]
=

∫ ∞

−∞

∫ ∞

−∞
d∆xd∆tRΦ̃(∆x,∆t) exp{−i(ω∆t− k∆x)}. (2.84)

where the wavenumber k dual to x and the angular frequency ω to t.
In the reference case for the degenerate velocities and sizes and exponentially distributed am-

plitudes at the reference position, the wavenumber-frequency spectrum is

EΦ̃(k, ω) =
2τd

1 + τ2dω
2
δ
(
k − ω

v

)
. (2.85)

Obviously, this spectrum is defined on a line in wavenumber-frequency space, implying that the
process has a specific direction of propagation. This is accounted by the model where pulses move
radially in the same direction. The wavenumber transform is

SΦ̃(k,∆t) =
2vτd exp (ikv∆t)

1 + v2τ2dk
2

. (2.86)

For vanishing temporal lag ∆t, the wavenumber power spectral density is

SΦ̃(k) =
2vτd

1 + v2τ2dk
2
. (2.87)

The frequency transform is

ΩΦ̃(∆x, ω) =
2τd exp

(
−iωv∆x

)

1 + τ2dω
2

. (2.88)

Similarly, for vanishing spatial lag ∆x, the frequency power spectral density is

ΩΦ̃(ω) =
2τd

1 + τ2dω
2
. (2.89)

Both spectra are a Lorentzian function which are flat for small wavenumbers/frequencies and has
a power-law scaling for high wavenumbers/frequencies proportional to ω−2. It also should be
emphasized that the wavenumber and frequency spectra of the process given by equations (2.87)
and (2.89), are determined by both the one-sided exponential pulse shape and pulse duration time.
Further, the attention will be focused only on the temporal behavior of the process for a random
distribution of pulse velocities.
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2 STOCHASTIC MODELLING

The probability density function

Consider the reference case of an exponential pulse-shape, degenerate distribution of pulse velocities
and sizes and exponentially distributed pulse amplitudes. The raw amplitude moments are ⟨an⟩ =
n!⟨a⟩ and thus cumulants are given by

κn(x) =
τd
τw

(n− 1)!⟨a⟩n exp
(
− nx

⟨v⟩τq

)
. (2.90)

This gives the logarithm of the characteristic function as

lnCΦ(u, x) =
τd
τw

∞∑

n=1

1

n

[
iu⟨a⟩ exp

(
− x

⟨v⟩τq

)]n
= − τd

τw
ln

[
1− iu⟨a⟩ exp

(
− x

⟨v⟩τq

)]
, (2.91)

here the power series expansion of logarithmic function has been used (see Appendix A). The
inverse transform of the characteristic function gives

CΦ(u, x) =

[
1− iu⟨a⟩ exp

(
− x

⟨v⟩τq

)]−γ

. (2.92)

This is the characteristic function of a Gamma distribution with scale parameter ⟨a⟩ exp(−x/⟨v⟩τq)
and shape parameter γ = τd/τw. Note that the scale parameter can be written as ⟨a⟩ exp(−x/⟨v⟩τq) =
⟨Φ⟩/γ, thus the PDF of the process in term of its average value is given by

⟨Φ⟩PΦ(Φ) =
γ

Γ(γ)

(
γΦ

⟨Φ⟩

)γ−1

exp

(
− γΦ

⟨Φ⟩

)
, Φ > 0, (2.93)

where Γ here is the Gamma function (see Appendix A). Using the normalization defined by equation
(2.79), the distribution of the normalized process is

PΦ̃(Φ̃; γ) =
γγ/2

Γ(γ)

(
Φ̃ + γ1/2

)γ−1

exp
(
−γ1/2Φ̃− γ

)
, Φ̃ > −γ1/2. (2.94)

Note that the PDF of Φ̃ only depends on the intermittency parameter γ. Moreover, it can be
evident that the cumulants of the process for a random distribution of pulse velocities (i.e. time-
independent) and exponential amplitude distribution at reference position x = 0 are given by

κn(x) =
1

τw
(n− 1)!⟨a0⟩n

〈
τqℓ

vτq + ℓ

〉
, (2.95)

where amplitudes with a zero in the subscript emphasized the exponential distribution of the
pulse amplitudes at reference position. Correspondingly, the process at reference position is also a
Gamma distribution given by equation (2.94). As will be seen later, no closed form expression of
the probability distribution function for x > 0 can be obtained, since distribution of pulse velocities
causes a radial change in the amplitude distribution.
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3 NUMERICAL IMPLEMENTATION OF STOCHASTIC PROCESS

3 Numerical implementation of stochastic process

Consider a layer of SOL plasma bounded radially between x = 0 and x = L, where L represents the
width of the SOL. A reference position x = 0 is defined as the beginning of a simulation domain
and gives any reference position which is reasonable, i.e. the position of the separatrix or the
position of the break point between near and far SOL/shoulder. Figure 6 illustrates how filament
motion would look like if projected on this layer. Consider a filament/pulse ϕk of size ℓk moving
along the radial coordinate x with prescribed constant velocity vk. During its radial propagation,
the filament retain the same shape at all times, which represented here by an one-sided exponential
pulse function given by Eq. (2.27). At reference time tk the pulse arrives at the reference position
x = 0 with specified initial amplitude ak. As the pulse advects radially, its amplitude will be
modified due to linear damping with time-scale τq.

-2 0 2 4 6 8 10 12
x/ℓk
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0.2
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0.6

0.8
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φ k
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,t
)/

a k

ℓk/vk = 1/4
tk

tk +5ℓk/vk

tk +10ℓk/vk

Figure 6: Radial variation of a one-sided exponential pulse with constant velocity vk and size ℓk. The
white region represents the simulation domain. The dotted line display the exponential damping of the
pulse amplitude in the presence of parallel drainage time.

Simulation domain and evolution equation

The simulation domain is taken to be uniformly discretised with spatial resolution ∆x = L/Nx as
xj = j · ∆x where j = 0, 1 . . . Nx. The temporal domain of the length T is also discretised into
small intervals of uniform duration ∆t = T/Nt such that ti = i ·∆t where i = 0, 1 . . . Nt. In this
space-time domain each pulse ϕk(x, t) can be discretized, such that the pulse at xj and at time ti
is ϕ(xj , tn). Here, and in the following, subscripts i and j refers to these discrete sampling times
and positions. In numerical study there are K pulses in a time interval T and the propagation
of the k−th pulse from reference position occurs at the time ti = tk. When this pulse has been
initialized, its evolution will be governed by in accordance with equation (2.32),

ϕk(xj , ti) = ak exp

(
− ti − tk

τq

)
φ

(
xi −Xk(ti)

ℓk

)
. (3.1)

Here random variables tk, ak and ℓk defined by a value, associated with given probability distri-
bution. As one have seen in the previous section, the radial position of the pulse is given by the
integral

Xk(t) =

∫ t

tk

dt′ Vk(t
′).

By defining Xk in this way, the observed position of the pulse is dependent on the integral values.
Given that the pulse velocity is a function of a pulse parameters and instantaneous amplitude, this
integral can be calculated explicitly and its numerical evaluation can be avoided. In present work,
two case have been considered for which integration gives

• Time-independent velocities

Xk(t) = vk(t− tk) (3.2)

Here the values vk are associated with considered probability distribution.
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• Time-dependent velocities

Xk(t) =
v0τqa

ζ
0,k

ζ⟨a0⟩ζ
[
1− exp

(
−ζ(t− tk)

τq

)]
. (3.3)

Equation (3.3) relies on a very specific relation between v0 and a0,k. This relation between
velocities and amplitudes and resulting radial position has been introduced in section 5.

The next step is to build a synthetic realization of the process by summing K pulses for each radial
position, namely

Φ(xj , ti) =

K∑

k=1

ϕk(xj , ti). (3.4)

Numerical setup

To produce a synthetic 1D realization of the process with duration T , the pulse waiting time τw(0)
at x = 0, the parallel transit time τq, the sampling time ∆t and the spatial resolution ∆x should
be specified. With ∆x, an array holds a Nx = L/∆x number of a time series evaluated at xj . At
a constant sampling rate 1/∆t, a total of Nt = T/∆t samples are obtained. The pulse arrivals tk
are uniformly distributed and consider to arrive over time interval 0 ⩽ tk ⩽ Tk.

To make analysis more general, the model may be normalized. The final goal of normalization
process is to make all random variables involved in process to be comparable. For the computations
the pulse parameters are normalized by their average value, all times by τ0 = ⟨l⟩/⟨v⟩, and radial
coordinate by ⟨ℓ⟩, such that

x̄ =
x

⟨ℓ⟩ , ā =
a

⟨a0⟩
, ℓ̄ =

ℓ

⟨ℓ⟩ , v̄ =
v

⟨v⟩ , T =
T

τ0
, ∆̄t =

∆t

τ0
, τ̄q =

τq
τ0

, τ̄w =
τw
τ0

. (3.5)

In general, the dimensional parameters at the boundary of fusion plasmas widely vary from one
plasma discharge to another. Therefore, an order of magnitude estimate will be considered. In
a medium size tokamak, the width of the SOL is typically estimated to be a few centimetres,
L⊥ < 0.1 m, the parallel connection length L∥ ≈ 10 m and acoustic speed Cs ≈ 10 km/s. These
give reasonable estimate for the parallel transient time τq = L∥/Cs ≈ 10−4 s. A filament has
cross-field size typically ⟨ℓ⟩ ∼ 1−3 cm, moves radially outwards with typical velocity ⟨v⟩ ∼ 0.5−1
km/s [20]. With these considerations τq = 10 τ0 and L = 10⟨ℓ⟩ in the following.

For the succeeding analysis, the realisation for τ̄w = 0.1 are produced with ∆̄t = 0.01 and
∆̄x = 1 for time-independent velocities and ∆̄x = 0.5 for time-dependent velocities. Quantities
given by equation (3.5) normalised such that ⟨ℓ⟩ = ⟨v⟩ = ⟨a0⟩ = 1 and thus τ0 = 1. Therefore,
each time series at xj is generated with T = 106 and ∆t = 0.01 and have Nt = 108 samples. While
the spatial resolution may be chosen in accordance how well the radial profiles will be resolved,
the requirement on sampling time and duration of time series in order to accurately compute lower
order statistical moments need to be given and will be addressed in preceding subsection. It is
also worth to note, that the generation of single realization is a quite memory and time demanding
computations, thus the spatial sampling rate has been taken to be low. An example of a synthetic
realization is given in figure 7. Note that initially time series at x̄ = 0 is non-stationary. This is
due to the transient building up at small times and where only few pulses contribute to statistics
of the process. Therefore the time series will be examined after the initial transient. Moreover,
the end effects can be accounted for in a realization of the process at x > 0 by considering results
obtained previously for uniform distribution of arrival time. However, this results only holds for
time-independent velocities, and the time series should be analyze manually in the case of time-
dependent velocities.
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Figure 7: A short part of the times series of the normalized synthetic process for a degenerate pulse sizes,
a truncated exponentially distributed pulse amplitudes and velocities that have a linear dependence on the
initial amplitudes at different normalized radial positions.

3.1 Moment Estimators and Convergence

In order to estimate the moments of the synthetic time series underlying a set of Nt samples at
some position xj , the method of moments can be used. The estimators of mean, variance, skewness
and flatness are defined respectively by

µ̂ =
1

Nt

Nt∑

i=1

yi, (3.6a)

σ̂2 =
1

Nt − 1

Nt∑

i=1

(yi − µ̂)2, (3.6b)

Ŝ =

∑Nt

i=1(yi − µ̂)3

(∑Nt

i=1(yi − µ̂)2
)3/2 , (3.6c)

F̂ =

∑Nt

i=1(yi − µ̂)4
(∑Nt

i=1(yi − µ̂)2
)2 − 3. (3.6d)

here yi refer to values of the time series at given xj at some time instant ti. In general, these
estimators are the functions of random variable yi and therefore a random variable itself. Under
the condition that large outliers are unlikely, the law of large numbers states that with increasing
sample size Nt its value converges to the true value that one wishes to estimate. Namely, the
estimators given by equation (3.6) as Nt grows would result in a random path that, as stated by
the law of large numbers, show a tendency to approach the true value of moments. Additionally,
it has previously been found that for a FPP process with one-sided exponential pulse shapes and
exponentially distributed pulse amplitudes, the mean square error of all estimators are inversely
proportional to the number of samples Nt for N∆t/τd ≫ 1 [43]. Meaning that the time series of
duration T = N∆t is well resolved on the time scale of a single pulse. Also, it was found that the
relative mean squared error is inversely proportional to γ. Consequently, a strongly intermittent
process (that is γ ≪ 1) has a much larger relative error on mean estimator than a process with
significant pulse overlap (that is γ ≫ 1). Thus, in order to obtain predictions from synthetic
realizations with high accuracy, long time series with high sampling frequency are required as well
as relatively large intermittency parameter, i.e. τ̄w is small, are required. As an example, the
estimators of the mean and variance of the process for degenerate distribution of pulse velocities as
function of sample size Nt are illustrated in figure 8. Showing that the model parameters defined in
previous section (i.e. T̄ = 106, ∆̄t = 0.01, τ̄w = 0.1) are sufficient to produce accurate predictions.
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Figure 8: Estimators normalized to their true values obtained from synthetic time series at x̄ = 5 of the
process for degenerate distribution of pulse velocities and sizes and exponentially distributed amplitudes.



4 TIME-INDEPENDENT PULSE VELOCITIES

4 Time-independent pulse velocities

In the following, the case of the time-independent pulse velocities will be considered. All pulses
are one-sided exponential and assumed to have the same, fixed size ⟨ℓ⟩. Also, pulse amplitudes are
exponentially distributed at the reference position x = 0 with mean amplitude ⟨a0⟩.

In this contribution, three qualitatively different velocity distributions will be considered; a
uniform distribution, a unimodal distribution and an exponential distribution. The velocity distri-
bution will be parameterized such that it is only defined by mean velocity ⟨v⟩ and either a width or
a shape parameter. The parameterization can be performed, by taking account of the two inherent
properties of the probability distribution,

∫ ∞

0

dv Pv(v) = 1, (4.1a)

⟨v⟩ =
∫ ∞

0

dv vPv(v). (4.1b)

For example, traditionally, the Gamma distribution with a shape parameter k > 0 and a scale
parameter θ > 0 and its mean value are given by

Pv(v; s, θ) =
vs−1

θsΓ(s)
exp

(
−v

θ

)
, (4.2a)

⟨v⟩ = θs. (4.2b)

Equation (4.2b) yields in an expression for the scale in terms of the mean and the shape parameter,
θ = ⟨v⟩/s. Substituting this in (4.2a), results in the distribution which is defined only by ⟨v⟩ and
s,

Pv(v; ⟨v⟩, s) =
s

⟨v⟩Γ(s)

(
sv

⟨v⟩

)s−1

exp

(
− sv

⟨v⟩

)
, (4.3)

and for which the requirement (4.1a) satisfied.
For a particularly relevant case, the power-law relation between pulse amplitudes and velocities

will also be considered. The effect of a random distribution of pulse velocities on the lowest order
statistical moments, auto-correlation function and frequency spectrum will be investigated and
compared to the reference case for the degenerate distribution of pulse velocities. In all cases, the
realizations have been normalized to have unit mean of pulse sizes, amplitudes and velocities.
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4.1 Discrete uniform pulse velocity distribution

Consider pulse velocities vk that can take two different values v1 = ⟨v⟩(1−w) and v2 = ⟨v⟩(1+w)
and each of them having the same probability. Then, the velocity distribution can be described by
the discrete uniform distribution

Pv(v; ⟨v⟩, w) =
1

2
[δ(v − v1) + δ(v − v2)] , (4.4)

where w in the range 0 < w < 1 is the width parameter of the velocity distribution. Figure 9 (left
panel) illustrates this velocity distribution for different values of the width parameter w.

0.0 0.5 1.0 1.5 2.0

v/〈v〉

0.0

0.5

1.0

〈v
〉P

v(
v)

w = 0.1 w = 0.5 w = 0.9

0 1 2 3 4 5

a/〈a0〉

10−4

10−3

10−2

10−1

1

〈a
0〉

P a
(a
)

x/〈ℓ〉= 0
x/〈ℓ〉= 2
x/〈ℓ〉= 10

Figure 9: (left panel) Discrete uniform pulse velocity distribution for various values of the width parameter
w. (right panel) Probability distribution function of the pulse amplitude with width parameter w = 0.5
and ⟨v⟩τq/⟨ℓ⟩ = 10 at different radial positions. The black dashed lines corresponds to second term in
equation (4.11).

The cumulants for a discrete uniform pulse velocity distribution are readily obtained as

κn(x) =
⟨a0⟩n(n− 1)!

2τw

[
τ1 exp

(
− nx

v1τq

)
+ τ2 exp

(
− nx

v2τq

)]
, (4.5)

where ⟨a0⟩ is the average of the amplitudes which are specified at reference position x = 0 and τ1,2
is the pulse duration dependent on the corresponding pulse velocity, which takes the form

τ1,2 =
τq⟨ℓ⟩

τqv1,2 + ⟨ℓ⟩ . (4.6)

For simplicity of notation, hereafter, quantities denoted by a subscript will be associated with the
corresponding subscripts of the pulse velocity. The average pulse duration is given by integrating
equation (2.46) over the discrete velocity distribution

τd =
1

2

(
τq⟨ℓ⟩

v1τq + ⟨ℓ⟩ +
τq⟨ℓ⟩

v2τq + ⟨ℓ⟩

)
. (4.7)

In the absence of linear damping, the average duration is

lim
⟨v⟩τq/⟨ℓ⟩→∞

τd =
1

2

( ⟨ℓ⟩
⟨v⟩(1− w)

+
⟨ℓ⟩

⟨v⟩(1 + w)

)
(4.8)

As w → 0, the pulse duration is just the radial transit time ⟨ℓ⟩/⟨v⟩. As w → 1, there is a divergence
due to arbitrarily slow pulses (v1 → 0) leading to excessively long pulse durations. The average
pulse duration both with ⟨v⟩τq/⟨ℓ⟩ = 10 and ⟨v⟩τq/⟨ℓ⟩ → ∞ as function of the width parameter w
is presented in figure 10 (left panel). From equation (4.5) it follows that the average radial profile
for the process is given by

⟨Φ⟩(x) = ⟨a0⟩
2τw

[
τ1 exp

(
− x

v1τq

)
+ τ2 exp

(
− x

v2τq

)]
. (4.9)

In figure 11 the radial profiles of the average, relative fluctuation level, skewness and flatness
moments of the process are presented for different values of width parameter w and ⟨v⟩τw/⟨ℓ⟩ = 0.1.
In this figure, markers depict moments which are obtained from the realizations of the process,
while curves are analytical results based on equation (4.5). The excellent agreement allows to claim
the ability of numerically implemented model to correctly predict the statistical properties of the
process.
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Figure 10: (left panel) Average pulse duration τd for a discrete uniform distribution of pulse velocities as
function of the width parameter w. (right panel) Break point location as a function of the width parameter
w for ⟨v⟩τq/⟨ℓ⟩ = 10 and ⟨v⟩τq/⟨ℓ⟩ → ∞ and the first four orders of cumulants n.
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Figure 11: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) for a discrete uniform distribution of pulse velocities with different
values of the width parameter w. Markers indicate simulation results and curves indicate moments obtained
from equation (4.5). The black dashed lines gives the radial profiles in the limits w → 0 and w → 1.

The results shown in figure 11 highlight several key features. It is notable that the case w = 0.1
is practically indistinguishable from the case of a degenerate distribution of pulse velocities (that
is, in the limit w → 0). Namely, for small w the average profile is exponential and the relative
fluctuation level, skewness and flatness moments have only weak variation with radial position.
As w increases, the average profile exhibits a bi-exponential behaviour. It is steep for small x
and has a longer scale length for large x, where it is dominated by the fast pulses. This variation
relates to reduced relative fluctuation level, skewness and flatness for small x, while these quantities
increase substantially radially outwards until they saturate at the values associated with the process
dominated by the fast pulses. This is attributed to the fact that slow pulses have long pulse duration
time and short pulse amplitude e-folding length, while fast pulses have short duration time and
long e-folding length. Due to such the intrinsic link between pulse amplitudes and durations the
profiles show up in the form of short and long exponential decays. As one ensure later, such intimate
connection between pulse amplitudes and durations plays an important role on the radial variation
of the process statistics, since amplitudes will be modified and get correlated with durations by
a distribution of pulse velocities for positive x. As discussed in section 2, the pulse amplitudes
change radially according to

a(x) = a0

(
− x

vτq

)
. (4.10)

Since the pulse velocities v1 and v2 have equal probability to occur, it follows that the conditional
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probability distribution of pulse amplitudes, which are exponentially distributed at the reference
position x = 0, at considered radial position is given by

Pa(a; ⟨a0⟩, s, x) =
1

2

(
1

λ1
exp

(
− a

λ1

)
+

1

λ2
exp

(
− a

λ2

))
, (4.11)

with λ1 = ⟨a0⟩ exp[−x/(v1τq)] and λ2 = ⟨a0⟩ exp[−x/(v1τq)]. Since the expected value of a sum
is the sum of the expected values, the radial profile of the average pulse amplitude at any radial
position x is

⟨a⟩(x) = ⟨a0⟩
2

[
exp

(
− x

v1τq

)
+ exp

(
− x

v2τq

)]
. (4.12)

where ⟨a0⟩ is an average pulse amplitude at reference position x = 0. Figure 9 (right panel)
shows how the distribution of pulse amplitudes in the case w = 0.5 changes at different radial
positions. This can be interpreted as follows: at x > 0, there is a significant amplitudes reduction
of slow pulses. Therefore, at large x, the process will be dominated by the fast pulses which
have larger amplitudes due to their short duration. This is indicated by dashed black line in
figure 9, corresponding to the second term in equation (4.11). This leads to a radially increasing
relative fluctuation level, skewness and flatness moments since the amplitude of pulses contributing
significantly to the moments decreases radially. The increase in relative fluctuation level, skewness
and flatness is evident from figure 11. Additionally, as stated above, a distribution of pulse velocities
leads to a correlation between pulse amplitudes and duration times. The general expression for
the cumulants for one-sided exponential pulses is given by

κn(x) =
1

nτw

〈
anτ exp

(
− nx

vτq

)〉
.

Clearly, at the reference position x = 0 the pulse amplitudes and durations are specified to be
independent, and thus are uncorrelated, however at x > 0 amplitudes will be modified by velocities
which are included in an exponential term. Recall that pulse durations are also dependent on
velocity distribution, gives that durations and amplitudes get correlated. In order to quantify this,
introduce a linear correlation coefficient which is defined as the covariance of the amplitudes and
durations divided by the product of their standard deviations,

ρ =
⟨aτ⟩ − ⟨a⟩τd√

⟨a2⟩ − ⟨a⟩2
√
⟨τ2⟩ − τ2d

. (4.13)

In figure 13 (right panel) the radial variation of the correlation coefficient for a discrete uniform
distribution of pulse velocities is presented for various w. Clearly, a broad distribution of pulse
velocities, leads to a strong anti-correlation between pulse durations and amplitudes. Again em-
phasize that pulses with small (large) velocity will have smaller (larger) amplitudes and large
(small) duration times. In much the same way for the n-th order of the cumulants κn ∼ ⟨anτ⟩,
the build-up correlation between durations and amplitudes is also present, but the correlation will
weakness with increasing n, this is illustrated in figure 13 for the width parameter w = 0.9 and
n = 1, 2, 3 and 4. This negative correlation will subsequently enhance the intermittency of the
process for large radial positions.

The ratio between two exponential decays in equation (4.5) provides a measure of the slow-fast
pulse contribution. Thus, the break point at which fast pulses start to take over is given by the
equal contribution of these decays,

x∗

⟨ℓ⟩ =
⟨v⟩τq
n⟨ℓ⟩

1− w2

2w
ln

( ⟨v⟩(1 + w)τq + ⟨ℓ⟩
⟨v⟩(1− w)τq + ⟨ℓ⟩

)
, (4.14)

and depend on the width of the velocity distribution, linear damping and order of cumulants. It
is worth to note that as the order of cumulants and width parameter w increase, the break point
moves closer to reference position x = 0 as illustrated in figure 10 (right panel). Indeed, in the
limit w → 1 or in the limit n → ∞, the break point approaches the reference position x = 0.
This is consistent with the profiles presented in figure 11. In addition, the radial location of the
break point increases with the linear damping, ⟨v⟩τq/⟨ℓ⟩. This is attributed to the fact that in the
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absence of linear damping, the pulse propagates without change in amplitude and with a duration
given by ℓ/v and the general expression for the cumulants in this case becomes

κn(x) =
1

nτw

〈
an

v/ℓ

〉
. (4.15)

It is clear that there is no variation in the radial direction x. Therefore, the profiles are radially
constant and there is no break point present.
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Figure 12: (left panel) Average pulse amplitude as function of radial position for a discrete uniform
distribution of pulse velocities for various values of shape parameter w. The black dashed line corresponds
to the second term in equation (4.12). (right panel) Linear correlation coefficient as function of radial
position for a discrete uniform distribution of pulse velocities for various values of shape parameter w.
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Figure 13: Linear correlation coefficient as function of radial position for a discrete uniform distribution
of pulse velocities for the shape parameter w = 0.9.

One can find the PDF in closed form for the discrete uniform distribution of pulse velocities.
Evidently, the process can be written as the sum of two sub-processes corresponding to small(large)
velocity and half number of pulses. The distribution of the process for the case of exponentially
distributed amplitudes and degenerate sizes and velocities is a Gamma distribution. Therefore, if
two sub-processes Φ1 and Φ2 are independent gamma-distributed random variables with parameters
(γ1, θ1) and (γ2, θ2), then the PDF of their sum Φ = Φ1 + Φ2 is given by convolution and can be
written as

PΦ(Φ) =
M(γ1, γ1 + γ2,Φ/θ2 − Φ/θ1)

Γ(γ1 + γ2)θ
γ1

1 θγ2

2

Φγ1+γ2−1 exp

(
− Φ

θ2

)
, Φ > 0, (4.16)

where γ1 = τ1/2τw is the shape parameter associated with slow pulses, γ2 = τ2/2τw is the shape
parameter associated with fast pulses and M is the confluent hypergeometric function of the first
kind. The scale parameters θ1,2 are the same as λ1,2, which are corresponding components of the
average amplitude given by equation 4.12. This closed form expression of the distribution of a
sum of two gamma distributed variables is based on the more general result given in [44]. Using
the mean and root mean square values given by equation (4.5), the distribution of the normalized

28



4 TIME-INDEPENDENT PULSE VELOCITIES

process is given by

PΦ̃(Φ̃) =
M
(
γ1, γ1 + γ2,

√
γ1θ21 + γ2θ22 (θ1 − θ2) Φ̃/θ1θ2 + γ2

(
1− θ2

θ1

)
− γ1

(
1− θ1

θ2

))

Γ(γ1 + γ2)θ
γ1

1 θγ2

2

×
(√

γ1θ21 + γ2θ22

)γ1+γ2
(
Φ̃ +

γ1θ1 + γ2θ2√
γ1θ21 + γ2θ22

)γ1+γ2−1

exp

(
−
√

γ1θ21 + γ2θ22 Φ̃

θ2
− γ2 − γ1

θ1
θ2

)
,

Φ̃ > − γ1θ1 + γ2θ2√
γ1θ21 + γ2θ22

. (4.17)

In figure 14, the probability distribution of the normalized realization of the process for the discrete
uniform distribution of the pulse velocities for different values of the width parameter w compared
to the analytical PDF given by equation (4.17) shown with the dashed black line is presented is
presented at different radial positions x.
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Figure 14: (left panel) Probability density functions of the normalized process at different radial positions
and various values of the shape parameter w. The dashed black lines give the true distributions. The
values of x and their corresponding color are shown in the inset. (right panel) Probability distribution
function of the normalized process at x = 0 with various values of w compared to a normalized gamma
distribution with shape parameter γ = γ1 + γ2 shown with the dashed black line.

At the reference position x = 0 the scale parameter θ for two sub-processes are the same,
and the sum of the two gamma distributed variables is also a gamma distribution but with shape
parameter γ1 + γ2. Contribution of the slow pulses is negligible at large radial positions and the
PDF approaches a Gamma distribution with shape parameter γ2. In figure 14, the consequence
of enhanced intermittency with increased radial position is seen. The tail of the distribution get
heavier, which is expected from increasing skewness and kurtosis coefficients (see figure 11). This
is clearest for the case w = 0.9, where the intermittency change rapidly from γ = γ1 + γ2 at x = 0
to γ = γ2 at x = 10.
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The auto-correlation function for one-sided exponential pulses is readily obtained as

RΦ(x,∆x,∆t) = ⟨Φ⟩(x)⟨Φ⟩(x+∆x) +
⟨a0⟩2
2τw

[
τ1 exp

(
−2x+∆x

v1τq
− |∆x/v1 −∆t|

τ1

)

+τ2 exp

(
−2x+∆x

v2τq
− |∆x/v2 −∆t|

τ2

)]
(4.18)

A temporal correlation function at arbitrary position x can be realized by the equation (4.18), by
choosing the ∆x = 0. In that case, the normalized auto-correlation function is given by

RΦ̃(x,∆x = 0,∆t) =
τ1 exp

(
− 2x

v1τq
− |∆t|

τ1

)
+ τ2 exp

(
− 2x

v2τq
− |∆t|

τ2

)

τ1 exp
(
− 2x

v1τq

)
+ τ2 exp

(
− 2x

v2τq

) , (4.19)

and appears in the form of two-exponential decay. The corresponding frequency spectrum becomes

ΩΦ̃(x, ω) =
2

τ1 exp
(

2x
τqv2

)
+ τ2 exp

(
2x
τqv1

)



τ21 exp

(
2x
τqv2

)

1 + τ21 ω2
+

τ22 exp
(

2x
τqv1

)

1 + τ22 ω2


, (4.20)

where ω is the angular frequency. The choice of angular frequencies stemmed from greatly simplified
Fourier transforms. The linear frequency f is related to the angular frequency by ω = 2πf . The
power spectral density has the double Lorentzian form. For large radial positions,

lim
x→∞

RΦ̃(x,∆t) = exp

(
−|∆t|

τ2

)
, (4.21a)

lim
x→∞

ΩΦ̃(x, ω) =
2τ2

1 + τ22 ω2
. (4.21b)

In this limit, the ACF and PSD are the same as for the case with constant pulse velocity at v2.
The correlation functions and corresponding power spectra with linear frequencies of normalized
realizations of the process are presented in figure 15. As w increase, they both reveal the presence
of two distinct characteristic time scales. This is particularly clear in the case w = 0.9, when the
auto-correlation function is presented with semi-logarithmic plot (figure 16: left panel), in which
a fast decay of short e-folding time τ2 is followed by a slow one of longer e-folding time τ1. With
increasing radial position, the correlation function dominated by short decay times of fast pulses
for small and further larger time lags. Also, it is worth noting that the auto-correlation function
decay have a significant impact on break point frequencies. In fact, a pair of characteristic decay
times corresponds to a pair of break point angular frequencies in the Lorentzian function. From
equation (4.19), it is evident that the pair of e-folding times of RΦ̃, is the pair of pulse duration
times τ1 and τ2. Moreover, break point linear frequencies f1,2 = 1/(2πτ1,2) in figure 16 (right
panel), giving the approximate pair of frequencies where the PSD changes from a flat spectrum to
a power law behavior. For w ⩽ 0.1, only a small gap between break point frequencies is observable.
Alternatively, the spectrum amplitude before the term 2τ1/(1 + τ21 ω2) may be negligible at large
radial positions (see equation (4.20) and equation (4.21b)). All these cases lead to a specific limit
of the single Lorentzian spectum.
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Figure 15: Auto-correlation function and power spectral density for various radial positions x of the
normalized process for various values of the width parameter w. The colored lines denote estimates from
realizations of a discrete uniform distribution of pulse velocities and black dotted lines denote analytical
expressions given by (4.19) and (4.20). The values of x and their corresponding color are shown in the
inset.
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Figure 16: (left panel) Log-linear plot of the analytic auto-correlation function with the width parameter
w = 0.9 for various radial positions. The values of x and their corresponding color are the same as for Figure
15. The dashed black line correspond to the limit x → ∞ given by equation (4.21a). (right panel) Analytic
compensated power spectral density at x = 0 for different width parameter w of the discrete uniform
velocity distribution. The vertical lines give a pair of break point linear frequencies of the corresponding
case, f1,2.
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4.2 Continuous uniform pulse velocity distribution

In contrast to the discrete case studied in the previous subsection, consider the continuous uniform
velocity distribution given by

Pv(v; ⟨v⟩, w) =





1

2⟨v⟩w, if v ∈ [vmin, vmax],

0, otherwise,
(4.22)

where the minimum and maximum pulse velocities are given by vmin = ⟨v⟩(1 − w) and vmax =
⟨v⟩(1 +w), respectively, and w in the range 0 < w < 1 is the width parameter of the distribution.
The limit w → 0 corresponds to the case of a degenerate distribution of pulse velocities.

When the pulse duration times are given by equation (2.46) and velocities have a continuous
uniform distribution, the pulse duration’s distribution becomes

Pτ (τ ; s) =





⟨ℓ⟩
2⟨v⟩w

1

τ2
, if τ ∈ [τmin, τmax],

0, otherwise,
(4.23)

where τmin = τq⟨ℓ⟩/(⟨v⟩(1 + w)τq + ⟨ℓ⟩) is the minimum pulse duration and τmax = τq⟨ℓ⟩/(⟨v⟩(1−
w)τq+⟨ℓ⟩) is the maximum duration. The continuous uniform velocity distribution and correspond-
ing duration time distribution are presented in figure 17 for various values of the width parameters
w.
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Figure 17: Marginal velocity and duration time distribution functions given by equations (4.22) and
(4.23), respectively, for different values of the width parameter w of the continuous uniform distribution
of pulse velocities.

The average pulse duration is

τd =
⟨ℓ⟩

2w⟨v⟩ ln
( ⟨v⟩(1 + w)τq + ⟨ℓ⟩
⟨v⟩(1− w)τq + ⟨ℓ⟩

)
. (4.24)

As expected, in the limit w → 0 the average pulse duration is the same as for the case of a
degenerate distribution of pulse velocities. For a broad velocity distribution, the average pulse
duration reaches its maximum value given by limit

lim
w→1

τd =
⟨ℓ⟩
2⟨v⟩ ln

(
2
⟨v⟩
⟨ℓ⟩ τq + 1

)
. (4.25)

In figure 18 (left panel), the average pulse duration both with ⟨v⟩τq/⟨ℓ⟩ = 10 and ⟨v⟩τq/⟨ℓ⟩ → ∞
is presented for different width parameter w. It should be noted that in the absence of parallel
drainage (that is, in the limit ⟨v⟩τq/⟨ℓ⟩ → ∞), equation (4.25) logarithmically diverge since the
maximum pulse duration becomes infinitely large when the minimum pulse velocity vanishes.

As the preceding subsection pointed out, a radial change of the amplitude distribution leads to
radial changes of the statistical properties of the process. In general, the probability distribution
function of pulse amplitudes for a continuous distribution of pulse velocities is not possible to
find in closed form. An integral representation can be found by noting that the amplitudes in
equation (2.38) include the product of two independent random variables; exponentially distributed
amplitudes a0 at the reference position, x = 0, and a random variable obtained as a result of the
transformation of the pulse velocities, y = exp(−x/(vτq)).

32



4 TIME-INDEPENDENT PULSE VELOCITIES

0.0 0.2 0.4 0.6 0.8 1.0

w

0

1

2

3

4

〈v
〉τ

d/
〈ℓ
〉

〈v〉τq/〈ℓ〉= 10
〈v〉τq/〈ℓ〉 → ∞

0 2 4 6 8 10

x/〈ℓ〉

−0.8

−0.6

−0.4

−0.2

0.0

ρ

w = 0.2
w = 0.5
w = 0.9

Figure 18: (left panel) Average pulse duration for a continuous uniform distribution of pulse velocities
as function of the width parameter w. The dashed black line indicate the average pulse duration for a
degenerate distribution of pulse velocities. (right panel) Radial profile of the linear correlation coefficient
between pulse durations and amplitudes for a continuous uniform distribution of pulse velocities for different
values of the width parameter w.

Thus, the PDF of the pulse amplitudes at position x/⟨ℓ⟩ is accessible as a product convolution
(see Appendix D)

⟨a0⟩Pa(a) =
x/⟨ℓ⟩

2⟨v⟩wτq a

∫ a exp[(x/⟨ℓ⟩)/(vminτq)]

a exp[(x/⟨ℓ⟩)/(vmaxτq)]

da0 exp

(
− a0
⟨a0⟩

)
ln−2

(
a

a0

)
. (4.26)

The average pulse amplitude is given by the product of the individual averages of the random
variables a0 and y,

⟨a⟩(x) = x/⟨ℓ⟩⟨a0⟩
2⟨v⟩sτq

[
vmaxτq
x/⟨ℓ⟩ exp

(
− x/⟨ℓ⟩
vmaxτq

)
− vminτq

x/⟨ℓ⟩ exp

(
− x/⟨ℓ⟩
vminτq

)

+ Ei

(
− x/⟨ℓ⟩
vmaxτq

)
− Ei

(
− x/⟨ℓ⟩
vminτq

)]
, (4.27)

where Ei is an exponential integral function (see Appendix A). In figure 19 (left panel), the radial
profile of the average pulse amplitude given by equation (4.27) is presented for various values of
the width parameter w. For w = 0.2, the average amplitude decay nearly exponentially with
radial position x and e-folding length ⟨v⟩τq, similar to the base case. While the integral (4.26) can
not be expressed in closed-form the numerical estimate can be found. Normalizing the amplitude
distribution by (4.27) and estimating the normalized integral (4.26) numerically gives the PDFs as
presented in figure 19 (right panel). Here the width parameter is w = 0.9 and the radial position
x varies. This result shows a radial change in the shape of the amplitude distribution and high
probability for small pulse amplitudes at large x. As one will ensure later, this is a universal feature
of the model and will be investigated in more detail later on.
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Figure 19: (left panel) Average pulse amplitude as function of radial position for a continuous uniform
distribution of pulse velocities with different values of the width parameter w. (right panel) Probability
distribution function of the pulse amplitudes for a continuous uniform distribution of pulse velocities with
width parameter w = 0.9 at different radial positions. The full black line corresponds to the exponential
amplitude distribution at the reference position x = 0.
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The radial profiles of the average value, relative fluctuation level, skewness and flatness moments
for the continuous uniform distribution of pulse velocities are shown in figure 20 for three different
values of the width parameter w. As w increases, the average value of the process at the reference
position x = 0 increases since the average duration time also increases. For w = 0.2, that is the case
of a narrow distribution of pulse velocities, the average profile is nearly exponential and relative
fluctuation level is approximately constant, as for the base case with a degenerate distribution of
pulse velocities. The skewness and flatness moments only have weak radial variation for large x.
For a broad distribution of pulse velocities, the radial profiles are qualitatively similar to those for
the discrete uniform distribution of pulse velocities but the length scale change is smoother since
there is a continuum of pulse velocities. In order to quantify the change in scale length associated
with the average profile for a random distribution of pulse velocities in practical way, introduce

LΦ = −τq⟨v⟩
d ln ⟨Φ⟩

dx
(4.28)

where its definition follows straightly from average profile with constant velocities. A comparison
between radial profiles of the scale length for the discrete and continuous case is presented in figure
21 for width parameter w = 0.9.
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Figure 20: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) for a continuous uniform distribution of pulse velocities with
various values of the width parameter w. Markers correspond to simulation results while curves corresponds
to numerically evaluated cumulants given by equation (2.59). The black dashed line indicates the radial
profiles for a degenerate distribution of pulse velocities.

The probability distribution function of the normalized process with uniformly distributed
velocities at different radial positions is presented in figure 22. At the reference position x = 0,
this is again a Gamma distribution with shape parameter γ = τd/τw. For all cases, the shape
parameter γ estimated by the maximum likelihood method is in a good agreement with what one
will expect based on the average pulse duration (see figure 18). As expected, the distribution of
the process with the width parameter w = 0.2 practically does not change. For w = 0.9, the radial
increase of intermittency level is apparent but not so drastic as for the discrete case with the same
width parameter. This results are consistent with the radial profiles of the lowest order statistical
moments presented in figure 20.
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Figure 21: Comparison of the scale length profiles for a discrete and continuous uniform distribution of
the pulse velocities with the width parameter w = 0.9. The dashed black line indicate profile constant
e-folding length for a degenerate distribution of pulse velocities.
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Figure 22: Probability distribution function of the normalized process for a continuous uniform distribu-
tion of pulse velocities for various values of width parameter w at different radial positions. The values of
the radial position and their corresponding colors are shown in the inset. The distribution of the normal-
ized process at reference position x = 0 is compared to a Gamma distribution with estimated parameter
γ shown with the dashed black lines.

The auto-correlation function and power spectral density at different radial positions for the
normalized process are presented in figure 23 for various values of the width parameter w. This
clearly shows that the energy in the low-frequency part of the spectrum is large for large values
of the width parameter w, while the power law tail for high frequencies is the same as for the
case with constant pulse velocity. For w = 0.9, the change of the characteristic decay time in the
auto-correlation function is smoother compared to discrete case due to the continuum of allowed
velocities.
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Figure 23: Auto-correlation function and power spectral density of the normalized process for different
radial positions with uniformly distributed pulse velocities with different values of the width parameter w.
The case w = 0.2 is compared to the case for a degenerate distribution of pulse velocities shown with the
dashed black lines.
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4.3 Gamma distributed pulse velocities

So far, the cases with the pulse velocities that are equally likely to occur have been addressed.
Consider now a unimodal distribution which is based on a Gamma distribution. The Gamma
distribution for the pulse velocities with scale parameter ⟨v⟩/s and shape parameter s is given by

⟨v⟩Pv(v; ⟨v⟩, s) =
s

Γ(s)

(
sv

⟨v⟩

)s−1

exp

(
− sv

⟨v⟩

)
, v > 0. (4.29)

For small values of s, there is a high probability for small pulse velocities. For s = 1, this is
equivalent to the exponential distribution with scale parameter ⟨v⟩. The Gamma distribution with
shape parameter s > 1 is unimodal and has an exponential tail for large pulse velocities and tends
to 0 as v → 0. For large values of s, the distribution more closely resembling a normal distribution
and the limit s → ∞ corresponds to the reference case with constant pulse velocities. Taking into
consideration the above notions, the restriction imposed on the shape parameter to be s > 1 due
to large number of very slow pulses for s < 1 which are posing several issues, as indicated in the
section 2.3.

For Gamma distributed velocities, the pulse durations are distributed according to

⟨v⟩
⟨ℓ⟩Pτ (τ ; ⟨v⟩, ⟨ℓ⟩, τq, s) =

s

Γ(s)

( ⟨ℓ⟩s(τq − τ)

τq⟨v⟩τ

)s−1
1

τ2
exp

(
−s⟨ℓ⟩(τq − τ)

τq⟨v⟩τ

)
, (4.30)

for durations in range 0 < τ ⩽ τq. The Gamma velocity distribution and the corresponding duration
time distribution are presented in figure 24 for two different values of the shape parameter s.
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Figure 24: Marginal velocity and duration distribution functions given by equations (4.29) and (4.30),
respectively, for different shape parameter s for a Gamma distribution of pulse velocities.

The average pulse duration is given by integrating over the duration distribution in equation
(4.30),

τd =
⟨ℓ⟩s
⟨v⟩ exp

( ⟨ℓ⟩s
⟨v⟩τq

)
Es

( ⟨ℓ⟩s
⟨v⟩τq

)
, (4.31)

where En gives an exponential integral generalized to n = s (see Appendix A). In the limit s → 0,
the average pulse duration approaches the maximum duration τq. For large s, the average pulse
duration is the same as for the case of degenerate distributed velocities. In the absence of linear
damping, equation (4.31) takes form

lim
⟨v⟩τq/⟨ℓ⟩→∞

τd =
⟨ℓ⟩
⟨v⟩

s

s− 1
. (4.32)

In the limit s → ∞, this is simply the radial transit time, ⟨ℓ⟩/⟨v⟩, as expected. The average pulse
duration as function of the shape parameter s is presented for ⟨v⟩τq/⟨ℓ⟩ = 10 and ⟨v⟩τq/⟨ℓ⟩ → ∞
in figures 25 and 26.

The distribution of pulse amplitudes at some normalized radial position x is given by product
convolution of the random variables a0 and one obtained by transformation of the pulse velocities
which a Gamma distributed, y = exp(−x/(vτq)), (see Appendix D),

⟨a0⟩Pa(a) =

(
(x/⟨ℓ⟩)s
⟨v⟩τq

)s

Γ(s) a

∫ ∞

a

da0 exp


 (x/⟨ℓ⟩)s
⟨v⟩τq ln

(
a
a0

) − a0
⟨a0⟩




− 1

ln
(

a
a0

)




s+1

, (4.33)
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where amplitudes a0 and their mean ⟨a0⟩ are specified at reference position. The average pulse
amplitude at radial position x > 0 is

⟨a⟩(x) = 2⟨a0⟩
Γ(s)

(
sx

⟨v⟩τq

)s/2

Ks

(
2

√
sx

⟨v⟩τq

)
,

where K here denote modified Bessel function of the second kind (see Appendix A). Figure 25
shows how the shape parameter s affects the average pulse durations and amplitudes at some
radial position x while holding the linear damping to be ⟨v⟩τq/⟨ℓ⟩ = 10 and in the absence of linear
damping. Figure 26 emphasize that the statistical averages are nearly the same as for the base
case when s is large. Moreover, in the the absence of linear damping the average pulse duration
goes to infinity for s < 1, which is consistent with what have been stated above.
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Figure 25: Average pulse duration presented with semi-logarithmic plot and average amplitude at nor-
malized radial position x/⟨ℓ⟩ given by equations (4.31) and (4.3), respectively, as a function of the shape
parameter s for a Gamma distribution of pulse velocities. The black dashed line indicate the base case
with fixed pulse velocities.
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Figure 26: Average pulse duration and average amplitude at normalized radial position x/⟨ℓ⟩ given by
equations (4.31) and (4.3), respectively, as a function of the shape parameter s for a Gamma distribution
of pulse velocities. The black dashed line indicate the base case with fixed pulse velocities.

In figure 27, the numerical calculation of the amplitude distribution given by equation (4.33)
normalized by average pulse amplitude given by equation (4.3) at different radial positions is
presented both for s = 2 (left panel) and s = 5 (right panel). All the main features of amplitude
distribution discussed in previous subsection are naturally accounted for. Noteworthy is that for
s = 2 the small amplitudes have a higher probability at large x when compared to the the case
s = 5. This is of course agreeing with a change in the shape of pulse velocity distribution, where
the smaller values of s gives a large number of slower pulses.

In figure 28 the average pulse and linear correlation coefficient between pulse durations and
amplitudes as function of radial position are presented for two different values of the shape pa-
rameter s. The dashed black line corresponds to radial profiles in the case of a continuous uniform
distribution of pulse velocities with w = 0.9. Noteworthy is that the average amplitude decay
sharply and the linear correlation profile is steeper for small x for the case s = 2 when compared
to a broad uniform distribution of pulse velocities.
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Figure 27: Probability distribution function of the pulse amplitudes for a Gamma distribution of pulse
velocities at different radial positions for two different values of the shape parameter s. The full black line
indicates exponentially distributed amplitudes at the reference position x = 0.
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Figure 28: (left panel) Average pulse amplitude as function of radial position for a Gamma distribution
of pulse velocities with different values of the shape parameter s. The full black line corresponds to the
radial profile of the average amplitudes for a degenerate distribution of pulse velocities. (right panel)
Radial profile of the linear correlation coefficient between pulse durations and amplitudes for a Gamma
distribution of pulse velocities for different values of the shape parameter s.

In figure 29, radial profiles of the lowest order statistical moments of the process with Gamma
distributed velocities for different values of the shape parameter s are presented. It is useful to
notice that the lower values of the shape parameter s result in steeping of the average profile
for small x same as for profile e-folding length shown in figure 30. This is expected since there
is a large number of slow pulses present for s close to unity (see figure 24). There is a reduced
relative fluctuation level as well as skewness and flatness moments for small x, while this quantities
increase rapidly radially outwards similarly to uniform distribution of pulse velocities. The slightly
increased values of this quantities at x = 10 compared to the case of uniform distribution of pulse
velocities are observed.
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Figure 29: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) for a Gamma distribution of pulse velocities with shape param-
eter s. Markers correspond to the simulation results while curves corresponds to numerically evaluated
cumulants given by equation (2.59). The full black line indicates the radial profiles for a Gamma distribu-
tion of pulse velocities with shape parameter s = 3/2. The black dashed line indicates the radial profiles
for a degenerate distribution of pulse velocities.
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Figure 30: Comparison of the scale length profiles for a continuous uniform distribution with the width
parameter w = 0.9 and a Gamma distribution for three different values of the shape parameter s of
the pulse velocities. Here (G ) stand for a Gamma distribution and (U ) stand for a continuous uniform
distribution.

The probability distribution function of the normalized process at different radial positions is
presented in figure 31 for two different values of the shape parameter s. At the reference position
x = 0, the process is Gamma distributed with shape parameter given by the shape parameter γ
given by γ = τd/τw. For s = 2 the shape parameter is 14.03 and for s = 5 the shape is 10.797.
Clearly, the estimated by maximum likelihood method γ parameter is consistent with theory.

The auto-correlation function and power spectral density at different radial positions for the
normalized process are presented in figure 32 for various values of the shape parameter s. The time
characteristics are similar to the case for a continuous uniform distribution of pulse velocities.
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Figure 31: Probability distribution functions of the normalized process with Gamma distributed pulse
velocities for different values of the shape parameter s. The black dashed line indicates a Gamma distri-
bution with estimated shape parameter γ.
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Figure 32: Auto-correlation function and power spectral density of the normalized process for different
radial position with Gamma distributed pulse velocities for two different values of the shape parameter s.
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4.4 Truncated exponentially distributed pulse velocities

As discussed in subsection 2.3, the marginal probability distribution of the pulse velocities should
decay fast enough to zero for arbitrarily small velocities in order for the cumulant to exist. With
this requirement in mind, consider a truncated exponential distribution of pulse velocities,

⟨v⟩Pv(v; ⟨v⟩, α) =





1

(1− β)
exp

(
− v − β⟨v⟩
⟨v⟩(1− β)

)
, if v ⩾ β⟨v⟩,

0, otherwise,
(4.34)

where β⟨v⟩ is the minimum pulse velocity.
The pulse durations given by equation (2.46) are distributed according to

⟨v⟩
⟨ℓ⟩Pτ (τ ; ⟨v⟩, ⟨ℓ⟩, β) =

1

(1− β)

1

τ2
exp



τ − τq

(
1− β ⟨v⟩

⟨ℓ⟩ τ
)

⟨v⟩
⟨ℓ⟩ τq(1− α)τ


, (4.35)

for duration in the range 0 < τ ⩽ τmax, where τmax = τq⟨ℓ⟩/(β⟨v⟩τq + ⟨ℓ⟩) is the maximum
duration time. The truncated exponential velocity distribution and the corresponding duration
time distribution are presented in figure 33 for various values of truncation parameter β.
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Figure 33: Marginal probability distribution function for the pulse velocities and duration times given
by equations (4.34) and (4.35), respectively, for different values of truncation parameter β for a truncated
exponential distribution of pulse velocities.

The average pulse duration is

τd =
⟨ℓ⟩

⟨v⟩(β − 1)
exp


 1 + β ⟨v⟩

⟨ℓ⟩ τq
⟨v⟩
⟨ℓ⟩ τq(1− β)


Ei


−

1 + β ⟨v⟩
⟨ℓ⟩ τq

⟨v⟩
⟨ℓ⟩ τq(1− β)


, (4.36)

where Ei here denotes the exponential integral function (see Appendix A). In the limit β → 1, the
average pulse duration is the same as for the case of a degenerate distribution of velocities. In the
absence of linear damping, the average pulse duration takes form

lim
⟨v⟩τq/⟨ℓ⟩→∞

τd =
⟨ℓ⟩

⟨v⟩(β − 1)
exp

(
β

1− β

)
Ei

(
β

1− β

)
. (4.37)

The average pulse duration is presented for ⟨v⟩τq/⟨ℓ⟩ = 10 and ⟨v⟩τq/⟨ℓ⟩ → ∞ in figure 34 (left
panel). For large ⟨v⟩τq/⟨ℓ⟩ and as β approaches zero, the pulse duration can be much longer than
τmax. Clearly, in the absence of linear damping, the maximum pulse duration becomes infinitely
large, since the exponential integral in the equation (4.37) in the limit β → 0 is undefined.

The distribution of pulse amplitudes at some normalized radial position is given by the product
convolution between random variables a0 and one obtained by transforming pulse velocities which
are truncated exponentially distributed, y = exp(−x/(vτq)), (see Appendix D),

⟨a0⟩Pa(a) =

x/⟨ℓ⟩
⟨v⟩(1− β)τq a

∫ a exp
(

(x/⟨ℓ⟩)
β⟨v⟩τq

)

a

da0 ln−2

(
a

a0

)
exp



x/⟨ℓ⟩+ β⟨v⟩τq ln

(
a
a0

)

⟨v⟩τq(1− β) ln
(

a
a0

) − a0
⟨a0⟩


, (4.38)
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where amplitudes a0 and their mean ⟨a0⟩ are specified at the reference position x = 0. In this
case, a closed analytical expression for average amplitude is not possible to find. Therefore, the
average is given by numerical evaluation of the integral over the distribution defined by equation
(4.38) as illustrated in left panel of figure 35. For β = 0.8, the average amplitude profile is close
to exponential with e-folding length ⟨v⟩τq which is same as for the case with constant velocities,
whereas average amplitude decay much faster radially outwards for β = 0.1. The numerical
estimation of amplitude distribution given by equation (4.38) normalized by numerically calculated
average amplitude for β = 0.1 is presented in right panel of figure 35. There is a similar behaviour
with cases considered above for large x, characterized by a strongly peaked distribution for the
arbitrarily small amplitudes.
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Figure 34: (left panel) Average pulse duration given by equation (4.36) as function of truncation parameter
β for a truncated exponential distribution of pulse velocities. The black dashed line indicates the average
pulse duration for a degenerate distribution of pulse velocities for ⟨v⟩τq/⟨ℓ⟩ = 10. (right panel) Radial
profile of the linear correlation coefficient between pulse durations and amplitudes for an exponential
distribution of pulse velocities with three different truncation parameters β.

The linear correlation between durations and amplitudes for an exponential distribution of pulse
velocities for three different values of the truncation parameter β is presented in figure 34 (right
panel) as function of radial position x. As expected, for a broad distribution of pulse velocities the
strong correlation has been developed for large radial position.
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Figure 35: (left panel) Normalized average pulse amplitude as function of radial position for a truncated
exponential distribution of pulse velocities with truncated parameter β. (right panel) Probability density
function of the pulse amplitudes for a truncated exponential distribution of pulse velocities with truncation
parameter β = 0.1 at different radial positions.

In figure 36, the radial profiles of the lowest order moments obtained both from realizations
of the process and semi-analytical calculations, are presented for various values of truncation
parameter β. In this case there are more slow pulses with velocities close to vmin compared
to the uniform distribution but when comparing with Gamma distribution the arbitrarily small
velocities (very close to zero) are not present. In other words the minimum velocity for exponential
distribution is defined by the truncation parameter, while for Gamma distribution the velocities
smaller than this are present. Consequently, the increase in intermittency with radial position for
broad distribution of pulse velocities is more pronounced when this slow pulse have decayed (related
to slightly larger values of relative fluctuation level, skewness and flatness). The radial variation
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of profile length scale is presented in figure 37 for three different values of pulse velocities. For the
case β = 0.8, the average profile is nearly exponential and there is only weak radial variation of
the relative fluctuation level, skewness and flatness, this is again related to the fact that velocity
distribution is narrow and very close to degenerate distribution.
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Figure 36: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) for a truncated exponential distribution of pulse velocities for
different values of the truncation parameter β. Markers correspond to the results obtained from realizations
of the process while curves corresponds to numerically evaluated cumulants given by equation (2.59). The
black dashed line indicates the radial profiles for a degenerate distribution of pulse velocities.
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Figure 37: The scale length profiles for a exponential distribution of pulse velocities with three different
values of the truncation parameter β.

The PDFs for the normalized process at different radial positions are presented in figure 38. As
expected, for β = 0.1, the intermittency rapidly increases radially outwards, while for β = 0.8, the
intermittency level is roughly the same for all radial positions. As β increases, the intermittency
parameter γ at reference position x = 0 decreases as suggested by the radial profile of average pulse
duration (see figure 34) when rate parameter τw is fixed. The auto-correlation function as well as
the power spectral density of the normalized process at different radial positions are presented in
figure 39 for various values β. As was observed before, the broad distribution of pulse velocities
lead to a radial change in a characteristic time of ACFs. The shape of the power spectral density
is similar for all radial positions and the change only happen in an energy in the lower frequency
part for broad distribution of pulse velocities (that is β = 0.1).
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Figure 38: Probability distribution functions of the normalized process for truncated exponentially dis-
tributed pulse velocities for various values of the truncation parameter β. The black dashed line indicates
a Gamma distribution with estimated shape parameter γ.
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Figure 39: Auto-correlation function and power spectral density of the normalized process for different
radial position with truncated exponential distribution of pulse velocities with different values of the
truncation parameter β. The case β = 0.8 is compared to base the case of a degenerate distribution of
pulse velocities shown with the dashed black lines.
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4.5 Correlated scaling v ∼ aζ

Several regimes for blob propagation have suggested that the maximum radial blob velocity depends
as a power law on blob amplitude. This motivates to consider cases where velocity is given by v ∼ aζ0
for some scaling exponent ζ. It should be emphasized, however, that arbitrarily small amplitudes
result in pulses with arbitrarily small velocities. As discussed in section 2.3, the presence of
arbitrarily slow pulses will lead to the divergence of cumulants and extremely long pulse duration
times. Consequently, a lower truncated exponential distribution of amplitudes is considered and
given by

Pa0
(a0; ⟨a0⟩, α) =

{
1

⟨a0⟩(1−α) exp
(
− a0−α⟨a0⟩

⟨a0⟩(1−α)

)
, if a ⩾ α⟨a0⟩,

0, otherwise,
(4.39)

where α⟨a0⟩ is the minimum amplitude.
Given that velocities vary as a power of amplitudes, let us define a normalizing factor v0 that

ensures the requirement for a distribution of amplitude-dependent velocities to integrate to unity,
such that

v(a0) = v0

(
a0
⟨a0⟩

)ζ

. (4.40)

The inherent property of a mean of a normalized random variable puts a constraint on v0, namely,

⟨v⟩ =
∫ ∞

α⟨a0⟩
da0 v(a0)Pa0

(a0) = v0Γ

(
1 + ζ,

α

1− α

)
(1− α)ζ exp

(
α

1− α

)
,

yielding the expression for the normalization factor v0 as function of α and ζ,

v0 =
⟨v⟩

(1− α)ζ

exp
(
− α

1−α

)

Γ
(
1 + ζ, α

1−α

) , (4.41)

where Γ is an incomplete Gamma function (see Appendix A). By inserting the above expression
in (4.40), the velocities are given by

v

⟨v⟩ =
exp

(
− α

1−α

)

Γ
(
1 + ζ, α

1−α

) (1− α)−ζ

(
a0
⟨a0⟩

)ζ

. (4.42)

From this it follows that the pulse velocities are distributed according to

Pv(v; ⟨v⟩, α, ζ) =





(ζv0)
−1

(1−α)

(
v
v0

) 1−ζ
ζ

exp

(
− (v/v0)

1
ζ −α

1−β

)
, if v ⩾ vmin,

0, otherwise,

(4.43)

where vmin = v0 α
ζ is the minimum velocity. Recalling the definition of duration times given by

equation (2.46), the pulse durations are distributed according to

Pτ (τ ; ⟨ℓ⟩, ⟨v⟩, α, ζ) =
⟨ℓ⟩(ζv0)−1

(1− α)τ2

( ⟨ℓ⟩(τq − τ)

τqv0τ

) 1−ζ
ζ

exp


−

(
⟨ℓ⟩(τq−τ)

τqv0τ

) 1
ζ − α

1− α


, (4.44)

for durations in the range 0 < τ ⩽ τmax, where τmax = τq⟨ℓ⟩/(vminτq + ⟨ℓ⟩) is the maximum
duration. Distribution functions of pulse velocities given by (4.43) and durations given by (4.44)
for two different values of ζ are presented in figure 44 for α = 0.1, in figure 48 for α = 0.5 and in
figure 52 for α = 0.9.

For the special case of ζ = 1, the average pulse duration is

τd =
⟨ℓ⟩

⟨v⟩(1− α)
exp


 1 + ⟨v⟩

⟨ℓ⟩ τqα

⟨v⟩
⟨ℓ⟩ τq(1− α)


E1


 1 + ⟨v⟩

⟨ℓ⟩ τqα

⟨v⟩
⟨ℓ⟩ τq(1− α)


, (4.45)

where E1 is the exponential integral (see Appendix A). As α → 1, the average pulse duration is
the same as for the case with degenerate distribution of pulse velocities. For other values of the
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scaling exponent ζ the average pulse duration is not accessible in the closed-from. Integrating
duration times numerically with respect to the distribution (4.44) gives the average pulse duration
as illustrated in figure 40. As α → 1, it is evident that the average pulse duration is the same as
for a degenerate distribution of pulse velocities.
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τ d
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Figure 40: Calculated average pulse duration as function of truncation parameter α for ⟨v⟩τq/⟨ℓ⟩ = 10
and various exponents ζ. The case ζ = 1 is compared to equation (4.45) shown with the dashed black line.

Estimates of the average pulse amplitudes obtained from Monte Carlo simulations are presented
in figure 41 as function of radial position. In figure 41 (left panel), the exponent is ζ = 0.5 and
the truncation parameter α varies. Figure 41 (right panel) shows the radial profile for the linear
relation between velocities and amplitudes ζ = 1 and various values of α. For α = 0.9, the average
amplitude decays approximately exponentially with radial position and with scale length ⟨v⟩τq,
similar to the case for a degenerate distribution of pulse velocities.
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Figure 41: Estimated average pulse amplitude as function of radial position with velocities distributed
according to (4.43) for various values of α and ζ. The black dashed lines indicate the average pulse
amplitude for a degenerate distribution of pulse velocities.

In figure 43 the radial variation of the linear correlation coefficient between pulse amplitudes and
durations for various values of truncation parameter α and two different exponents ζ is presented.
Noteworthy is that there is a dependence between amplitudes and velocities at the reference position
x = 0, and thus the radial profiles of the linear correlation coefficient of course will be different from
cases considered before. For the case α = 0.9 when distribution of pulse velocities is very narrow
and thus very similar to degenerate distribution, there is a nearly perfect negative correlation at all
radial positions. This is quite contradicting result, since no linear correlation should be expected.
Interestingly, the linear correlation between amplitudes and durations weakens for large radial
positions for broad distribution of pulse velocities. The amplitude distribution have the similar
behaviour as was observed before and thus will be not presented here.
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Figure 42: Radial profile of estimated linear correlation coefficient between pulse durations and amplitudes
for various α and ζ.

In what follows, the radial profile of the lowest order moments, auto-correlation function and
frequency power spectral density for various values of the truncation parameter α will be described
separately. In figures 45 and 49, radial profiles of the lowest order statistical moments are presented
for two different values of the power-law scaling coefficient ζ. The dashed black indicate the base
case with a constant pulse velocity. Truncation parameter α = 0.9 gives a narrow distribution of
velocities ant thus profiles are similar to those of degenerate velocities, namely, the average profile
is nearly exponential and higher order moments have only weak variation with radial position x.
For this reason radial profiles corresponding to the case α = 0.9 are not presented. The radial
variation of the profile scale length is presented in figure 43 for various values of α and ζ. The
change in the length scale is most prominent for the case ζ = 1, while for ζ = 0.5 the change is very
smooth. Interestingly, the average profile in the case α = 0.8 becomes nearly broad, in consistence
that the scale length increases more rapidly throughout domain. For broad distribution of pulse
amplitudes (that is α = 0.9) and when velocities have a linear dependence with this amplitudes,
the the relative fluctuation level, skewness and flatness gives the largest values compared to all
the cases considered above (the intermittency of the process is very pronounced). The nuances of
radial profiles for considered case will be addressed in the following subsection.
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Figure 43: Radial variation of the scale length for a distribution of pulse velocities given by equation
(4.43) with truncation parameter α and power-law scaling coefficients ζ.

Probability distribution function of the normalized process with amplitude dependent velocities
at different radial positions are presented in figures 46, 50 and 53 for various α and ζ. The radial
change of intermittency is consistent with radial profiles of the lowest order statistical moments.
The fit to Gamma distribution have a good agreement to with PDFs at the reference position
x = 0. However, the increased shape parameter γ with truncation parameter α should be addressed,
but likely explanation is concerned with pulse amplitude distribution at x = 0 that is truncated
exponential distribution. Discussion will be given in the following subsection.

The auto-correlations functions and corresponding power spectral densities are presented in
figures 47 and 51. It should be noted that for the case ζ = 0.5 the ACFs and PSDs have only weak
radial variation, while for the case ζ = 1 this change in characteristic time of ACFs and energy in
lower-part frequency is clearly evident.
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Case α = 0.1
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Figure 44: Marginal probability distribution function for the pulse velocities and duration times given by
equations (4.43) and (4.44), respectively, with truncation parameter α = 0.1 and two different values of ζ.
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Figure 45: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) for a distribution of pulse velocities given by equation (4.43) with
truncation parameter α = 0.1 and two different values of ζ. The black dashed lines indicate the radial
profiles for a degenerate distribution of pulse velocities.
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Figure 46: Probability distribution function of the normalized process with velocities distributed according
equation (4.43) with truncation parameter α = 0.1 and two different values of ζ for different radial positions.
The black dashed line indicates a Gamma distribution with estimated shape parameter γ.
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Figure 47: Auto-correlation function and power spectral density for the normalized process for different
radial positions with velocities distributed according equation (4.43) with truncation parameter α = 0.1
and two different values of ζ.
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Case α = 0.5
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Figure 48: Marginal probability distribution function for the pulse velocities and duration times given by
equations (4.43) and (4.44), respectively, with truncation parameter α = 0.5 and two different values of ζ.
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Figure 49: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) for a distribution of pulse velocities given by equation (4.43) with
truncation parameter α = 0.5 and two different values of ζ. The black dashed line indicates the radial
profiles for a degenerate distribution of pulse velocities.
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Figure 50: Probability distribution function of the normalized process with velocities distributed according
equation (4.43) with truncation parameter α = 0.5 and two different values of ζ for different radial positions.
The black dashed line indicates a Gamma distribution with estimated shape parameter γ.
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Figure 51: Auto-correlation function and power spectral density for the normalized process for different
radial position with velocities distributed according equation (4.43) with truncation parameter α = 0.5
and two different values of ζ.
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Case α = 0.9
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Figure 52: Marginal probability distribution function for the pulse velocities and duration times given by
equations (4.43) and (4.44), respectively, with truncation parameter α = 0.9 and two different values of ζ.
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Figure 53: Probability distribution function of the normalized process with velocities distributed according
equation (4.43) with truncation parameter α = 0.9 and two different values of ζ for different radial positions.
The black dashed line indicates a Gamma distribution with estimated shape parameter γ.
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4.6 Discussion

In the present section, the process based on a super-position of radially propagating exponential
pulses has been investigated for exponential distribution of amplitudes and different distributions
of pulse velocities; discrete and continuous uniform distribution of velocities, Gamma distributed
velocities and exponentially distributed velocities with truncation. For all of these, radial profiles
of the average, relative fluctuation level, skewness and flatness moments of the resulting process
are presented. It is evident that for a broad distribution of pulse velocities, the average profile
is steep for small x and has a longer scale lengths for large x, where it is dominated by the fast
pulses. Such behaviour is associated with reduced relative fluctuation level, skewness and flatness
for small x, while for large x these quantities increase radially outwards.

In addition, the case with power-law relation between amplitudes and velocities is presented.
As discussed in section 2, the divergence of cumulants due to arbitrarily slow pulses will not allowed
the exponentially distribution of pulse amplitudes and the lower-truncated exponential distribution
of amplitudes is considered instead. The pronounced effect of correlation on radial profiles of the
lowest order statistical moments is evident. To examine this in more detail, consider that both
pulse velocities and amplitudes are exponentially distributed with the same truncation parameter
α as, for example, given by equation (4.39). It should be emphasized that this is equivalent to

the case v ∼ aζ0 with exponent parameter ζ = 1, but amplitudes and velocities are uncorrelated.
Figure 54 illustrates the radial profiles for the uncorrelated as well as correlated cases for two
different values of the truncation parameter α and demonstrates the role of the correlation on the
statistical properties of a process. The average value is smaller and, consequently, the relative
fluctuation level, skewness and flatness moments are larger compared to the case with constant
velocity, in contrast to the uncorrelated case, or in general to the case for a random distribution of
pulse velocities. When all input parameters are specified at reference position, there is one possible
explanation describing such behaviour. After single pulse arrive at reference time tk at the reference
position x = 0 its propagates radially and how much tail is left behind in time depends on how
much pulse has been damp (recall that there is an exponential damping of the pulse amplitude
with e-folding length vτq). In the case of the amplitude dependent velocities, the pulses with
larger (smaller) amplitude/velocity give flatter (steeper) contributions to the profiles and are also
associated with larger (smaller) relative fluctuation level, skewness and flatness moments. For a
broad distribution of pulse amplitudes, the contribution of fast pulses stay longer for small x and
counteracts a steeping of the average profile associated with slow pulses. For large x, the average
profile has even longer scale length when compared to uncorrelated case again attributed to the
competition between fast pulses and a bit slower pulses. Associated with this variation for the
average profile is an increased relative fluctuation level as well as skewness and flatness moments
at all radial position when compared to the uncorrelated case.
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Figure 54: Comparison of the radial profiles of the lowest order statistical moments. Solid lines correspond
to profiles shown in figures 45 and 49 with the power-law coefficient ζ = 1. Dashed lines correspond to the
profiles of the process for a truncated exponential distribution of the pulse velocities and amplitudes.

As discussed in the section 2, when end effects are neglected, the process retains its Poisson
property and therefore is a FPP process generalized to the the case of a random distribution of
pulse durations. Such process is characterized by the rate parameter τw, the pulse durations and
amplitudes, where the last are given by

τ =
τqℓ

vτq + ℓ
, a(x) = a0 exp

(
− x

vτq

)
.

The rate parameter τw and durations τ but amplitudes a are independent of the radial position
x. This identify that the are two mechanism by which the statistic of the process can change
radially; the pulse amplitudes will be modified by a broad distribution of pulse velocities, and the
exponential distribution specified at the reference position x = 0 will be altered at other positive
radial positions; a random velocity distribution will lead to build up linear correlation between
pulse durations and amplitudes.

It was addressed that the amplitude distribution at x ̸= 0 is implausible to find in closed form
for a continuous distribution of pulse velocities. However, its integral form can be found by product
convolution of amplitudes with specified at the reference position x = 0 and transformed velocities,
where transformation is given by exponent in amplitude equation. Further, the numerical estimates
indicate that the probability distribution functions can be well approximated by the Gamma-
Pareto distributions type as illustrated in figures 55 and 56. Here the PDFs are normalized by
average amplitude for corresponding radial position, to emphasize the radial change of shape. The
estimations of shape parameter for Gamma and Pareto distributions has been performed by least
squares method. For x > 0, the amplitude distribution transit from exponential distribution to
approximately a Gamma distribution with shape parameter smaller than unity. Moreover, the
shape parameter will further decrease to zero with increasing radial position. For very large x
amplitudes follow a a−α power law i.e. Pareto distribution. This findings can be interpreted as
follows: the process at large radial positions will be dominated by the fast pulses which have large
amplitudes due to their short radial transit times. At the same time, the slow pulse amplitude
attenuation leads to a higher probability for small pulse amplitudes. Such a change of shape in
the amplitude distribution leads to changes in statistical moments, even if the average amplitude
is kept constant.
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Figure 55: Numerically evaluated probability distribution of the pulse amplitudes for a continuous uniform
distribution of pulse velocities with with width parameter w = 0.9 (left panel) and for an exponential
distribution of pulse velocities with truncation parameter β = 0.1 at different radial positions presented in
log-log plot. The black dashed lines indicate a Gamma (G ) distribution with estimated shape parameter
α. The estimated shape parameters are presented in the inset.
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Figure 56: Numerically evaluated probability density function of the pulse amplitudes for a Gamma
distribution of pulse velocities with shape parameter s = 2 at different radial positions. The black dashed
lines indicate a Gamma (G ) or Pareto (P) distributions with estimated shape parameter α, respectively.
The estimated shape parameters are presented in the inset.

To illustrate this effect, consider a super-position of uncorrelated pulses with a Gamma ampli-
tude distribution with shape parameter α,

⟨a⟩Pa(a; ⟨a⟩, s) =
α

Γ(α)

(
αa

⟨a⟩

)α−1

exp

(
−αa

⟨a⟩

)
, a > 0. (4.46)

Neglecting correlations between pulse amplitudes and durations, the first four moments of the FPP
are given by

⟨Φ⟩ = γ⟨a⟩, (4.47a)

Φrms

⟨Φ⟩ =
1

γ1/2

(
α+ 1

2α

)1/2

, (4.47b)

SΦ =
23/2

3γ1/2

α+ 2

[α(α+ 1)]1/2
, (4.47c)

FΦ =
1

γ

(α+ 2)(α+ 3)

α(α+ 1)
. (4.47d)

This shows that both the degree of pulse overlap, determined by γ, and the shape parameter s of
the amplitude distribution determines the degree of intermittency. For small α, the intermittency
of the process is much stronger than for an exponential amplitude distribution, corresponding for
α = 1.

As another relevant case, consider a super-position of uncorrelated pulses with a truncated
Pareto amplitude distribution with shape parameter α. The distribution and its moments are
given by

Pa(a;α, β, ⟨a⟩) = βa−α, a↓ ⩽ a ⩽ a↑, (4.48a)

⟨an⟩ = β an+1−α
↓

1−∆α−n−1

α− n− 1
, α ̸= 1, n+ 1, (4.48b)
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where the parameters with appropriate normalization are given by

a↓ = ⟨a⟩ (α− 2)

(α− 1)

(1−∆α−1)

(1−∆α−2)
,

a↑ = a↓∆
−1,

β =
α− 1

1−∆α−1
aα−1
↓ .

Here ∆ = a↓/a↑ is the width parameter of the distribution, where a↓ is the minimum pulse
amplitude, a↑ is the maximum pulse amplitude and n is the order of raw moments. The advantage
of introducing the truncated Pareto distribution rather than standard Pareto distribution, is that
all its moments will always exist. It is noteworthy that for the values α = 1 and α = n + 1,
moments given by (4.48b) do not hold directly but can be found by making use of well-defined
limits

lim
α→1

1−∆α−1

α− 1
= lim

α→n+1

1−∆α−n−1

α− n− 1
= ln∆−1. (4.50)

The lowest order moments of the FPP are given by

⟨Φ⟩ = γ⟨a⟩, (4.51a)

Φrms

⟨Φ⟩ =
1

γ1/2

α− 2

1−∆α−2

[
(1−∆α−1)(1−∆α−3)

2(α− 1)(α− 3)

]1/2
, (4.51b)

SΦ =
23/2

3γ1/2

(α− 3)(1−∆α−4)

(α− 4)(1−∆α−3)

[
(α− 3)(1−∆α−1)

(α− 1)(1−∆α−3)

]1/2
, (4.51c)

FΦ =
1

γ

(1−∆α−1)(1−∆α−5)

(α− 1)(α− 5)

[
α− 3

1−∆α−3

]2
. (4.51d)

As expected, both pulse overlap and the amplitude shape parameter determine intermittency level
for the process.
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Figure 57: (top row) Statistical moments of the FPP as function of the shape parameter α for a truncated
Pareto distribution of amplitudes with width parameter ∆ = {10−2, 10−3}. Black dashed lines give sta-
tistical moments for an exponential amplitude distribution. (bottom row) Statistical moments as function
of the width parameter ∆ for a truncated Pareto distribution of amplitudes with shape parameter α that
gives sharp peak in the top row.

It is clear from figure 57 that for a broad distribution of amplitudes, the shape parameter in
the approximate range 1 < α < n + 1, where n is a highest order of the corresponding statistical
moment (for example skewness gives n = 3), leads to a stronger intermittency of the process in
comparison to an exponential amplitude distribution.

An additional mechanism that contributes to the radial variation of statistical properties of
the process is the build up of correlation between amplitudes and durations as x increases. The
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reason for this is an exponential decay of the pulse amplitudes in the presence of linear damping
and that durations and amplitudes get correlated by a velocity distribution. In particular, for
a non-degenerate distribution of velocities, pulses with larger (smaller) velocities will have larger
(smaller) amplitudes and duration times. In order to illustrate this, the linear correlation coefficient
between pulse durations and amplitudes was presented for considered velocity distributions as a
function of the radial position x. It reveals strongly negative correlation for a broad distribution
of pulse velocities at large radial positions which will further strengthen the intermittency level of
the process. Based, on all mentioned above, it is anticipated that a broad distribution of pulse
velocities leads to a non-exponential profiles and a change in the pulse amplitude statistics and
their correlation with pulse durations.

The probability distribution function for the normalized process is presented for a random
distribution of pulse velocities. For exponentially distributed pulse amplitudes independent of
pulse sizes and velocities, the distribution PΦ̃ is a Gamma distribution and radially outwards
becomes strongly skewed and flattened with an exponential tail towards large fluctuations. For
lower-truncated exponential distribution of pulse amplitudes it is found that as the truncation
parameter α increases, the distribution of the process at the reference position is more symmetric
and Gaussian-like (characterized by low intermittency level) likely ascribed to changes in amplitude
distribution. In the case of amplitudes distributed according to (4.39), the closed-form expression
of a distribution of the process (plausibly) can not be found, as it was in the case of exponentially
distributed amplitudes (that is a Gamma-distributed process). It also worth to note that the PDF
of the process can be well approximated by Gamma distribution as illustrated in figures 46, 50
and 53. For the purpose of illustration, consider the FPP process with truncated exponential
distribution of amplitudes. The lowest order statistical moments are given by

⟨an⟩ = [⟨a⟩(1− α)]n exp

(
α⟨a⟩

⟨a⟩(1− α)

)
Γ

(
n+ 1,

α⟨a⟩
⟨a⟩(1− α)

)
, (4.52)

where Γ here is an incomplete Gamma function (see Appendix A). This gives the relative fluctuation
level as well as skewness and flatness moments but mean value, ⟨Φ⟩ = γ⟨a⟩, dependent on the
parameter α, as shown in figure 58.
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Figure 58: Statistical moments as function of parameter α for a truncated exponential distribution of
amplitudes. Black dashed lines give statistical moments for an exponential amplitude distribution.

For α = 0, this is equivalent to the exponential distribution validated by dashed black line.
However, as α increase, there is a significant fall in relative fluctuation level, skewness and flatness.
As α → 1, this is the same as for degenerate distribution of amplitudes. In order to validate this
asymptotic limit, uniform distribution of pulse amplitudes can be considered, where the first four
moments of such FPP process are given by

Φrms

⟨Φ⟩ =
1

γ1/2

(
w2 + 3

6

)1/2

, SΦ =
63/2

3γ1/2

w2 + 1

(w2 + 3)3/2
, FΦ =

36

20γ

w4 + 10w2 + 5

(w2 + 3)2
. (4.53)

In the limit w → 0, that is the case for constant amplitude, this gives Φrms/⟨Φ⟩ = 1/(2γ)1/2,
SΦ = 23/2/(3γ1/2) and FΦ = 1/γ which is consistent with limiting case shown by dashed and
dotted lines.

The auto-correlation function and power spectral density for the normalized process are also
presented for a random distribution of pulse velocities. In general, the auto-correlation function is a
two-sided decaying exponential function and the power spectral density has a Lorentzian shape and
falls as f −2, which is follows from assuming an one-sided exponential pulses. A broad distribution
of pulse velocities leads to a significant change in an e-folding time of an auto-correlation function
and a decrease of the energy in the low-frequency part of the spectrum radially outwards.
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5 Time-dependent pulse velocities

The model with time-independent velocities diverges for negative radial positions x < 0 if velocities
are allowed to be arbitrarily small. The reason for this divergence is that at negative distances the
amplitudes of the pulses with velocity v grows as exp[−x/(τqv)], therefore slow moving pulses can
become arbitrarily large. This is not physical, since it is expected that large amplitude pulses will
have large radial velocities. For this reason it is necessary to formulate a model in which pulses
move slower as the amplitude decreases for positive radial positions, and they move faster as their
amplitude increases for negative radial positions. With this motivation, consider velocities that
are given by a power law dependence on instantaneous amplitude,

Vk(t) = v0

(
Ak(t)

⟨a0⟩

)ζ

, (5.1)

where one should recall definition of instantaneous pulse amplitude (2.30),

Ak(t) = ak,0 exp

(
− t− tk

τq

)
.

Importantly, here v0 is a constant and ak,0 are initial pulse amplitudes specified at reference position
x = 0.

Stagnation of pulses

The radial position of a pulse is given by

Xk(t) =

∫ t

tk

dt′Vk(t
′) =

v0τqa
ζ
k,0

ζ⟨a0⟩ζ
[
1− exp

(
−ζ(t− tk)

τq

)]
.

As t → ∞ the pulse position approaches

Xk,max =
v0τqa

ζ
k,0

ζ⟨a0⟩ζ
. (5.2)

The time it takes for pulse k to reach the radial position x is Tk(x)

Tk(x) = tk − τq
ζ
ln

(
1− ζ⟨a0⟩ζx

v0τqa
ζ
k,0

)
. (5.3)

For large radial positions x, the argument in the logarithm becomes negative. The reason is that
the pulses have decayed before reaching such position. Under this consideration, the expected
number of pulses arriving at the radial position x can be written as

⟨K⟩(x) = T

τw(0)

〈
Θ

(
v0τqa

ζ
k,0

ζ⟨a0⟩ζ
− x

)〉
, (5.4)

where Θ is a Heaviside step function. Here Heaviside function emphasize that for some radial
position x, pulse with initial velocity ∼ aζ0 will stagnate and will not contribute to the moments
of the process. When pulses are assumed to be uncorrelated in the stationary limit T → ∞, the
arrival times at the radial position x > 0 will also follow a Poisson process with an increased
waiting time

τw(0)

τw(x)
=

〈
Θ

(
vτqa

ζ
k,0

ζ⟨a0⟩ζ
− x

)〉
, (5.5)

In particular, assuming exponentially distributed pulse amplitudes and degenerate pulse velocities,
the expression takes the form

τw(x) = τw(0) exp

[(
ζx

v0τq

) 1
ζ

]
. (5.6)

For ζ = 1, there is an exponential growth of the average waiting time, with a characteristic length
given by the product v0τq. Consequently, the loss of pulses due to stagnation will result in an
increasing waiting time.
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5.1 Exponential pulse amplitude distribution

As was discussed in section 2, the model for time-independent velocities is mathematically ill-
defined for the negative radial positions if arbitrarily small velocities are present. However, the
divergence of the model can be regularized by considering that the velocities are given by (5.1).

Therefore, in contrast to the time-independent case v ∼ aζ0, a requirement of a truncated exponen-
tial distribution of initial pulse amplitudes can be relaxed. Given that pulse arrives at x = 0 at
reference time t = tk, the exponential factor in (5.1) is equal to unity, so that

V (t = tk) = v0

(
a0
⟨a0⟩

)ζ

, (5.7)

where constraint on v0 can be determined by

⟨V0⟩ =
∫ ∞

0

da0 V (t = tk)Pa0
(a0), (5.8)

here ⟨V0⟩ emphasize the average pulse velocity at the reference position x = 0. Therefore, velocities
with appropriate normalization are readily obtained as

V (t)

⟨V0⟩
=

1

Γ(1 + ζ)

(
Ak(t)

⟨a0⟩

)ζ

. (5.9)

It is straightforward to deduce that velocity distribution at the reference position is similar to one
given in equation 4.43 but the support is not restricted i.e. α → 0.

The average waiting time τw given by equation (5.6) is presented in figure 59 as function of
radial position for two different values of power-law scaling coefficients ζ. For ζ = 1, the waiting
time increase by factor 2.7 and provide that the large number of pulses have stagnated. While for
the case ζ = 0.5 the waiting time have only weak variation with radial position in considered range,
provide that most of the pulses have yet not been stagnated. In order to quantify this effect, the
radial position where pulses on average will be stagnated can be found and is given by integrating
equation (5.2) over amplitude distribution,

⟨Xmax⟩ =
⟨V0⟩τq

ζ
. (5.10)

It is to be noted that the position where pulse on average will stagnate increase with parallel transit
time and decrease with power-law scaling coefficient.
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Figure 59: Radial profile of the average waiting time for the time-dependent pulse velocities which are
degenerate distributed for various ζ.

The radial profiles of the average value, relative fluctuation level, skewness and flatness moments
are presented in figure 60 for realizations of the process (markers) with two different values of power-
law scaling coefficient ζ. For comparison the profiles for the case when velocities depends on initial
amplitude with truncation parameter α = 0.1 are shown by solid curves on the same figure (the
profile are equivalent to one presented in figure 45). The choice of α = 0.1 is motivated by the
fact that its gives a broad distribution of amplitudes. By expecting figure 60 it can be noted that
the average profiles for time-dependent velocities decay slower, and, consequently, the higher order
moments increase slower. At first glance this findings might look quite contradicting, since it is
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expected that the number of pulses contributing to the moments decrease largely for ζ = 1. One
reason is that on average pulse will stagnate at x = 10 for ζ = 1 and at x = 20 for ζ = 0.5. Thus,
it is evident that profiles are likely to dependent on several mechanisms at the same time. This
aspect will be addressed later in discussion.
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Figure 60: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) with pulse velocities dependent on the instantaneous amplitude
for two different values of the power-law coefficient ζ. Curves correspond to the radial profiles of the pulse
velocities given by power-law of the initial amplitude.

The probability distribution function of the normalized process at different radial positions
is presented in figure 61 for two different values of power-law scaling coefficient ζ. The shape
parameter γ has been estimated by fitting a Gamma distribution to the realizations at the reference
position x = 0 via maximum likelihood method. It is evident that the PDF of the realizations of
the process with time-dependent velocities can be well approximated by a Gamma distribution.
The slightly elevated tail of the PΦ̃ for the case ζ = 1 is observed. Nevertheless, radially outwards
the distribution function becomes strongly skewed and has nearly exponential tail towards large
fluctuation amplitudes. The same change in the shape of the PDF radially outwards has been
identified in previous section and is consistent with the radial profile of the lowest order statistical
moments presented in figure 60.

The normalized auto-correlation function and corresponding power spectrum are shown in figure
62 for the different radial positions x. The most striking feature is evident for auto-correlation
function for the case ζ = 0.5, where the e-folding time scale and energy in low-frequency part of
the spectrum increase slightly radially outwards. Thus this results might indicate weak long range
correlations for large x. Radially constant e-folding time scale for the case ζ = 1 scale is observed.
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Figure 61: Probability distribution function of the normalized process for degenerate distribution of pulse
velocities for various ζ. The black dashed line indicates a Gamma distribution with estimated shape
parameter γ.
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Figure 62: Auto-correlation and power spectral density functions of the normalized process at different
radial positions with an exponential amplitude distribution for different values of the power-law coefficient
ζ.
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5.2 Truncated exponential distribution of initial pulse amplitudes

In order to gain some insight into the effect of pulse velocities depending on its instantaneous
amplitude, consider the case for truncated exponentially distributed amplitudes. Noteworthy is
that at reference position x = 0 the statistical properties of the pulses are equivalent to the
correlated scaling case with time-independent velocities. The radial profile of the average waiting
time is given by integrating equation (5.5) over considered amplitude distribution

τw = τw(0) exp




(
ζx
v0τq

) 1
ζ − α

(1− α)


 , if α ⩽

(
ζx

vτq

) 1
ζ

, (5.11)

otherwise the waiting time τw(0) is the same. The average waiting time is shown in figure 63 as
function of radial position for two different values of the power-law scaling coefficients ζ = 0.5 (left
panel) and ζ = 1 (right panel). Interestingly, when the minimum initial amplitude is defined, the
process retain the constant pulse rate τw for x > 0, and eventually will increase to the same value
as for exponential distribution of pulse amplitudes at x = 10.
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Figure 63: Radial profile of the average waiting time for the time-dependent pulse velocities which are
degenerate distributed for various ζ.
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Figure 64: Radial profiles of the average value (top left), relative fluctuation level (top right), skewness
(bottom left) and flatness (bottom right) with pulse velocities dependent on the instantaneous amplitude
for two different values of the power-law coefficient ζ. Curves correspond to the radial profiles of the pulse
velocities given by power-law of the initial amplitude.

In figure 64 the radial profiles obtained from realizations of the process of the average value,
relative fluctuation level, skewness and flatness moments are presented for two different values of
power-law scaling coefficient ζ. The solid curves indicate case with time-independent velocities.
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Visually, the observed profiles are qualitatively similar to those given in previous subsection, but
the relative fluctuation level, skewness and flatness moments have slightly smaller values (the
intermittency is a bit weaker).

The probability distribution function of the normalized process at different radial positions is
presented in figure 65 for two different values of power-law scaling coefficient ζ. The parameter
γ has been estimated by fitting a Gamma distribution to the realizations of the process at the
reference position x = 0.
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Figure 65: Probability distribution function of the normalized process for truncated exponential amplitude
distribution for various ζ. The black dashed line indicates a Gamma distribution with estimated shape
parameter γ.

The normalized auto-correlation function and corresponding power spectrum are shown in
figure 66 for the different radial positions x. Evidently, the time characteristics of the process are
equivalent to the case presented in previous subsection.
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Figure 66: Auto-correlation and power spectral density functions of the normalized process at different
radial positions with truncated exponential amplitude distribution for α = 0.1 and different values of the
power-law scaling coefficient ζ.

5.3 Discussion

The model concerned in present section is accounted for a pulse velocity modification resulting
from the reduction of amplitude in the presence of linear damping. That is the case in which the
radial velocity of a pulse depends on the instantaneous amplitude, instead of just initial amplitude.
The important feature of this case attributed to pulse stagnation and increased relative fluctuation
level of the process due to the decrease of the number of pulses contributing to the moments and
increase of the average waiting time. However it wasn’t identify directly in case study given above
and thus required further analysis. In general, it is seen that the the scale length of the average
profile have only weak variation. Interestingly, it seems that scale length is longer for small x, which
is the opposite of what one have seen in section 4. However this findings is still can be supported
by the argument given in discussion of section 4. The pulses associated with larger (smaller) ampli-
tude/velocity give flatter (stepper) contributions to the profile and are also associated with larger
(smaller) relative fluctuation level, skewness and flatness moments. Whereas in case considered
here due to change in velocity distribution, the contribution of fast pulses stay (even longer) for
small x, but slow pulse contribution will be more pronounced for large x. The change in velocity
distribution can be illustrated, in the simplest case when amplitudes are exponentially distributed
at reference position and velocities have linear dependence with instantaneous amplitudes (that is
ζ = 1). By neglecting the evolution of pulse parameters, it is possible to estimate the velocities at
a fixed radial position x. By taking into account the time it takes pulse to reach the radial position
position x, the velocities at this radial position are given by

V (x) = v0

(
a0
⟨a0⟩

)
− x

τq
. (5.12)

Clearly, the velocity distribution is an exponential distribution shifted by factor −x/τq.
For the cases presented here, the probability density function of the normalized process can

be well approximated by a Gamma distribution at reference position x = 0. Radially outwards
distribution becomes strongly skewed and have heavy tail towards large amplitude fluctuations.
This is correspond to what have been found in previous section on time-independent velocities.

The auto-correlation function function and corresponding power spectral density were presented
in both cases. While the shape of ACFs and PSDs are consistent with assumption of one-sided
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exponential pulse function (double expontial decay of ACF and Lorentzian shape of PSD), the time
scale correlation change is remarkably different from what have been observed for time-independent
case. Clearly, there is some mechanism presented which counteracts the substantial e-folding time
decay for the case ζ = 1, and actually increase it for the case ζ = 0.5. The possible explanation
attributed to weak long range correlations for the case ζ = 0.5 may be connected to power-law
distributed pulse durations. It was demonstrated in the framework of a filtered Poisson process
with one-sided exponential pulse function how can a self-similar scaling of the 1/f β type emerge
from Pareto-distributed durations times [45]. This argument has a right to exist, since the change
in velocity distribution will clearly affect the duration times distribution.
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6 Conclusion and outlook

In this thesis, the statistical properties of a stochastic process based on a super-position of radially
propagating uncorrelated pulses have been investigated. Particular focus was placed on one-sided
exponential pulses and the implications of the distribution of pulse velocities, as well as their cor-
relation with amplitudes. Since analytic expressions of relevant statistics of the process associated
with the model described in the present work can be obtained only in simplified cases, the model
has been numerically implemented. Results obtained from the realizations of the process con-
firm the analytical and semi-analytical predictions given by the model. This allows claiming the
validity of the presented results. Moreover, the model has no time-dependent input parameters,
thus reducing over-fitting and improving interpretative capabilities. The time-dependence of pulse
velocities results from the amplitude reduction due to parallel transit time and is thus not involved
directly. The radial profiles of the lowest order statistical moments and important statistical av-
erages such as average duration time, average amplitude, and linear correlation coefficient were
presented. Moreover, the amplitude distribution, as well as distribution of normalized process, the
auto-correlation function and corresponding power spectral density at different radial positions,
were presented. The results show that a broad distribution of pulse velocities is sufficient to provide
radial variation of relevant statistics of the process. It was found that there is two mechanisms
that can change the statistics of the process radially. A change in the pulse amplitude statistics
(distribution and average value) and amplitudes correlation with pulse durations both arise from
considering a broad distribution of pulse velocities. Moreover, it is evident that the properties of
the pulses such as the correlation between amplitudes (both initial and instantaneous) and veloci-
ties play an important role in determining radial profiles, so that approaches based on mean pulse
properties can miss important effects. The model also capable to describe the phenomena of pulse
stagnation, which is observed in numerical simulation and imaging data.

In section 2, a stochastic model based on a super-position of pulses moving radially outwards in
a magnetized plasma has been presented. This accounted for random joint probability distribution
of pulse velocities, sizes and amplitudes. General results for the cumulants and requirement on
their existence, lowest order statistical moments and correlation functions for time-independent
velocities have been presented and closely follow manuscript [36].

In section 3, the numerical implementation of a stochastic model has been presented. The
requirement on sampling time and duration of time series have been provided.

Section 4 focused on the statistical properties of a stochastic process describing the radial motion
of one-sided exponential pulses with exponentially distributed amplitudes, fixed sizes and a random
distribution of velocities. A particular case motivated by numerical simulations when pulse velocity
scales with amplitude have been considered. For the cases of a discrete uniform distribution of
pulse, velocities closed-form expressions of statistical averages, radial average profile, distributions
of amplitudes and process itself, as well as auto-correlation function and corresponding power
spectrum were derived and presented. For a continuous distribution of pulse velocities, if possible
the semi-analytical (special functions are involved) expressions of the statistical averages of the
process were provided. In section 5, two simplest cases of time-dependent velocities have been
presented.

In conclusion, it should be emphasised, that the results are consistent compared to measurement
data from experiments on the TCV and Alcator C-Mod devices [7, 32]. In the former, the profiles
are steeper close to the separatrix, and tend to flatten at a certain distance from the separatrix
and close to the first wall in the far SOL, especially for the large line-averaged core plasma density
n̄e when profiles become broad. Moreover, it was found that large n̄e result in significantly larger
radial velocities. This is consistent with presented results for a broad distribution of filament (pulse)
velocities, result in a similar behaviour. Moreover, model is able to reproduce the characteristic
PDFs of plasma fluctuations and their radial variations.

6.1 Future work and prospects

Based on results found in this thesis, a number of ideas for future work can be proposed:

• The model can be further generalized so it can include distribution of parallel transit times,
and its implication can be studied for a random distribution of pulse velocities.

• Put some thought into possibility to define the velocity distribution, such that it can give
a closed form expression for amplitude distribution when initial amplitudes specified to be
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exponentially distributed. It will provide a strong argument when claim the universality of
amplitude distribution behaviour.

• More thorough investigation of the effect of correlation between pulse velocities and ampli-
tudes. Test for robustness concerning changes in the amplitude distributions can be per-
formed first. The two-sided exponential pulse function should be also considered in this
investigation. A better understanding about the role of correlation will compliment the
analysis of time-dependent velocities.

• Case with time-dependent velocities should be analyzed further to see the role of pulse
stagnation on statistical moments of the process. Most obvious approach is either increase
the length of radial domain or the strength of the parallel transit time.

• Consider the amplitude (instantaneous) dependent velocities with a random statistical dis-
tribution. The simplest case is to consider discrete uniform distribution of pulse velocities.
Some work have already been done on this topic, but more thoughts should be given to
correctly define statistical averages of the model parameters at the reference position.
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A Useful Functions, Integrals and Sums

Series expansion for exponential function

eλ = 1 + λ+
λ2

2!
+

λ3

3!
. . . =

∞∑

k=0

λk

k!
(A.1)

Useful sum concerning derivation of the auto-correlation function

∞∑

k=0

k(k − 1)p(k) =

∞∑

k=2

k(k − 1)
λke−λ

k!
= λ2e−λ

∞∑

k=2

λk−2

(k − 2)!
= λ2 (A.2)

Some special mathematical functions [46], these were used repeatedly throughout this thesis.

• The Gamma function defined by

Γ(z) =

∫ ∞

0

dt exp(−t)tz−1 (A.3)

• The upper incomplete Gamma function defined by

Γ(a, z) =

∫ ∞

z

dt exp(−t)ta−1 (A.4)

• The Exponential integral E1(z) is defined by

E1(z) =

∫ ∞

z

e−t/t dt, (A.5)

for z ̸= 0. For x > 0,

Ei(−x) = −
∫ ∞

x

e−t/t dt = −E1(x). (A.6)

Ei(x) is undefined when x = 0, or when x is not real.

• The Exponential integral is generalized to, for n = 0, 1, . . ., x > 0

En(z) =

∫ ∞

1

e−zt/tn dt (A.7)

where n is the order of the integral.

• The modified Bessel function of the first kind Iv(x) is a particular solution of the second-order
differential equation

x2y′′(x) + xy′(x)− (x2 + v2)y(x) = 0,

and it can be expressed by the infinite series

Iv(x) =

∞∑

n=0

1

n!Γ(v + n+ 1)

(x
2

)2n+v

.

While the modified Bessel function of the second kind Kv(x) is defined by

Kv(x) =
π(I−v(x)− Iv(x))

2 sin (πv)
, (A.8)

where the right-hand side of the identity of (A.8) is the limiting value in case v is an integer.
The integral form is given

Kv(x) =
1

2

(x
2

)v ∫ ∞

0

dt
e−t−(x2/4t)

tv+1
(A.9)
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B Advection and Characteristics

In the advection-dissipation model, the equation in question was

∂tϕk(x, t) + vk(t)∂xϕk(x, t) = − 1

τq
ϕk(x, t)

This equation is a first order linear PDE and can be solved using the method of characteristics.
The initial data is given by

ϕk(x, tk) = ak φ

(
x

ℓk

)
.

Let γ(s) = (x(s), t(s)) be a parameterized curve, where each point on the curve has velocity equal
to the scalar value of the vector field f(x, t) = (a(x, t), b(x, t)). This gives

dγ

ds
= f(γ(s)),

dx

ds
= a,

dt

ds
= b.

These are called the characteristic base curves. Let ϕk(x, t) be a solution of the advection-
dissipation model equation and define

ϕk(s) = ϕk(γ(s)) = ϕk(x(s), t(s)).

Then

dϕk(s)

ds
= ∂xϕk

dx

ds
+ ∂tϕk

dt

dx
= a∂xϕk + b∂tϕk

By letting b = 1 and a = vk(t) this can be used to solve the advection-dissipation equation.
However, this is not enough, the initial data also has to be satisfied. This can be done by introducing
a second curve parameterized by τ in which the initial data is imposed. This gives

ϕk(x(τ), t(τ)) = ak φ

(
x

ℓk

)
,

and thus
(x(τ), t(τ)) = (τ, tk),

must hold, for it to satisfy the initial data. In order to get a solution from this, it is necessary to
invert the system from being described in terms of s and τ to a system of x and t. This is only
possible if the Jacobian of the coordinate change in non-zero on the entire line where the initial
data is imposed.

Using this procedure, the problem can be reduced to solving a set of coupled ODEs, rather
than a PDE. Choosing parameterized curves

t = t(s, τ),

x = x(s, τ),

ϕk = ϕk(s, τ).

the characteristic base curves are given as

dt

ds
= 1, t(0, τ) = tk,

dx

ds
= vk(t), x(0, τ) = τ,

dϕk

ds
= −ϕk

τq
, ϕk(0, τ) = ak φ

(
τ

ℓk

)
.
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Then

∂τ t = 0, ∂τx = 1 at (0, τ) ⇒
∆(0, τ) = (vk∂τ t− ∂τx)|(0,τ) = −1 ̸= 0,

Thus, the Jacobian ∆ ̸= 0 along the entire initial curve, and the solution is valid.
Solving for the variable t gives:

dt

ds
= 1 ⇒ t = s+ t0(τ), t(0, τ) = tk ⇒ t0 = tk ⇒ t = s+ tk.

Observing that t = s+ tk, the equation for x can be solved by

dx

ds
= vk(t) ⇒ x(s, τ) = x0(τ) +

∫ s

0

ds′ vk(s
′ + tk)

Combining with the initial data

x(0, τ) = τ ⇒ x0(τ) = τ,

x(s, τ) = τ +

∫ s

0

ds′ vk(s
′ + tk).

By a change of variable σ = s+ tk, this can be rewritten into

x(s, τ) = τ +

∫ s+tk

tk

dσ vk(σ)

And the final equation in the system has the solution

ϕk(s, τ) = ϕk,0(τ) exp

(
− s

τq

)
,

which, by imposing the initial data, has the unique solution

ϕk(s, τ) = ak φ

(
τ

ℓk

)
exp

(
− s

τq

)
.

Since the conditions for the inverse function theorem holds, the equations

t = s+ tk,

x = τ +

∫ s+tk

tk

dσ vk(σ),

can be inverted to yield

s(x, t) = t− tk,

τ(x, t) = x−
∫ t

tk

dt′ vk(t
′) = x−Xk(t).

Consequently, the solution to the initial value problem is

ϕk(x, t) = ak exp

(
− t− tk

τq

)
φ

(
x−Xk(t)

ℓk

)
.

75



C RANDOM VARIABLE TRANSFORMATION

C Random variable transformation

When the probability distribution f(x) of random variable X is known, it may be desirable to find
the distribution of new random variable g(X), where function g must be a one-to-one transforma-
tion (refers as Borel function in literature).

Let X has probability distribution fX(x) and function g : R → R is monotone. Then the
probability distribution of random variable Y = g(X) is given by

fY (y) = fX(g−1(y))
∣∣(g−1(y))′

∣∣ . (C.1)

Scalar multiplication

Let X be a continuous random variable with PDF fX(x). Let Y = θX with θ > 0. Then

fY (y) =
1

θ
fx

(y
θ

)
. (C.2)

Power transformation

Let X be a continuous random variable with PDF fX(x). Let Y = X1/n. Then if n > 0,

fY (y) = n yn−1fX(yn), y > 0, (C.3)

while, if n < 0,
fY (y) = −n yn−1fX(yn). (C.4)

In the special case Y = 1/X = X−1, it gives inverse X distribution

fY (y) =
1

y2
fX

(
1

y

)
. (C.5)

Exponentiation

Let X be a continuous random variable with PDF fX(x). Let Y = exp(X). Then, for y > 0,

fY (y) =
1

y
fX(ln y). (C.6)
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D On the product of random variables

When the pulse ϕk arrive at position ξ, its amplitude becomes

aξk = ak exp

(
− ξ

τqvk

)

where the marginal probability distributions of amplitudes ak and velocities vk are specified at
reference position ξ = 0. In general, when the velocities are randomly distributed, the distribution
of pulse amplitudes aξk at ξ ̸= 0 will be different from one specified at the reference position.

Let X and Y be two independent random variables whose respective PDFs, f(x) and g(y),
are defined on R+. Consider a random variable Z constructed by a multiplication of these two
variables. It is then shown that the PDF of Z, h(z), is obtained as the Mellin convolution of f(x)
and g(y)

h(z) = f(x) ∗̂ g(y),
with the operator ∗̂ denoting Mellin convolution. Note that if f and g are PDFs, then h is also a
PDF defined on R+. And the integral representation

h(z) =

∫ ∞

0

dy

y
f

(
z

y

)
g(y) (D.1)

=

∫ ∞

0

dx

x
g
( z
x

)
f(x) (D.2)

since Mellin convolution is an associative and commutative operation [47]. In what follows, the
particular cases of the broad distribution of pulse velocities will be examined.

Uniformly distributed velocities:

Consider the marginal velocity distribution given by (4.22), then the reciprocal random variable
U = 1/V is distributed according to

pu(u) =
1

2s⟨v⟩ u
−2, v−1

max ⩽ u ⩽ v−1
min. (D.3)

Consider the transformation Y = exp
(
− ξ

τq
U
)
, the PDF of random variable Y becomes

fy(y) =
ξ

2s⟨v⟩τq
1

y ln2 y
, (D.4)

which is non-zero for ymin ⩽ y ⩽ ymax, where ymin/max = exp
[
−ξ/(vmin/maxτq)

]
.

It follows that the PDF of product random variable Z = XY , precisely the Mellin convolution
of fx(x) and fy(y), is given by

fz(z) =
ξ

2sτq
z−1

∫ z/ymin

z/ymax

dx e−x ln−2,
( z
x

)
, z > 0 (D.5)

where the limits of integration of x is determined from the relation

y =
z

x
x ⩾ 0, ymin ⩽ y ⩽ ymax.

Gamma distributed velocities:

The inverse Gamma distribution is defined as

pu(u) =
u−1

Γ(k)

(
k

u

)k

exp

(
−k

u

)
, u > 0. (D.6)

The transformed variable Y has distribution

fy(y) =
y−1

Γ(k)

(
ξk

τq

)k(
− 1

ln y

)1+k

exp

(
ξk

τq ln y

)
, (D.7)
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which is non-zero for 0 < y < 1. It follows that the PDF of product random variable Z = XY ,
the Mellin convolution of fx(x) and fy(y), is given by

fz(z) =
1

Γ(k)

(
ξk

τq

)k ∫ ∞

z

dx

(
− 1

ln(z/x)

)1+k

exp

(
ξk

τq ln(z/x)
− x

)
, z > 0 (D.8)

where the limits of integration of x is determined from the relation

y =
z

x
x ⩾ 0, 0 ⩽ y ⩽ 1.

Truncated exponentially distributed velocities:

Consider that the random variable V is distributed according (4.34), then its reciprocal U = 1/V
distributed according

pu(u) =
1

(1− α)

1

u2
exp

(
−u−1 − α

1− α

)
, 0 < u ⩽

1

α
, (D.9)

and zero otherwise. The transformed variable Y has distribution given by

fy(y) =
1

(1− α)

1

y ln2 y
exp

(
ln−1 y + α

1− α

)
, exp

(
− 1

α

)
⩽ y < 1 (D.10)

It follows that the PDF of product random variable Z = XY , is the Mellin convolution of fx(x)
and fy(y), is given by

fz(z) =
1

(1− α)

∫ z/ymin

z

dx
1

ln2 (z/x)
exp

(
ln−1 (z/x) + α

1− α

)
, z > 0, (D.11)

where the limits of integration of x is determined from the relation

y =
z

x
x ⩾ 0, ymin ⩽ y ⩽ 1.
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E Source code

The following Python code is used to generate synthetic process. Code for evaluating the statistics
does not provided here, as this is all done using standard and straight forward python libraries
and methods.

1 import numpy as np
2

3 c l a s s Filament :
4 ”””
5 pulseshape : s t r i n g
6 1−exp : one−s ided exponent i a l pu l s e
7 alpha : f l o a t
8 power−law c o e f i c i e n t d e f i n e the dependence on in s t an t eno i u s amplitude
9 ”””

10

11 de f i n i t ( s e l f , t r e f e r e n c e : f l o a t , amplitude : f l o a t , s i z e : f l o a t , v : f l o a t ,
f i l ament shape=’1−exp ’ , alpha =0.0) −> None :

12

13 s e l f . t r e f = t r e f e r e n c e
14 s e l f . amplitude = amplitude
15 s e l f . s i z e = s i z e
16 s e l f . v = v
17 s e l f . f i l ament shape = f i l ament shape
18 s e l f . dra inage = 10 .
19 s e l f . alpha = alpha
20 s e l f . t ime dependent v = True i f alpha > 0 .0 e l s e Fa l se
21 s e l f . op t im i za t i on s = True
22 # Option to enable op t im i za t i on s .
23 # Avoids dup l i c a t e computations when computing matr i ce s
24 # with i d e n t i c a l rows or columns .
25 s e l f . op t im i za t i on s = True
26

27 de f d i s c r e t i z e f i l am e n t ( s e l f , t : np . ndarray , x : np . ndarray ) −> np . ndarray :
28 # Computes the e n t i r e d i s c r e t i z e d f i l ament in i t s c on t r i bu t i on domain
29 i f s e l f . op t im i za t i on s :
30 ar r = s e l f . d r a i n ( t ) ∗ s e l f . f i l am e n t a r r i v a l ( t )
31 r e turn s e l f . amplitude ∗ s e l f . shape (x , t ) ∗ np . t i l e ( arr , ( t . shape [ 1 ] ,

1) ) .T
32 e l s e :
33 r e turn ( s e l f . amplitude ∗ s e l f . d r a i n ( t ) ∗ s e l f . shape (x , t ) ∗ s e l f .

f i l am e n t a r r i v a l ( t ) )
34

35 de f d r a i n ( s e l f , t : np . ndarray ) −> np . ndarray :
36 # Computes the dampening o f the f i l amen t s amplitude
37 i f s e l f . op t im i za t i on s :
38 r e turn np . exp(−( t [ : , 0 ] − s e l f . t r e f ) / s e l f . dra inage ) .T
39 e l s e :
40 r e turn np . exp(−( t − s e l f . t r e f ) / s e l f . dra inage )
41

42 de f f i l am e n t p o s i t i o n ( s e l f , t : np . ndarray ) −> np . ndarray :
43 # Cal cu l a t e s the p o s i t i o n s o f the f i l ament f o r the d i s c r e t i z e d t imes
44 i f s e l f . op t im i za t i on s :
45 i f s e l f . t ime dependent v i s Fa l se :
46 r e turn s e l f . v∗( t [ : , 0 ] − s e l f . t r e f )
47 e l s e :
48 e l s e :
49 r e turn s e l f . v∗ s e l f . dra inage / s e l f . alpha ∗ s e l f . amplitude ∗∗ s e l f . alpha ∗\
50 (1 − np . exp ( s e l f . a lpha / s e l f . dra inage ∗( s e l f . t r e f − t [ : , 0 ] ) ) )
51 e l s e :
52 i f s e l f . t ime dependent v i s Fa l se :
53 r e turn s e l f . v∗( t − s e l f . t r e f )
54 e l s e :
55 r e turn s e l f . v∗ s e l f . dra inage / s e l f . alpha ∗ s e l f . amplitude ∗∗ s e l f . alpha ∗\
56 (1 − np . exp ( s e l f . a lpha / s e l f . dra inage ∗( s e l f . t r e f − t ) ) )
57

58 de f shape ( s e l f , x : np . ndarray , t : np . ndarray ) −> np . ndarray :
59 i f s e l f . f i l ament shape == ’1−exp ’ :
60 # Creates the shape . The Heav i s ide func t i on i s here to make sure
61 # that the f i l ament has no cont ibut i on in r e g i on s i t has not yet reached .
62 i f s e l f . op t im i za t i on s :
63 f i l p o s = x − np . t i l e ( s e l f . f i l am e n t p o s i t i o n ( t ) , ( t . shape [ 1 ] , 1) )

.T
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64 r e turn np . exp ( f i l p o s / s e l f . s i z e ) ∗ np . h eav i s i d e ( − f i l p o s , 1)
65 e l s e :
66 r e turn np . exp ( ( x − s e l f . f i l am e n t p o s i t i o n ( t ) ) / s e l f . s i z e ) ∗ np .

h eav i s i d e (−(x − s e l f . f i l am e n t p o s i t i o n ( t ) ) , 1)
67

68 de f f i l am e n t a r r i v a l ( s e l f , t : np . ndarray ) −> np . ndarray :
69 i f s e l f . op t im i za t i on s :
70 r e turn np . h eav i s i d e ( t [ : , 0 ] − s e l f . t r e f , 1)
71 e l s e :
72 r e turn np . h eav i s i d e ( t − s e l f . t r e f , 1)

1 import numpy as np
2 from sc ipy . s p e c i a l import gamma, gammaincc
3 from tqdm import tqdm
4 from . f i l ament import Filament
5

6 c l a s s g e n e r a t e s y n t h e t i c s i g n a l :
7 ”””
8 Parameters
9 −−−−−−−−−−

10 Tend : f l o a t
11 Time length o f s i g n a l .
12 Pavl : Pavl = [Pa , Pl , Pv ]
13 Pa = [ average : f l o a t , ’ d i s t ’ : s t r i n g ]
14 Pl = [ average : f l o a t , ’ d i s t ’ : s t r i n g ]
15 Pv = [ average : f l o a t , s : f l o a t , ’ d i s t ’ : s t r i n g ]
16 Al l f e a t u r e s o f j o i n t d i s t r i b u t i o n .
17 dt : f l o a t
18 Time−s tep s i z e .
19 dx : f l o a t
20 Distance between two conse cu t i v e l o c a t i o n s .
21 dra inage : f l o a t
22 Pa r a l l e l t r a n s i e n t time by de f au l t 10 .
23 ”””
24 de f i n i t ( s e l f , Tend : f l o a t , i n v e r s e t w : f l o a t , Pavl : l i s t , dt : f l o a t=1e−1, dx :

f l o a t=1e−1, dra inage =10. , alpha =0.0) −> None :
25

26 s e l f .T=Tend
27 s e l f . dx=dx
28 s e l f . dt=dt
29 s e l f . i n v e r s e t w=inve r s e t w
30 s e l f . dra inage=dra inage
31 s e l f .K=in t ( s e l f .T∗ i n v e r s e t w )
32 s e l f . Pa=Pavl [ 0 ]
33 s e l f . Pl=Pavl [ 1 ]
34 s e l f . Pv=Pavl [ 2 ]
35 s e l f . alpha=alpha
36 s e l f . t ime dependent v = True i f alpha > 0 .0 e l s e Fa l se
37

38 s e l f . f i l amen t s =[ ]
39

40

41 de f r v d i s c r e t e (
42 s e l f ,
43 d i s t : s t r ,
44 s : f l o a t =0.5 ,
45 ) :
46 i f d i s t == ’ deg ’ :
47 r e turn np . ones ( s e l f .K)
48 e l i f d i s t == ’ 2v ’ :
49 r e turn np . random . cho i c e ([1− s , 1+s ] , s i z e=s e l f .K, p= [ 0 . 5 , 0 . 5 ] )
50 e l i f d i s t == ’ exp ’ :
51 r e turn np . random . exponent i a l ( s i z e=s e l f .K, s c a l e =1.0)
52 e l i f d i s t == ’ un i f ’ :
53 r e turn np . random . uniform ( low=1−s , high=1+s , s i z e=s e l f .K)
54 e l i f d i s t == ’gamma ’ :
55 r e turn np . random .gamma( s , 1/ s , s i z e=s e l f .K)
56 e l i f d i s t == ’ truncated exp ’ :
57 r e turn np . random . exponent i a l ( s i z e=s e l f .K, s c a l e=(1−s ) ) + s
58

59 de f samp l e f i l ament s ( s e l f ) :
60 t a r r i v a l = np . random . uniform ( low=0, high=s e l f .T, s i z e=s e l f .K)
61

62 ampl i tude s = s e l f . r v d i s c r e t e ( d i s t=s e l f . Pa [ 1 ] , s=s e l f . Pa [ 0 ] )
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63 s i z e s = s e l f . r v d i s c r e t e ( d i s t=s e l f . Pl )
64

65 d i s t l i s t V = [ ’ deg ’ , ’ 2v ’ , ’ un i f ’ , ’ exp ’ , ’ t runcated exp ’ , ’gamma ’ , ’
c o r r e l a t e d s c a l i n g ’ ]

66 a s s e r t ( s e l f . Pv [ 1 ] in d i s t l i s t V ) , ’ I nva l i d d i s t r i b u t i o n func t i on o f the
v e l o c i t i e s ’

67

68 i f s e l f . Pv[1]== ’ c o r r e l a t e d s c a l i n g ’ :
69 v e l o c i t i e s = 1/(gamma(1+ s e l f . Pv [ 0 ] ) ∗gammaincc(1+ s e l f . Pv [ 0 ] , s e l f . Pa

[0 ]/(1 − s e l f . Pa [ 0 ] ) ) ) ∗np . exp(− s e l f . Pa[0 ]/(1 − s e l f . Pa [ 0 ] ) )∗(1− s e l f . Pa [ 0 ] ) ∗∗(− s e l f .
Pv [ 0 ] ) ∗( ampl i tude s ) ∗∗ s e l f . Pv [ 0 ]

70 e l s e :
71 v e l o c i t i e s = s e l f . r v d i s c r e t e ( d i s t=s e l f . Pv [ 1 ] , s=s e l f . Pv [ 0 ] )
72 f o r k in range ( s e l f .K) :
73 s e l f . f i l amen t s . append (
74 Filament ( t a r r i v a l [ k ] , amp l i tude s [ k ] , s i z e s [ k ] , v e l o c i t i e s [

k ] , f i l ament shape=’1−exp ’ , alpha=s e l f . alpha )
75 )
76 r e turn
77

78 de f supe rpo s i ng f i l amen t s ( s e l f , e r r o r : f l o a t ) :
79

80 s e l f . s amp l e f i l ament s ( )
81

82 x = np . arange (0 , i n t (10/ s e l f . dx )+1)∗ s e l f . dx
83 t = np . arange (0 , i n t ( s e l f .T/ s e l f . dt )+1)∗ s e l f . dt
84

85 x , t = np . meshgrid (x , t )
86

87 Phi = np . z e r o s ( ( t . s i z e , x . s i z e ) )
88

89 f o r f in tqdm( s e l f . f i l amen t s ) :
90 # Sta r t i ng index o f c on t r i bu t i on o f cur r ent f i l ament
91 s t a r t = in t ( f . t r e f / s e l f . dt )
92 # Ending index o f c on t r i bu t i on o f cur r ent f i l ament .
93 # Based upon when l a r g e s t c on t r i bu t i on o f f i l ament
94 # i s below the ’ e r r o r ’− va r i a b l e s th r e sho ld
95 i f s e l f . t ime dependent v i s Fa l se :
96 stop = s t a r t + in t ((−np . l og ( e r r o r ) + x . s i z e ) /( s e l f . dt∗ f . v ) )
97 e l s e :
98 stop = s t a r t + in t ((− f . dra inage ∗ np . l og ( e r r o r / f . amplitude ) ) / s e l f

. dt )
99 # Adding va lue s o f the f i l ament in i t ’ s r eg i on o f c on t r i bu t i on

100 Phi [ s t a r t : stop , : ] += f . d i s c r e t i z e f i l am e n t (
101 t= t [ s t a r t : stop , : ] ,
102 x= x [ s t a r t : stop , : ]
103 )
104 r e turn Phi
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