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Abstract: Video monitoring and surveillance of commercial fisheries in world oceans has been
proposed by the governing bodies of several nations as a response to crimes such as overfishing.
Traditional video monitoring systems may not be suitable due to limitations in the offshore fishing en-
vironment, including low bandwidth, unstable satellite network connections and issues of preserving
the privacy of crew members. In this paper, we present Áika, a robust system for executing distributed
Artificial Intelligence (AI) applications on the edge. Áika provides engineers and researchers with
several building blocks in the form of Agents, which enable the expression of computation pipelines
and distributed applications with robustness and privacy guarantees. Agents are continuously mon-
itored by dedicated monitoring nodes, and provide applications with a distributed checkpointing
and replication scheme. Áika is designed for monitoring and surveillance in privacy-sensitive and
unstable offshore environments, where flexible access policies at the storage level can provide privacy
guarantees for data transfer and access.

Keywords: edge computing; edge inference; computation frameworks; sensor networks

1. Introduction

In attempts to decrease latency, and increase security and reliability, some new AI
solutions are gradually being deployed and executed on the edge. Stoica et al. [1] and
Carcillo et al. [2] discuss challenges related to the field of AI, and list both edge computing
and security as important topics of research. The term edge intelligence is often used to
describe the confluence of the edge computing and AI fields [3].

Moving AI solutions to the edge may be required for systems that operate in environ-
ments where access to high-speed internet connections is either limited or non-existent,
and available bandwidth is too low for effective data transportation. For instance, on-
boat computer systems that operate in remote locations such as international waters and
Antarctica rely on satellite connection to communicate with on-land services outside their
environment. The development of 5G networks may improve connectivity in the future,
but global coverage is not likely due to its short range [4].

Deploying an AI system on the edge comes with certain challenges, particularly for
monitoring and surveillance systems that are concerned with privacy regulations and
agreements. Systems deployed at physically remote edge locations may be prone to attacks
from malicious actors in the environment, and the consequences of data leaks are more
severe when sensitive and private data are being generated and stored. AI systems that
deal with private data of users also need to satisfy the requirements of privacy-governing
laws such as the General Data Protection Regulation (GDPR) [5] and constitutional rights
to privacy. This places restrictions on the monitoring and data-collection process, while
also heightening requirements of confidentiality and resilience to hostile attacks.

Big Data Cogn. Comput. 2022, 6, 68. https://doi.org/10.3390/bdcc6020068 https://www.mdpi.com/journal/bdcc

https://doi.org/10.3390/bdcc6020068
https://doi.org/10.3390/bdcc6020068
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/bdcc
https://www.mdpi.com
https://orcid.org/0000-0002-2945-9590
https://orcid.org/0000-0002-2843-9643
https://orcid.org/0000-0002-1637-7262
https://orcid.org/0000-0003-2073-7029 
https://doi.org/10.3390/bdcc6020068
https://www.mdpi.com/journal/bdcc
https://www.mdpi.com/article/10.3390/bdcc6020068?type=check_update&version=1


Big Data Cogn. Comput. 2022, 6, 68 2 of 19

This article presents Áika, a robust system for executing distributed AI applications
on the edge. Áika is developed and evaluated in a scientific context as a concrete edge
computing platform specially targeting support for real-time AI systems with special
security and fault-tolerance properties. A key property of Áika is how it remains active and
performs continuous analysis of data during various component failures. We investigate
how to provide efficient data analytics in an unstable and non-trusted edge environment.

Our work on the Áika system is motivated by the need for highly automated continu-
ous AI-based monitoring and privacy-preserving surveillance of fishing vessels at sea. Fish
is considered one of the most important food sources in the world, and it is estimated that
it currently makes up around 17% of the current production of edible protein on a global
scale [6]. At the same time, the fishing industry has fallen victim to crime in the form of
illegal fishing and over-exploitation. According to the United Nations Office on Drugs and
Crime, crimes in the fishery industry are typically organized and transnational in nature,
and include money laundering, illegal fishing, document fraud, and drug trafficking [7].
The system is developed and evaluated in the context of surveillance and monitoring off
the shore of Norway for the purpose of enforcing sustainable resource management and
fish harvesting in the Arctic.

This computing environment is assumed to be both unstable and untrusted. Systems
operating in it have elevated risk of faults and intrusions compared to stationary or cloud-
connected systems. Factors that contribute to this risk include low and unpredictable
bandwidth, high latency, unstable connections, remote locations, and uncertain time frames
between physical interaction with the components of the system, in addition to the potential
threat of malicious actors. The challenging weather conditions in the Arctic that such
fishing vessels operate in are also a concern. This increases the importance of designing
a robust and secure system that not only is able to tolerate faults, but can also detect and
monitor them.

The main contributions of the work presented in this paper encompass the design of
the Áika system, which enables the expression and execution of distributed AI applications,
by utilizing a set of reusable design patterns for structuring distributed computations on
the edge. We show that AI solutions can be executed in untrusted edge environments
through a graph computation model, through our fault-tolerant middleware system that
can detect, recover from, and report abnormal behavior.

In the following sections, we will discuss the motivation and architecture of our
proposed system, followed by experiments, related work, and discussions.

2. Background

The sustainability issues and economic challenges related to illegal fishing have
caused several governments to propose surveillance systems to track the activities of
workers [8–10], which has been characterized as privacy infringing and mass surveillance
by some of those working on fishing vessels [11]. The Dutkat framework [12] was designed
to retain some of the sustainability benefits of these programs [13] while preserving the
privacy of fishing vessel crew.

Solutions for distributed video analysis have been presented in several works re-
lated to surveillance, traffic monitoring, and smart city applications [14]. Some deploy
lightweight edge sensors that encrypt data before transmission [15], while others choose
to perform object detection and privacy preservation directly at edge nodes [16]. Reliance
on connectivity to a cloud service is common for these monitoring platforms; it is suf-
ficient to perform transformations to reduce bandwidth usage or ensure privacy at the
edge before performing the most computationally intense tasks in a more centralized and
connected environment. However, the domain of fishing monitoring comes with a greater
challenge of connectivity, and the bandwidth available for offshore fishing vessels is not
sufficient to provide a satisfactory real-time transfer of video data [17]. This calls for a
system specialized for this domain, which can be deployed on resourceful vessels that
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continuously move in and out of edge environments with low bandwidth, high latency,
and unreliable connectivity.

Nodes are expected to move into areas where they are unreachable from mainland
services, which heightens requirements of fault tolerance and fault detection. Áika aims
to recover from faults quickly in order to resume any interrupted computation processes
and restore the system state. Manual inspections of the system during runtime may be
challenging, or prohibitively expensive, due to the remote locations of nodes. As such,
detected faults must be logged and classified for evaluation of its severity and probability
of resulting from interference of malicious actors, to aid in decision making regarding the
need for manual intervention or inspection.

Loading AI models into memory can be time consuming, which might negatively affect
the recovery time. The system should therefore support resilient schemes by redundancy
where replicated components process the same data, simultaneously. If one component fails,
other components should still be processing its data, ensuring that throughput remains
stable despite failures. The system should support configuration of resilient algorithms
such as triple-modular redundancy, if a user wants to apply them to the system.

The domain of maritime surveillance involves storage and processing of data from
various sources, including video and sensor data. Two practical storage challenges arise
from this use-case and environment: First, nodes are geographically distributed and
will be hindered by latency and bandwidth during retrieval of remotely stored data. It
cannot be assumed that every node has access to all relevant data at all times. Second,
the physical location of nodes, and the information they store locally, can be subject
to varying juridical requirements and agreements. It is assumed that input data can
contain sensitive information that is prone to privacy agreements and legal regulations.
A distributed computation pipeline in an unstable environment may require geographic
replication and redundancy to remain operative. At the same time, a system processing
sensitive data may depend on agreements and regulations that restrict data consumption
and movement, based on the information contained in input streams, particularly those
containing videos and images of humans.

There are several systems that provide data storage and processing facilities. Client-
Edge-Server for Stateful Network Applications (CESSNA) is a protocol developed to
achieve resilient networking on a stateful edge computing system [18]. The protocol pro-
vides consistency guarantees for stateful network edge applications and allows offloading
of computations from clients and servers. This leads to a reduction in response latency,
backbone bandwidth, and computational requirements for the client.

FRAME is a fault-tolerant and real-time messaging system for edge computing [19]
based on a publish–subscribe architecture, with a duplicated broker to avoid having a
single point of failure. FRAME leverages timing bounds to schedule message delivery and
replication actions to meet needed levels of assurance. The timing bounds are thus able
to capture relation between traffic/service parameters and loss-tolerance/latency require-
ments. The architecture is implemented on top of the TAO real-time event service [20].

Norwegian Army Protocol (NAP) is a scheme for fault tolerance and recovery of
itinerant computations [21]. The runtime architecture resolves around having a landing pad
thread and a failure detection thread within each process. The landing pad is responsible
for maintaining a NAP state object that stores information about mobile agents hosting
execution or serving a rear guard. The landing pad thread is responsible for informing
the failure detection thread which landing pad needs to be monitored. NAP uses a linear
broadcast strategy that refines the strategy implemented by Schneider et al. [22].

Falcon Spy [23] provides distributed failure detection and recovery using a network
of spies in the application, operating system, virtual machine, and network switch layers
on the system being monitored. The spies are deployed at the different layers to hinder
disruption. The motivation behind Falcon Spy is to enable effective failure detection and
improve the previous method (end-to-end timeouts).
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Dryad is a general-purpose distributed execution engine developed by Microsoft, used
to execute coarse-grained data-parallel applications [24]. One of Dryad’s key features is to
allow the user to construct an execution DAG through a custom graph description language.
The Dryad runtime maps the graph onto physical resources. The graph vertices allow an
arbitrary number of inputs and outputs, unlike MapReduce [25], which only supports
single inputs and outputs. A job manager contains the application-specific code used
to construct the communication graph. It also schedules work across available physical
resources, which are maintained by a name server.

Cogset [26] is a high-performance engine that builds on the principles of MapRe-
duce [25], but uses static routing while preserving non-functional properties. Cogset
provides a few fundamental mechanisms for reliable and distributed storage of data and
parallel processing of statically partitioned data at its core.

The Staged Event-Driven Architecture (SEDA) [27] simplifies the construction of well-
conditioned and highly concurrent Internet services. SEDA applications are constructed as
a network of stages. A stage is defined as an application component that consists of three
sub-components: an event queue that handles incoming events, an event handler, and a
thread pool.

3. System Overview

Áika is designed to execute multiple distributed AI pipelines in a Directed Acyclic
Graph (DAG) computation format on edge clusters, supporting a large range of complex
distributed analytics executing on edge devices. Because Áika is intended to run in po-
tentially hostile edge environments, actors cannot be fully trusted to fatefully execute any
specified protocol and access to high-speed Internet may be limited. Fault tolerance is
necessary to ensure that the system does not fail at runtime. Limited Internet connections
can also lead to data being generated at a higher rate than the connection can transport.
The solution is to move the analytical process to the edge, which is where the data are
generated by sensors.

To support our requirements, we design Áika as a hierarchical system where a con-
troller is responsible for monitoring the remaining part of the system and executing recovery
when a component fails. The overall system is composed of multiple processes that com-
municate in a cluster. Each process has a specific role and it is not changed during runtime.
The processes are as following:

Agent The agent is responsible for processing data. The agent can either fetch this data
from the disk itself, or receive data from other agents.

Local Controller The local controller is responsible for monitoring the agents that reside
on the same physical node as the local controller itself. Each physical device has at
least one local controller running. A local controller without any agent to monitor
is referred to as a replica. This type of local controller can be used for recovery if an
entire physical node fails.

Cluster Controller The cluster controller is responsible for managing the entire cluster. It
communicates with the local controllers to ensure that each physical node is running.
If a physical node shuts down, the cluster controller is responsible for initiating
recovery, either directly on the node where the failure occurred, or on a replica.

Monitor This is an additional process that is meant to be physically located on a trusted
location, unlike the system itself. The monitor is responsible for communicating with
the system to ensure that it is up and running. In the case of failure, the monitor may
notify personnel or authorities about this.

The different roles will be covered in greater depth in Sections 3.2–3.4.

3.1. System Components Structure

We design Áika using a hierarchical structure, as shown in Figure 1. This structure
also applies to each individual components. Each individual component is designed as a
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multi-threaded process. A main thread is responsible for initializing and monitoring child
threads, where the child threads execute some type of behavior in the system. This can, for
example, be to initialize a multi-threaded server, communicate with another component
in the system through a client, or execute some form of custom work. This varies from
component to component. If any of the child threads fail, they will be restarted by the
main thread.

Cluster
Controller
(Replica)

Cluster
Controller
(Replica)

Cluster
Controller
(Leader)

Local Controller Local Controller Replica

Agent Agent Agent Agent

D
istributed File System

Monitor 

Figure 1. Áika’s architecture. Arrows represent client/server communication. Red arrows represent
communication that may only occur during recovery. The figure does not include communication
between agents. All nodes in the cluster are connected to a distributed file system that enables file
sharing across the nodes. This is practical for recovery.

If a main thread shuts down, its child threads are also shut down and the entire
process will fail. This approach ensures that servers are shut down if the main thread fails.
This simplifies the recovery process, since no thread can be partially available and occupy
resources after failure. Figure 2 illustrates how processes can be organized into a hierarchy
of threads.

Main thread

Server thread Client thread Work thread

Request
handler 1

Request
handler 2

Request
handler 3

Figure 2. The general process structure of Áika’s components. Each process is organized in a
hierarchy of threads, where a main thread starts several child threads. Child threads are restarted by
the main thread if they fail. Servers spawn multiple request handler threads to enable requests from
multiple sources to be handled concurrently.
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3.2. Controllers

Áika implements a hierarchical multi-layered Controller/Agent design, where agents
are managed by local controllers residing on each physical device. The local controllers are
managed by a cluster controller that manages the remaining components in the system.

3.2.1. Local Controller

The local controller is responsible for monitoring the agents residing on the same
physical nodes. It ensures that each agent is running and, in the case of crash failure,
restarts the agent that crashed. It also logs the crash and the time of detection. In the event
of a physical device crashing, a replica local controller will be responsible for restarting
and recovering the local agents that crashed. This type of recovery process is initiated by a
cluster controller.

3.2.2. Cluster Controller

The cluster controller is responsible for monitoring the entire cluster of computers that
runs the system. The cluster controller has a Controller/Agent relationship with the local
controller, where the local controller functions as the agent. Whenever a remote monitor
attempts to connect to the cluster controller, it must provide a response to it to ensure the
monitor that the system is running.

If a local controller fails, the cluster controller will attempt to recover it. The cluster
controller initiates node failure recovery if it fails to recover the failed local controller.
This means that the configuration of the failed local controller is forwarded to a replica
local controller.

The cluster controller is duplicated to avoid complete system failure in the case where
it crashes. The cluster controllers are organized into a chain (see Figure 3) where each
cluster controller responds to ping requests from their predecessor while pinging their
successor. Each cluster controller has the full system configuration and therefore knows
about all components. If the cluster controller in the chain fails completely and cannot be
recovered, the predecessor will remove the cluster controller from its configuration and
move to the next cluster controller in the chain.

If the main cluster controller fails, the duplicated controller that monitors the leader
will attempt to recover it. If it fails the attempted recovery, it will instead become the
new leader.

Cluster Controller 1
(Leader) Cluster Controller 2

Cluster Controller 4 Cluster Controller 3

Cluster Controller 1
(Leader)

Cluster Controller 4

Cluster Controller 1

Figure 3. The cluster controller is replicated and connected in a chain.

3.3. Agents

The agents are responsible for working with and processing the data, and they make
up the core building blocks of the DAG computation model. The general task of each agent
is thus to receive or fetch work (either from another agent or from file), then process data
based on the work received before passing the results further ahead in the graph. Work
items are transferred over client/server connections.
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Figure 4 shows the general structure of the agents. A client or server thread is used to
request or receive data from the previous agent. The thread continuously puts work items
received on an input queue, which a work thread retrieves items from, before performing
some type of work on the item. The result is put on an output queue. Another client or
server thread is then used to forward the result to the next agent in the graph.

Client/
Server Input queue Work Output queue Client/

Server 

Figure 4. Shows the general structure of the agents.

Preserving data integrity despite failure is achieved through the use of persistent
queues, as they continuously write items to file as they are being inserted into the queue.
In the case of failure, an agent will always be able to resume from the previous checkpoint
upon recovery, as long as it is connected to the distributed file system. By writing the
persistent queues to a file, a replica local controller will also be able to resume the work
if the physical node shuts down, since it also will be connected to the same file system.
A mechanism in the queue enables items to only be removed from file after work on
the item has been completed and the result has been forwarded to the next queue. This
mechanism is used both during work and during communication between agents to ensure
that items are not lost.

The agents constitute the building blocks for a DAG, which is configured by the user.
The DAG can be configured to be complex and, for instance, consist of nodes that receive
data from multiple sources, or pass data forward to multiple sources. A set of base agents
has therefore been created, which uses different combinations of client and server threads
at each end. Each agent has particular use cases where they are useful. Note that the figures
of each individual agent has abstracted the persistent queues between client and work
away for simplicity.

3.3.1. Left Worker Agent

The left worker agent is composed of a server thread on the left side, where items are
received, and a client on the right side, where items are forwarded. This is illustrated in
Figure 5, where other agents can put items on the left agent’s input queue by making a
request of the left agent’s server. The left agent is responsible for forwarding the item to
another agent itself by performing its own remote enqueue call to the agent.

Work 

Persistent Queue
Remote

Enqueue
(Server) 

Dequeue
Remote

Enqueue
(Client)

Left Worker Agent 

Figure 5. Left worker agent. A worker agent that dequeues messages from a local queue before the
analysis process, but enqueues the result remotely.

This type of agent is useful in cases where data are received from multiple sources.
The client on the right side enables the agent to forward the same item to multiple sources.
An example use case for the left agent could be to use it as a voter agent for implementing
N-modular redundancy.
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3.3.2. Right Worker Agent

The right worker agent is composed of a client on the left side and a server on the
right side (see Figure 6). This means that the agent fetches items itself from a single agent
through a remote dequeue call, while items are forwarded when other agents request them.

Work

Persistent Queue

Enqueue 
Remote

Dequeue
(Server)

Remote
Dequeue
(Client) 

Right Worker Agent 

Figure 6. Right worker agent. A worker agent that dequeues messages from a remote queue before
the analysis process, but enqueues the result on a local queue.

The server on the right side enables the agent to scatter items to different agents. This
is useful in situations where load balancing is required due to upcoming computation
heavy work. The consequence of using the right worker agent is that the client enables it to
fetch data from a single source only.

3.3.3. Double Worker Agent

This type of agent contains servers both before and after processing the item (see
Figure 7). This makes the agent completely passive, as messages are only received and
forwarded through requests from other agents. This type of agent can be useful in cases
where it receives messages from and scatters messages to multiple sources.

Work

Persistent Queue

Enqueue Dequeue
Remote

Enqueue
(Server) 

Double Worker Agent 

Persistent Queue
Remote

Dequeue
(Server) 

Figure 7. Double worker agent. A worker agent containing servers both before and after processing
the item.

3.3.4. Initial Worker Agents

The purpose of the initial agent is to fetch data from some location in a custom manner
(implemented by the application developer), before forwarding them to the next pipeline
stage. The data flow is illustrated in Figure 8. It is meant to be used as the first stage in the
pipeline. Initial agents can either use a client or a server to forward items further into a
pipeline. In Section 4.5, we demonstrate how the initial server agent can be used for load
balancing for counting words in a textual document.
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Retrieve
Data 

Persistent Queue

Enqueue 
Remote

Dequeue
(Server)

Retrieve
Data 

Remote
Enqueue
(Client) 

Initial Server-less Agent Initial Agent 

Figure 8. Initial worker agents. This type of agent is used to initiate one or several pipelines. This is
achieved by having the agent continuously retrieve data from a source and then forward it to either a
local (see left figure), or a remote (see right figure) queue.

3.3.5. Final Worker Agents

The purpose of the final worker agent is to carry out the final work on an item at
the end of a pipeline within the DAG. Because of this, it does not have any output queue,
or client/server thread after work. The final agent can utilize a client for fetching items,
or a server for receiving them. These two types of final worker agents are illustrated in
Figure 9.

Store
Results 

Persistent Queue

Remote
Enqueue
(Server) 

Dequeue

Queue Checkpoints 

Store  
Results 

Remote
Enqueue 

Final Server-less Agent Final Agent 

Figure 9. Final worker agents. This type of agent is used to finalize one or several pipelines.
The agent retrieves the end results from either a local or a remote queue, then handles the result in a
customized manner.

3.3.6. Queue Agent and Server-less Agent

The queue agent is only composed of one scheduling queue, which leaves the respon-
sibility of enqueueing and dequeueing messages entirely up to other agents. It is passive,
like the double queue agent, and it is also useful in similar cases where work is not required
to be performed on the item in between. It can be used as a collection point for data from
multiple sources that are scattered afterwards.

The server-less agent contains only clients and is therefore responsible for both
fetching items from another agent and forwarding items after processing (see Figure 10).
In Section 4.6, we demonstrate how a server-less agent can be used to retrieve items from a
load balancing queue on another agent and forward the item to feature extraction models
on multiple agents to increase performance.

Persistent Queue

Remote
Enqueue
(Server) 

Remote
Dequeue
(Server) 

Queue Agent 

Remote
Dequeue
(Client) 

Remote
Enqueue
(Client) 

Server-less Worker Agent 

Work 

Figure 10. Queue agent and server-less worker agent. The agent to the left contains a single queue
without any analysis. The agent to the right does not have any servers and receives items by making
requests through clients on both sides.
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3.4. Monitor

The remote monitor resides at a physically remote location relative to the edge system
and is responsible for communicating with the system, potentially over low bandwidth.
The reason for using a remote monitor is that it is not possible to fully control the physical
equipment completely from an untrusted edge. The equipment is subject to potential
physical harm and signal interference, and can be difficult to reach and recover.

The remote monitor is used as a safety device that resides within a safe location that
can monitor the system state. By continuously communicating with a cluster controller in
the system, the monitor can receive information such as which physical devices are running,
if any known crashes have occurred, or additional information regarding the system. If the
remote monitor fails to reach the system, it may classify this as an abnormal event and report
it to system administrators or authorities. Information such as the context surrounding
the failure can aid in determining the need for further investigation or inspection of the
remote nodes.

3.5. File System

All nodes connect to the same distributed file system for storage and retrieval of input
data and checkpoints. As data generated at edge locations can contain sensitive information,
privacy agreements determining the permitted handling and use of data must be respected
both by end-users and by data movement in software. The Dorvu file system [17] is used
as a storage platform for data and checkpoints in Áika for this reason.

While the communication and recovery scheme of Áika assumes the total access of
requested data through a file system interface, the storage platform can enforce access
control policies that respect restrictions such as the permitted geographical storage loca-
tions of files. Policies can be configured to only apply for certain files depending on the
semantic information contained in them, enabling a fine-grained access control scheme.
For instance, policies expressed in Dorvu can allow the transfer of files to certain locations
on the condition that specific information is removed beforehand. Dorvu achieves this by
executing custom policy programs at the time of file creation, and encrypting various parts
of the file with different keys depending on access level. This transparently enforces policy
compliance for each component in the Áika system.

4. Experimental Setup and Evaluation

In this section, we describe several experiments for evaluating the performance of
Áika. All experiments are carried out at on a local Rocks cluster (version 7.0) running
CentOS 7. The internal transfer rate between machines in the cluster is expected to be
approximately 100 MB/s. The experiments are performed on a subset of homogeneous
cluster nodes consisting of 55 Lenovo P310 computers with one Intel Core(TM) i7-6700 @
3.40 GHz with 4 cores, 32 GB RAM, and a Nvidia GM107GL (Quadro K620) GPU each.

4.1. Micro-Benchmarks

To gain insight on the performance and overhead of the individual component of
Áika and how time is spent on the various tasks, we ran several micro-benchmarks. These
benchmarks are summarized in Table 1.

Table 1. Results from micro-benchmarks.

Micro-Benchmark Time (milliseconds)

Local Controller Initial Startup 300

Local Controller Further Startup 150 (per local controller after the first)

Agent Startup 20–40

Pass integer item from agent to agent 7–9
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We experienced that the cluster controller took approximately 300 milliseconds to start
a single local controller on a separate node with an SSH client. After setting up one local
controller, the time increases with approximately 150 milliseconds per additional local con-
troller. The local controller, however, takes approximately between 20 and 40 milliseconds
to start an agent. This demonstrates that the local controller not only can be used to offload
the workload of the cluster controller, but can also manage to recover agents in a shorter
amount of time, leading to a more efficient recovery procedure. This is especially relevant
if agents shut down often.

Passing integer items from one agent to the next in a pipeline takes approximately
8 milliseconds. During this time, the item moves through two persistent queues and one
TCP stream.

4.2. Persistent vs. In-Memory Queues

To understand the overhead of the persistent queues used by Áika to store information
between computation steps, we measure the end-to-end throughput of the system within
regular time frames at the end of a pipeline. The effects of runtime failures on performance
is simulated by inducing crashes.

For these experiments, we configure Áika in a single pipeline setup consisting of one
initial agent, five worker agents, and one final agent. The initial agent creates the workload
data by forwarding integers into the pipeline. Worker agents retrieve and increment these
integers before forwarding them to the next pipeline steps. To simulate work time, a worker
agent may also sleep after an integer has been incremented. The final agent receives the
data and increments its counter of received requests. A separate processing thread writes
the number of requests received every five seconds to a log file. By batching these disk
writes, we reduce the impact measurement logging has on system performance.

The observed number of requests received when running the pipeline configuration
for 1200 s (20 min) can be seen in Figure 11. Because the data are highly varied, the figure
also includes the moving average using a sliding window size of n = 5.
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Figure 11. The obtained results from stress-testing the system with persistent queues over the course
of 1200 s. The number of requests are measured and reset every 5 s. The plot shows the average
number of requests processed per second over each 5 s interval. The moving average is computed
with a window size n = 5.
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From the figure, we can observe that the system has a high throughput in the initial
stages of the process, before it becomes relatively stable at around 250 s, where the number
of requests processed ranges between four and eight requests per second. This demonstrate
the system‘s maximum throughput on our current hardware infrastructure.

Next, we perform a similar experiment, but using in-memory queues in the agents
instead of persistent disk-based queues. The in-memory queue is configured to hold a
maximum of 100 items. The observed end-to-end throughput is plotted in Figure 12.
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Figure 12. The results obtained by stress testing the system with in-memory queues over the course
of 1200 s. Number of requests are measured and reset every 5 s. The plot shows the average number
of requests processed per second over each 5 s interval. The moving average is computed with a
window size n = 5.

As can be observed in the figure, the system clearly has a higher performance when
using in-memory queues. This is not unexpected, as any form of computation on a data
item should be performed faster when the item is fetched from volatile memory instead of
disk. The figure shows that the performance with in-memory queues can be up to 100 times
better compared to the system with persistent queues.

4.3. Computationally Demanding Workloads

To simulate applications with a higher computational load, we configure each worker
to sleep for between 0.9 and 1.1 s before incriminating and forwarding the integers. The ob-
served throughput is shown in Figure 13 for both persistent queues and in-memory queues.

Contrary to our previous observations, persistent queues performs better than in-
memory queues when jobs are more computationally demanding. The performance also
appears more stable, ranging mostly between 0.6 and 1 request per second for persistent
queues and between 0.4 and 1 requests per second for in-memory queues.
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Figure 13. Results obtained when measuring the number of requests received where worker agents
in the pipeline sleep for one second after processing an item. Measurements are carried out with
persistent queues (top) and in-memory queues (bottom). The number of requests received is measured
and reset every 5 s. The plot shows number of requests per second over each 5 s interval.

The results illustrate that the overhead created when writing the queues to file continu-
ously becomes negligible with regards to the overall performance. Despite this, the queues
for these measurements only contain integers. With such small values, the time spent
writing to file will be significantly reduced compared to, for instance, images. It is therefore
important to consider the size of the data when working out a system configuration with
optimal performance for carrying out the desired task.

4.4. Failure Experiment

The purpose of the failure experiment is to gain insight into how the performance
is affected when working agents are being regularly shut down. We also investigate
to what degree the system manages to remain stable when agents are being shut down
and recovered.

Figure 14 illustrates the different performance results obtained when stress testing the
system while simulating failures. In our failure simulation experiments, a Killer process is
instructed to pick one random worker agent or initial agent at 15 s intervals and terminate
that process. The Killer runs for the entire duration of the experiment when deployed.

Measurements with and without the Killer process are similar both in terms of the
series shape and the performance. When the Killer is deployed, the measurements do,
however, become slightly worse. Despite the agents being terminated every 15 s, the per-
formance still remains relatively similar in terms of stability. Agents being terminated
every 15 s and the number of requests received being measured every 5 s means that the
performance should decrease in every third measurement. This could explain the lack of
visible dips in performance.
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Figure 14. Results obtained when measuring the number of requests received during stress-testing
over the course 1200 s without (top) and with (bottom) the killer deployed. The number of requests
received is measured and reset every 5 s. The plot shows the average number of requests per second
over each 5 s interval.

Table 2 summarizes the observation for the various experiments. These measurements
confirm the overhead created when using persistent queues becomes negligible when the
workload is increased. Not only are the results more stable for persistent queues (standard
deviation 0.18 versus 0.22), it also performs better overall with an average of 0.88 requests
processed per second compared to 0.80 s for the in-memory queue. The performance does
decrease slightly, from 5.82 requests per second during the stress test to 5.08 requests per
second during the same test with the Killer component deployed. The stability of the
system also seems to decrease slightly, as the standard deviation changes from 2.29 to
2.58 requests per second when the Killer component is deployed.

Table 2. A summary derived from the continuous performance experiments explained previously.
The table contains the minimum, maximum, mean, median, and standard deviation of all requests
per second measured for each benchmark.

Queue Type Used Min Value Mean Value Standard Deviation Median Value Max Value

Persistent Queue (No sleep) 2.40 5.82 2.29 5.40 22.80

In-memory Queue (No sleep) 551.40 636.89 68.67 612.30 878.60

Persistent Queue (Kill every 15 s) 1.8 5.08 2.58 4.6 17.8

Persistent Queue (Sleep 0.9–1.1 s) 0 0.88 0.18 1 1.2

In-memory Queue (Sleep 0.9–1.1 s) 0 0.80 0.22 0.8 1.2

It is important to note that despite the performance gain from using in-memory queues,
the potential consequence of this is that the system remains unable to properly recover from
faults if any component shuts down during the runtime. A local controller may resume
an agent that crashes, enabling it to continue working. When using in-memory queues,
the data stored will, however, be lost if the agent itself is to crash. This requires a complex
recovery routine, where the agent initializing the pipeline has to re-retrieve the specific
items that have been lost during the crash and propagate them through the entire pipeline
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all over again. In the case where the system operates in a trusted environment where the
runtime does not last long or is communication intensive, it could benefit the user to use
in-memory queues in favor of persistent queues.

The observations in Figure 14 show that Áika provides a stable performance despite
worker agents being terminated. The local controllers are constantly monitoring the agents
and could therefore explain why the system manages to remain stable. Despite this,
the performance of the system is still affected, and having processes killed between small
intervals could be fatal for the performance of the system.

4.5. Distributed Word Counter

To evaluate if Áika can handle simple analytical tasks that do not necessarily involve
highly complex computations, we deploy a distributed application with a computation
pipeline that follows a MapReduce pattern. While MapReduce-computations are often
conceptually simple, specialized frameworks for expressing these problems are needed
to orchestrate data distribution, parallelization, and failure handling [28]. To implement
a MapReduce-like problem on Áika, we deploy a distributed word-counting application.
The application counts the words contained in the input text file. The input dataset is
generated by sampling random words from the list of the 1000 most common words in
the English language according to Education First [29]. The purpose of this experiment
is to show that Áika can be configured to express and perform general MapReduce-like
operations. Three types of agents are used:

• Split worker divides into distinct and independent units.
• Map workers tokenize input text and iterate counting every word.
• The counted values are stored in a simple Python dictionary.
• Reduce workers combine input dictionaries from the mappers into a total dictionary.

We configure Áika to use a single splitter to initialize the word counting, between 1
and 16 number of mappers, and a single reducer that combines the results from all the
mappers. The system is configured with static load balancing, where each map worker
fetches one job from the split workers queue, respectively. This also means that each worker
performs their work in one single iteration. The experiment is repeated 15 times so that the
stability of the system can be measured as well.

The results obtained from running word counting on a 100 MB and a 300 MB dataset
can be found in Figure 15. The figure indicates that the system is able to scale well in
terms of handling embarrassingly parallel algorithms, due to the slope having an expected
concave shape. Despite this, the slope starts to flatten at around 8–9 s. One reason for this
is that creating more map workers is more time consuming for the system, as the workers
are instantiated by local controllers, which are further instantiated from a single cluster
controller. In addition to this, the use of a single reducer could lead to a minor bottleneck,
since it is responsible for combining results from all map workers.

As the micro-benchmarks shows, the cluster controller spends approximately 0.30
s starting up a single local controller. Afterwards, it spends approximately 0.15 s extra
for each additional local controller. The local controller, on the other hand, spends ap-
proximately between 0.02 and 0.04 s to start a single agent. This in total makes up over
1 s of overhead when the number of map workers is six or more, which partly explains
the overhead observed in the graph. Furthermore, it is necessary to take into account
communication overhead, file reading and writing (due to the persistent queues), and the
startup wait time for each agent. A part of the overhead could also be explained by the fact
that each mapper loads their entire partition into memory before mapping. When the size
of the dataset increases, the overhead may therefore also increase.
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Figure 15. Results obtained from counting the words in datasets with sizes of 100 MB and 300 MB.
Standard deviation is shown as an error bar, and the corresponding standard deviation value is
displayed above each data point.

4.6. Distributed Deep Feature Extraction

The purpose of the Distributed Deep Feature Extraction experiment is to evaluate
Áika’s ability to extract features from image data with multiple deep learning models, using
two approaches. Another purpose of the experiment is to investigate the system’s ability to
scale with these two approaches.

For these experiments, we use the STL-10 image dataset to perform the feature extrac-
tions [30]. The STL-10 dataset is inspired by the CIFAR-10 dataset [31], although there are
some differences between them, such as the images having a higher resolution (96 × 96
instead of 28× 28). The feature extractions are performed on the entire dataset of 113,000 im-
ages in batches, with 500 images per batch. The use of batches could give an indication of
how the system performs with larger scaled images.

The system extracts features from the data with the use of three pre-trained Keras [32]
models. We evaluate two different approaches:

1. All three models are loaded into N workers that perform feature extraction on all
three models, sequentially.

2. The three models are distributed among three workers, such that the feature extraction
process can be performed in parallel (This experiment was performed on CPUs instead
of GPUs due to compatibility issues).

The sequential feature extraction graph consists of an initial agent that divides work
among a set of workers. Each worker extracts features from the given data with three
feature extraction models, sequentially. The distributed feature extraction graph replaces
the workers with a sub-graph where each feature extraction model is put on a respective
worker. This enables the feature extraction process to be performed in parallel.

Feature extractions on all 113,000 images take approximately 3336 s when configured
to run on a single machine. This experiment was repeated three times. The computation
time for the same task run on Áika in batches of 500 images using the two approaches
described above can be found in Figure 16. Both approaches seem to scale at a similar rate
in terms of number of sub-graphs. The distributed feature extraction approach is clearly
more efficient, but also requires more workers.
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Figure 16. Results obtained from performing feature extraction with pre-trained VGG-16, DenseNet-
121, and ResNet-50 models, where the models are either distributed among three workers (Distributed
Feature Extraction), or put in a sequence on a single worker (Sequential Feature Extraction). The im-
ages have been processed with a batch size of 500. The standard deviation is shown as an error bar
and value at each data point.

One interesting finding is that the sequential feature extraction approach performs
better compared to the single machine benchmark, even when using a single worker. At the
data point with one sub-graph, the sequential feature extraction experiment has the same
work distribution as the single machine benchmark, while expected to have additional
overhead that the sequential feature extraction approach receives due to latency. The reason
could also be due to varying processing frequency or memory management in Python.

These experiments show that Áika’s method of distributing the feature-extraction
models across several workers is beneficial for performance. It is, however, important
to note that the distribution sub-graph requires three workers instead of a single one.
The results from running the experiment with three single workers instead of a sub-graph
of three workers proves to be more beneficial in terms of pure performance. The reason
for this is that the VGG-16 model spends more time extracting features compared to the
other two models, which makes the system scale less evenly. However, if the system was
to further utilize a classifier that blocks until all features extracted for the batch of data
have been received, the distributed approach may prove to be more beneficial for rapidly
classifying features.

5. Conclusions

Monitoring of resources in world oceans and the Arctic is a technological challenge
that requires domain-specific systems. The edge environments that offshore fishing vessels
traverse are characterized by their lack of stable connections, high latency, low bandwidth,
and difficulty of manual intervention. This paper describes Áika: a prototype system for
executing distributed AI applications in these domain-specific edge environments. We
investigate how a system supporting AI inference in these environments can be built to
support a wide range of computational graphs through a DAG computation model, while
making the system tolerant to failures.

Áika provides application developers with generalized building blocks that can be
used to construct complex distributed computational tasks with robustness and privacy
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properties. Through a hierarchical design, we utilize local controllers on physical nodes
to perform quick recovery when failure occurs. A cluster controller is used to further
invoke node recovery, where agents from a failed physical node are moved to a replica.
The cluster controller is replicated in a chain to avoid having a single point of failure,
and communicates with a remote monitor that logs failures and classifies the system state
when sufficient bandwidth is available.

Our experimental evaluations demonstrate that Áika has a stable throughput despite
potential agent crashes. For data-intensive tasks, we show that persistent queues can be
beneficial compared to in-memory queues, in cases where the workload on an item exceeds
the time spent transporting the item. We demonstrate how Áika can be used to create
DAGs of varying complexity with load balancing, and distribute work among agents to
optimize performance. We implement two experiments with computational tasks relevant
for the targeted domain, namely a MapReduce task and a deep-learning-based feature
extraction task. The results from these experiments demonstrate that Áika is scalable and
supports different computational graph designs that can be used in the domain of fishery
monitoring and surveillance.
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