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Preface

This proceeding presents the papers presented at the 18th Scandinavian Conference on Health Informatics - SHI 2022 in Tromsø, Norway on August 22-24, 2022.

The SHI conference is an annual scientific event attended by scientist and practitioners working in the field of Health Informatics.

The area of Health informatics is driven by development in technologies and informatics research that are advancing in parallel and for the integration of information and communication of health and social care. The area includes issues related to EHR, eHealth services and systems, intelligent systems, mobile health applications, telemedicine, assistive technology, artificial intelligence, and Internet of Things.

The field of Health Informatics in this conference is examined from a very broad perspective with participants presenting research outcomes and with focus on eHealth, informatics, Assistive technologies, machine learning, gaming, Internet of the Things, Implementation of eHealth services, EHR, Artificial Intelligence, management and organizational aspects, legal and social issues.

More than 40 manuscripts were received with a total of 32 accepted as full papers and 11 as extended abstracts after peer-review. The Editorial Board selected publications with relevance and quality of the field to provide a state-of-the-art of the area. Authors of these communications are researchers of 35 different affiliations (see below table), and 13 countries (in alphabetic order: Czech Republic, Denmark, Finland, Germany, India, Italy, Luxembourg, Netherlands, Norway, Pakistan, Sweden, Switzerland, and USA).
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All contributions are peer reviewed. The Editorial board expect this proceeding will be of interest for researchers and practitioners working in the field of Health Informatics.

Among many other things, 2022 made us aware of the value of networking. The past years, due to the Covid pandemic, demonstrated the necessity for access to information to improve health and healthcare, and the need for professionals to use and apply that information to transform healthcare. At the same time, the past years made us aware of different approaches and of the importance of Health informatics for renew and innovation of health and social care to improve the delivery of health and social care services to benefit citizens and patients, as we were forces to adapt to a “new normal“ in many areas.
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The Editors would like to thank Linköpings University press, Sweden for the publication of the processing as an Open access Book.

We expect the SHI 2022 provides a forum for research and researchers in Health Informatics, as well as to facilitate scientific discussion, share experiences, and promote collaboration and networking between researchers and practitioners across all countries.

In addition to the delegates presentations, SHI 2022 had the following keynote speakers: Prof. Sabine Koch from Karolinska Institutet (Sweden), Dr. Morten Hasselstrøm Jensen from Aalborg University (Denmark), Prof. and chief physician Audny Anke from the University Hospital of North-Norway (Norway), and research scholar & psychologist Henriette Michalsen, University Hospital of North-Norway (Norway).
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Exploring Early-Stage Implementation of Digitally Enabled Remote Care
Case Studies from Norway and China

Hong Li*, Torbjørg Træland Meum*, Miria Grisot
University of Oslo, Department of Informatics, Norway hong.li@ifi.uio.no
*Equally contributed authors

Abstract
The onset of COVID-19 has the accelerated adoption and diffusion of remote care services to address the challenges of postoperative follow-up and support patients receiving care at home. Despite the great importance of this emerging technological solution, the field is still in its infancy. This paper presents findings based on feedback from an early-stage implementation of digitally enabled remote care in Norway and China, respectively. The same solution has been implemented in the two countries with a particular focus on patients with chronic conditions and postoperative rehabilitation.

Keywords
Remote care, digital technology, case study, early-stage implementation

1 INTRODUCTION
In this paper, we report from ongoing research on the implementation of digitally enabled remote care. We refer digitally enabled remote care to the integration of digital technologies into work practices of remote care that not only focuses on monitoring an individual’s vital signs, mobility and general safety in the home [5], but also puts value on training an individual to utilise relevant skills to control or reduce the impact of disease on physical health status [7]. Despite the realm represents an exciting empirical field and it is becoming of the utmost importance to the world at large, digitally enabled remote care has proved to be challenging to successfully implement and use by healthcare organisations [6]. Digital technologies for remote care are collaborative tools supporting the communication and coordination of patients and health professionals. Their use fundamentally changes the traditional interactions between patients and health professionals [3][4], and should be designed to support a variety of user needs [32]. They are also tools that transform the role of patients from care receivers to active data generators [10] co-producing meaningful data [19]. Current literature on digitally enabled remote care has studied the design and use of these technologies for specific group of patients with specific health conditions. However, we still have limited insights into the challenges that emerge from the transformation of organisational practices and technology in use in remote care.

This work encompasses an existing digitally enabled remote care solution (see Figure 1), which was initially developed in Norway to offer remote primary care for patients with chronic diseases. It consists of a web-based patient monitoring portal for health professionals to handle digital home follow-up, and a mobile application specifically designed for patients with a set of integrated measuring devices. The same solution has been implemented in Norway and China. Several pilots are currently carried out in the two countries in specialised care offering remote care services to hospital patients. The aim of our research is to understand what are the lessons learned from the early-stage implementation of digitally enabled remote care in Norway and China. Thus, we address the following research question: what challenges emerge when implementing the same digital solution for remote care services in Norway and China?

This paper is structured as follows. Firstly, we position the study in relation to relevant literature on digital technologies for remote care. Secondly, we present our conceptual lens of sociotechnical perspectives on remote care and argue how our study can address the research gaps. Thirdly, we describe the research methodology, followed by the study setup in Norway and China, respectively. Then, we reveal findings based on some early feedback we have received from the early-stage implementation in the two countries. Lastly, we conclude the paper with a brief summary and our future work.

2 SOCIOTECHNICAL PERSPECTIVES ON REMOTE CARE
Digital solutions are considered as a key enabler to promote health, prevent diseases, and provide patient-centred care that meet citizens’ needs [15]. International strategies have called for a paradigm shift in the way healthcare is organised [33]. In particular, the need for new models that enable patient-centred services and a shift from hospital-centred systems to more integrated care structures have been highlighted. The use of remote care technologies is considered a promising solution for person-centred health services and has increasingly been used for people with...
chronic diseases. Studies on remote care are diverse and have increased considerably in recent years. A systematic review and meta-analyses have showed promising results in effectiveness and cost-effectiveness of e-health interventions to patients with somatic diseases [14]. However, several of the studies included in the review also showed inconsistent evidence. Similar studies have pointed out the challenges of implementing telehealth programmes in daily practice [31] and the need to theorising the distinct processes required to achieve widespread adoption [22]. It is beyond doubt that the use of digital technologies has the potential to improve health services for patients with chronic diseases. Nevertheless, several studies have identified that the uptake of digital remote care in daily practice is slow [6][13][31] and highlighted the need for a better understanding of the mutual relationship between technology and organisational practice [17].

Furthermore, current health data infrastructures are typically segregated in silos, differing in purposes, data sharing methods, regulatory compliance practice, and the users’ roles. The trend of preventive and personalised healthcare implies that health data increasingly can be sourced from nonconventional health data sources, such as patients’ personal devices, living environment, and Internet industry. Remote care solutions represent early examples of this. Even though some research have validated the potential significance of using patient-generated health data (PGHD) for improving healthcare performance [11] [26], most of these PGHD have not yet been widely used in a well-organised and structured way.

In this study, we draw on the sociotechnical approach to Health Informatics that has emphasised the contextual nature of health information [8] and consider design and implementation as an iterative, incremental change process [9]. Several studies in this tradition have highlighted the contextual aspect of translating new interventions in health care [24], co-creation of health services [16], and cultivation strategies that includes process-orientation, user mobilisation, and learning [18]. Moreover, Greenhalgh et al. have argued that we need to study the mutual relationship between human actions and the wider organisational and system context [17]. They have further developed a theory-informed framework that can be used to identify the degree of complexity of a technology programme and to identify potential challenges of adoption and implementation in real-world settings [17].

Overall, there are substantial gaps between the potential capabilities of digital remote care technologies to provide more efficient healthcare and the current adoption in daily practice. Previous studies have identified some of the challenges of implementing digital remote care and highlighted the need to explore the dynamic interaction between organisational practices and technologies in use. We attempt to address these gaps by unfolding lessons learned during the early-stage implementation of digitally enabled remote care in relatively large-scale pilot studies in Norway and China.

3 RESEARCH DESIGN

3.1 Research methodology

The research is designed as multiple case studies over three years (2021-2024) to investigate how digital technologies can be scaled, adapted, and evaluated to ensure high-quality remote care in Norway and China. The intention is to use the cases for contrasting key decisions about the sociotechnical set up of the pilots in the different hospitals in Norway and China. In this paper we focus on the early stage of this process. Overall, both the pilot implementations and our research activities have been delayed due to the COVID-19 pandemic.

In the early stage, empirical data have been collected from documents and interviews. As illustrated in Table 1, we have reviewed relevant documents such as publicly available documents, internal project reports, policies, and strategies at national level. In addition, we have also carried out ten interviews so far with our key stakeholders, for instance, health professionals from the hospitals and staff from the vendor organisation. In the next phase of the research, we will carry out observation in the hospitals to unfold how the solution is used by the health professionals and patients in the two countries.
The overall goal of the national programme was to gain knowledge about the use of digital remote care to provide national recommendations for further implementation of the service. The target group for digital remote care has mainly been patients suffering from chronic diseases, such as chronic obstructive pulmonary disease, heart disease, diabetes, mental disorders, and cancer. The aim of the national programme was to gain more knowledge about the effects and benefits of the use of digital remote care and the evaluation was carried out as randomised clinical trials. A total of 735 patients were recruited for the study and the evaluation showed promising findings such as increased safety and coping for patients, as well as increased insight into the course of the disease. Overall, the experience gained from the national programme has provided useful knowledge and experience that will be continued in further scaling of digital remote care to new user groups and health services across organisational units in Norway.

### 3.2.2 The Chinese case studies

The Healthy China 2030 blueprint has been established as a national strategy since 2016 [28], which has fast-tracked the development of digitally enabled remote care. Against the backdrop of COVID-19, a digital health care boom has been sparked in China. The solution for remote care is considered a timely proposal and has been implemented in two hospitals in Shanghai, China since 2021. The goal of the pilots was to enrol 1,000 patients who are undergoing thoracic and cardiac surgery rehabilitation, and establish a corresponding database for patient follow-up. By November 2021, A hospital has enrolled a total of 190 postoperative thoracic surgery patients, of which 79 cases in the control group and 111 cases in the experimental group, accounted for 38% of the overall plan. B hospital has enrolled a total of 194 postoperative cardiac surgery patients, of which 103 cases in the control group and 91 cases in the experimental group, accounted for 38.8% of the overall plan. B hospital also invested twelve medical doctors, specifically, two of them had senior professional titles, one had a junior professional title, and the rest of them were medical interns, namely, six master students, two doctoral students, and one postdoctoral resident doctor. The medical interns participated in the data collection, follow-up, data analysis, equipment management, and other matters of the patients enrolled in the project. B hospital also invested twelve personnel, including five doctors and seven nurses. Additionally, there were one doctor, three nurses, and three

### Table 1: Current status of the ongoing case studies.

Notes and recordings from the interviews have been reviewed and transcribed to identify key patterns and themes. We have followed the general qualitative coding principles [27] and the guidelines of thematical analysis [20] for data analysis. Ethical approval has been granted by the Norwegian Centre for Research Data (Ref. 600335). Participation is voluntary and written informed consent has been obtained from all research participants. All data have been anonymised and securely stored.

<table>
<thead>
<tr>
<th>Country</th>
<th>Case study</th>
<th>Level of care</th>
<th>Patient type</th>
<th>Source of the empirical data so far</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norway</td>
<td>A hospital</td>
<td>Tertiary care</td>
<td>Postoperative thoracic patients</td>
<td>• Internal project report written by the hospitals (2)</td>
</tr>
<tr>
<td></td>
<td>B hospital</td>
<td>Primary care</td>
<td>Postoperative cardiac patients</td>
<td>• Semi-structured interview with a project coordinator from the vendor organisation (1)</td>
</tr>
<tr>
<td></td>
<td>1 municipality</td>
<td>Secondary care</td>
<td>Patients with chronic conditions</td>
<td>• Publicly available documents (3) and videos (4)</td>
</tr>
<tr>
<td></td>
<td>3 hospitals</td>
<td></td>
<td></td>
<td>• Internal project documents (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Semi structured interview with nurses (3), project manager (1), vendor (2), IT-department (3)</td>
</tr>
</tbody>
</table>
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technicians invested by its cooperative unit to help with professional interpretation of the electrocardiogram results.

4 FINDINGS AND DISCUSSION

In this section we present the findings about the early-stage implementation of the solution. This is a critical stage where key decisions shaping the long term of the implementation process are taken.

4.1 Early feedback from the Chinese cases

4.1.1 The experience so far from the Chinese hospitals’ perspectives

Our findings show that there are differences pertaining to the feedback from the two hospitals in China where the solution had been implemented. We noted several factors that might have influenced their respective user experience. The factors are related to organisational and leadership level, which is in line with the factors that have been reported in the previous studies [1][6]. The purpose of enabling the solution for remote care is to bring patients and clinicians closer together. Nevertheless, the digital technology itself is merely a tool to support and enhance the two hospitals’ existing healthcare services. What is ultimately provided to their patients is health care service per se, which needs their own clinical teams to deliver. Therefore, it is crucial that the two hospitals equip themselves with the competencies needed for delivering high-quality health care services to their patients and are proactive in investing time and effort to learn, use, and implement the digital technology.

B hospital had a relatively stronger clinical team and was acting proactively in implementing the solution. The hospital had invested sufficient manpower and time to learn the technology, and consequently mastered it and managed to use it in a flexible and creative way. As a result, their experience and feedback with regard to the implementation of and experience with the solution turned out to be positive. For example, it was remarked by their clinical team that a healthy and harmonious doctor-patient communication model was built while accumulating experience in patient rehabilitation. The solution allowed their patients to enjoy health care without having to leave their homes, which not only saved the cost of inpatient treatment, but also saved time for patients who were using the outpatient services; and hence it enhanced their patients’ user experience. From B hospital’s perspective, the medical resources can be saved for patients who are more urgently in need of hospitalisation, which ultimately saves the country’s medical expenditures. On the other hand, the user experience of and feedback from A hospital tended to be less satisfying. One representative of the vendor organisation commented that this was partly due to having a weaker clinical team on the A hospital side. The solution was used by medical interns, who did not have rich clinical experience, rather than the senior doctors in A hospital. Moreover, in comparison to B hospital, they did not invest enough manpower and time to cultivate their staff to use the solution properly.

4.1.2 The experience so far from the Chinese patients’ perspectives

According to an internal report written by the Chinese hospitals [29], the majority of the patients were satisfied with the solution and several patients showed their interest in extending the duration to use the application. With the popularisation of smartphones, most patients—even some elderly patients—could master the use of the remote monitoring mobile application after getting an easy hands-on training. For postoperative cardiac surgery patients, some of them would choose to be transferred to secondary hospitals or rehabilitation hospitals to continue treatment for a period of time after being discharged, which might add another cost to them. Using the remote monitoring application could give the patients a sense of security, making it possible for patients who did not unnecessarily need to continue treatment in the hospital to be able to recover at home. Meanwhile, this can also reduce the risk of cross-infection in the hospital. For postoperative thoracic surgery patients, by pushing notifications of the rehabilitation plan via patients’ end device and urging them to complete it through daily exercise tasks, a result of lung function recheck conducted by B hospital indicated a better recovery for patients. This shows that there is a need for remote monitoring, and it is positive in saving medical expenses and helping patients to recover.

Interestingly, one key challenge regarding the use of end devices was revealed. In the Norwegian context, a tablet with one application specifically designed for patients would be handed over to them. In this case, patients would have the same end device with a single application mode. However, patients in the Chinese context had to download the application for patients on their own end device, which was often a smartphone with multiple applications. This can be problematic, for example, for senior patients who are less tech savvy, especially when the application is not supported on the smartphone operating system version on their end devices. Furthermore, when the application for patients is not the only application on an end device, it will not function in a purpose-driven mode where nonessential applications and device settings are rendered inaccessible. This can cause distractions and increase data security risks which ultimately minimise the optimum use of the application for patients.

4.1.3 The major challenges that the vendor is facing in the Chinese market

Developing suitable business models that can adapt to a variety of market needs in different contexts has been suggested to be one of the key factors to succeed in scaling up digital remote care technologies [1][6]. Similarly, the digital technology solution in question needs a business model to make it commercialisable and sustainable in China. The project coordinator from the vendor organisation explained that the architecture of the system was standardised except offering different operating languages. It requires customisation and localisation to scale the infrastructure and service of the solution in China and make it adaptable to the Chinese market.

Another challenge was that the digital technology supplier in China was short-staffed due to a lack of financing. When a technical issue is discovered, it often cannot be fixed in a timely manner. The issue must be reported to the head quarter first, and then the staff based in Norway will try to solve the problem. The time zone difference between Norway and China makes it longer to solve a problem, and the user experience is therefore influenced by this.
Furthermore, the staff in the headquarter mainly come from Norway or other European countries, and hence might have difficulty understanding the Chinese needs due to the cultural differences.

4.2 Early feedback from the Norwegian cases

4.2.1 The experience so far from the Norwegian patients’ perspectives

Digital remote care has been introduced into municipal health services as part of a national trial in Norway. The target group in the national trial has been patients with chronic diseases, such as diabetes, chronic obstetric diseases, and heart diseases. The evaluation of the national trial shows promising results, for instance, increased patients’ safety and abilities to manage their chronic diseases; furthermore, the digital solution is perceived to be user-friendly and easy-to-use by the enrolled patients after receiving a short training [30]. The digital platform has built-in functionality that facilitates self-management of patients’ chronic diseases, that is, ‘the individual’s ability to manage the symptoms, treatment, physical and psychosocial consequences and life style changes inherent in living with a chronic condition’ [7] (p. 178). Some key features in the mobile application used by patients are a set of integrated medical measurement devices, a questionnaire to report symptoms, and a self-treatment plan that provides an overview of measures that the patient needs to perform based on vital measurements and symptoms. Self-reported data in the patient app becomes available in the digital platform and the nurses employed at the follow-up centre provide feedback to patients based on self-reported data. However, sharing information among the actors involved in the follow-up of patients remains a challenge that needs to be addressed in the further implementation of digital remote care. GPs and specialists at the hospital usually do not have access to the digital platform for remote care, and this interaction can be demanding as commented by an employee in the municipal health service: ‘For the patients, it is often very demanding that they have to retell everything, the whole history since the last time they were at a check-up, so it is difficult for them to remember everything (…) Many patients bring their own tablet to the GP or to the hospital to show the history (…) It would have been very beneficial if the GP and the hospital could have access to patients’ measurement history in a graphical representation’. Consequently, there are ongoing activities to facilitate more seamless interactions among the actors involved in the service.

4.2.2 The experiences so far from the Norwegian primary and secondary healthcare services

Overall, the healthcare professionals in the Norwegian cases are satisfied with the digital solution. Scaling the solution to more users and user areas has been part of the ongoing activities. Telemonitoring centres, who had been involved in the national trial, have been established in the municipality. Nurses employed at the telemonitoring centres are responsible for the follow-up of the patients. Furthermore, a collaboration agreement was made with some GPs and specialists at the hospital who had provided professional advice on the follow-up of the patients during the national trial. The new service thus facilitated improved coordination of the service and a nurse at a telemonitoring centre stated that digital remote care has filled a gap that previously existed among the home care service, the GP and the hospital. Nevertheless, it is still a challenge to share information among all actors involved in the digital follow-up of patients. The digital remote care platform works well as a standalone system, but the integration with existing systems used in the health service is a challenge. First and foremost, there is a lack of integration between the digital solution for remote care and EPRs used in the municipality. All information related to the patient’s health care must be available in the EPR and the lack of integration means that information from the digital remote care solution needs to be transferred manually into the EPR. This entails a risk of incorrect registration as well as duplication of work for nurses at the telemonitoring centre. The digital remote care platform is not available to all employees in the home care services and relevant information about patient’s health condition needs to be available in the EPR to provide justifiable health services. Patients with chronic diseases often need follow-up from the specialist health service and lack of integration with EPRs used at hospitals is also a challenge. Thus, seamless interaction between different actors has become a challenge and a nurse stated that ‘the benefits are not achieved if only the municipality works on this and if not doctors and outpatient clinics and all are connected’.

Some of the issues outlined above include interdisciplinary collaboration and ongoing work on integration and reconfiguration of the digital solution has been initiated to implement digital remote care both in the municipality and at hospitals. For example, there is ongoing work to develop standardised interfaces between the digital remote care solution and the EPR systems. However, this is not only a technological issue, but also to decide what information is appropriate to share with whom and in what situation. For example, patient generated information can be valuable to clinicians in the hospital; however, they do not have the ability to follow up daily measurements for all patients. There is thus ongoing work to adapt the digital solution to different needs, roles, and responsibilities in a new integrated solution.

Lessons learned from participation in small scale projects have shown how digital remote care can be useful for several user groups and during the pandemic the digital solution was adapted to digital follow-up of COVID-19 patients. Furthermore, several hospitals have ambitions to offer home-based services and digital follow-up of patients have also been scaled to new care settings such as digital outpatient clinics. Ongoing activities involve digital follow-up of patients who need long-term follow-up, such as patients with diabetes, lung diseases, epilepsy, cancer and so on. These patient groups need regular follow-up by health professionals and are traditionally performed by physical attendance at the nearest hospital. Digital remote care is considered an opportunity for more person-centred follow-up for these patients, and it is expected that self-monitoring of vital sign and symptoms will provide more continuity in the follow-up of the patients. However, the digital platform needs to be reconfigured to meet needs and requirements in a new clinical context.

The case briefly outlined above illustrates the sociotechnical complexity of digital remote care and the
need for different levels of integration between health and social care depending on the type of services being offered [6]. Several studies have shown how digital technologies such as digital remote care enable innovation in the context of patient-centred care [2][23]. The notion of recombinability has been highlighted by [23] to shed light on how digital resources can be combined and recombined in various ways to enable flexibility and adaptability in digital infrastructures. We will use these theoretical perspectives as analytical lenses by following the further implementation of digital remote care in different clinical settings.

4.2.3 Sharing experience amongst the Norwegian health communities

Implementation of digital solutions for remote care in Norway in general are still at an early stage, and the processes so far have been a step by step, iterative process. Local projects have been established to facilitate further implementation of digital remote care. National and local communities for the development of remote care have also been established where regular meetings and/or webinars are organised to share experience and expertise. A variety of projects have enrolled motivated users who have gradually improved the solution based on the experience gained with regard to how digital technologies can enable better health care services. This strategy can be characterised as bootstrapping which emphasises the importance of identifying motivated users, learning from simpler areas before moving into more complex one, and motivating more users through successful demonstrations [21]. Moreover, the strategy for scaling the solution has been based on experiences from small-scale pilot projects. As stated by [25], ‘the temporariness of pilot implementation is central to their role in infrastructure evolution because it enables experimentation and learning’ (p. 446).

5 CONCLUSION

We have reported lessons learned from the early-stage implementation of digitally enabled remote care in Norway and China. Our findings revealed the key stakeholders’ feedback regarding their experience so far with the solution for remote care in the two countries. We have illustrated some challenges that need to be solved in the further scaling of digital remote care to new patient groups and user areas. However, seamless interaction across organisational units remains a challenge and requires integration among different systems and measuring devices. We further argue that this is a socio-technical issue, where the digital solution needs to be adapted to different needs, roles, and responsibilities in the digital service. Investigating the early stages of the implementation process in Norway and China to understand how early decisions on the sociotechnical setup affect scaling the solution and the services at a later stage in the two contexts is considered as our future work. We hope our ongoing case studies in the two countries will inspire diverse research communities that are keen on developing digital technologies for remote care in different contexts, as we believe that digitally enabled remote care will open a new era of health care which is underway.
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Does your EHR support a Learning Healthcare System?
An exploration of possible indicators
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Abstract
Background: The Learning Health System is a concept born from the Institute of Medicine roundtable in 2006 which aims for overcoming the limitations of evidence-based medicine. Since its conception several nations and organizations have actively proposed health policies, research plans, and innovation strategies for its implementation. The effective realization of practices enabling a Learning health system hinge on the availability of Information system functionality and tools.
Objective: To describe the EHR functionality that is needed and corresponding indicators for use in evaluation.
Methods: Analysis of the content of influential scientific publications on the topic.
Results and discussion: The key enabling practices are linked to the life-cycle of biomedical knowledge as well as to knowledge on how to implement evidence-based care.
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1 INTRODUCTION
1.1 Learning health system
Learning Healthcare System (LHS) is a US health policy initiative and research agenda that was conceptualized by the Institute of medicine (now the National Academy of medicine) in 2006 to identify and address the need for ‘reengineering clinical research and healthcare delivery’ to advance the systematic development and implementation of evidence-based medicine [25]. The initiative has developed into a broad research agenda that is supported by a worldwide community of researchers.

According to Friedman [13], learning refers to having access to, and analyzing data to continuously seek to improve care by developing and implementing new knowledge. Health is both a valuable objective and an imperative for high quality care. System relates to the components that must act in unison to “achieve goals not attainable by any subset of the components”.

The Learning health system (LHS) initiative has been developed against the backdrop of accelerating healthcare costs, unequal access to care, and a plethora of quality and safety issues in the US and elsewhere. Although the possible benefits of LHS have been ascertained, for instance, in PEDSnet, and TRANSFoRm project, there has been little adoption in practice [9], [11], [26], [10]. A wide range of barriers can be identified when implementing LHS, such as: ethical issues, the complexity of clinical decision-making, missing data (patients data are dispersed across multiple organizations), and the ability of clinicians to routinely used, maintain, and monitor routinely produced data extracted from EHR [11],[5]. In line with the discussion aforementioned, Nordic healthcare has established initiatives to promote and accelerate high-quality care by promoting a transparent and knowledge-based healthcare system, capable of sharing data across sectors and secondary use of data gathered in everyday practice [8]. Furthermore, since 2012 the Nordic council of ministers has supported a Nordic network cooperation on indicator development [17].

Most of the literature on LHSs is mainly theoretical [27]. Several models and frameworks have been developed in the last decade [2]. A framework for value-creating learning health systems [22] seems to fit with the Nordic healthcare system. Their framework has four elements that characterize an LHS: core values, pillars and accelerators, processes, and outcomes. Their core values are also valued in Nordic healthcare: participatory leadership, inclusiveness, scientific rigor, person-centeredness, equity, and solidarity.

1.2 Electronic health records
Electronic health records (EHR) are health information systems that manage and integrate: a) clinical notes; b) medical tests such as laboratory, pathology etc.; c) PACS of medical image systems; and other ancillary systems such as Clinical Decision Support modules [16]. An EHR can be considered an information system for the programming, delivery, documentation and assessment of knowledge-, competence- and skills- based care in a safe and effective manner. The scientific literature describes a Learning health system as a socio-technical system [14], and the performance of the system hinges on the comprehensive and effective interaction between the human worker and the system. Etheredge [9] defines a LHS as a system that generates and applies data from EHR to increase the value of healthcare.
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1.3 Evaluation science

LHSs architectural framework comprises of five dimensions: scientific, technical, ethical, social, and goals. Lessard’s framework suggested six decision layers that adjust these dimensions: The performance layer models goals, the scientific layer, the organizational layer, the data, and information technology layer, and the ethics and security layer [18]. Our focus in the present paper is on the data and information technology layer, more specifically on LHS which generates and applies data derived from EHR.

Like any other healthcare technology, an EHR is a product of design and engineering. Just like biomedical knowledge, health information technologies are conceptualized, designed, developed, taken into use, assessed, evaluated, phased out and, in the end, replaced by something newer and hopefully better.

The evaluation and assessment of EHRs and other health information system tools both serve to validate the chosen designs and to assess the true outcomes of using the technology. The science of evaluation of health information systems is the key to accelerate learning, both in the organizations that design, engineer and sell such systems as well as among their customers.

An LHS, with its socio-technical nature, makes them difficult to evaluate [14]. In addition, the very nature of an LHS is a system that is constantly evolving. The outcome measures and available data may also evolve.

One of the biggest challenges in evaluating research on LHS is defining relevant indicators, outcomes, and levels of measurement [4]. LHS and EHR share similar barriers and facilitators [20], [21].

As a means to assess and foster good designs as well as killing bad designs, evaluation science is the key to quick but lifelong learning in the health informatics community. Considering that EHR is an essential prerequisite for implementation and expansion of LHS, it is imperative to identify indicators for evaluating the contribution of EHR to a learning healthcare system.

1.4 Objective

To describe the EHR functionality that is needed to support a Learning healthcare system and to develop candidate indicators that can be used as a starting point in the evaluation of EHRs with respect to the ability to support Learning health systems.

1.5 Research question:

What are the potential indicators and which data can say something about their value?

2 METHODS

Focussed review on the literature on learning healthcare systems. Sampling strategy: A comprehensive search was conducted in June 2022, using the PubMed (MEDLINE) and Scopus databases. The search was limited to articles published between 2007 and 2022. The keywords used were: "learning health systems" OR "learning healthcare system" OR "learning health care system" AND "electronic health record".

Inclusion criteria: We included papers that complied with any of the following criteria: (a) explained the concept of the Learning Healthcare System; (b) covered the implementation of an LHS; (c) described the evaluation of a LHS reporting on key features to evaluate it. Articles that fulfilled inclusion criteria, and that present a significant theoretical cornerstone of key features of the LHS system and articles that describe the implication of EHR to accelerate the development of an LHS were revised and included in the paper.

Exclusion criteria: papers covering specific implementations such as AI projects reusing data from EHR but not clearly framed within a LHS were excluded.

Database search resulted in 2859 articles. Firstly, papers were checked on title only, by reviewer (OG), excluding 2734 studies. Secondly, title and abstract were checked excluding 12 studies. Thirdly, full text review was performed by reviewers (AF and OG) excluding 71 studies. Articles meeting inclusion criteria but containing information that is covered in the already cited sources were excluded due to the page number limitation, which was set by the conference committee. The full flowchart for the screening of articles is depicted in Figure 1

We did not use any specific extraction form. For each publication we identified all the aspects that were likely to contribute to the implementation of LHS. Whenever possible we mapped LHS implementation contributors to potential indicators of success in the LHS adoption.
2.0 Results

2.1 Features of a learning health system

Since a health system is a socio-technical system, this means that the technology alone does not suffice to provide services that are of value to the patient. In such a socio-technical system, people that are engaged in the key enabling practices are supported by data and effective tools [13]. Greene [15] describes an evolving learning health system and a model for implementing learning health system practices in a healthcare organization. In the UK, McLachlan and co-workers have developed a conceptual framework to characterize learning health systems [19].

Taken together, the key enabling practices are related to insight- and knowledge-building as well as implementation and dissemination of care delivery practices that are data-driven and based upon the developed insights and knowledge.

2.2 Health information system functionality to support a learning health system

A list of EHR / Health information system back-end functionalities and human-facing front-end tools are presented in table 1. The functionality encompasses the automatic sampling of patient-controlled data, analysis of data for knowledge development, risk modeling, programming, delivery, documentation, and assessment of care.

2.3 Possible indicators

A list of possible indicators is also presented in table 1.

<table>
<thead>
<tr>
<th>Learning health system feature or functionality</th>
<th>Possible Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data that are sampled by the patient are made accessible for the decision-maker via the EHR</td>
<td></td>
</tr>
<tr>
<td>Outcome data that are recorded by the patient are available and can be integrated and analyzed together with data about the processes that contributed to the outcome.</td>
<td></td>
</tr>
<tr>
<td>Access to a shared health data infrastructure [11], [1], [7].</td>
<td></td>
</tr>
<tr>
<td>The EHR can be used to share and aggregate data about patients with rare diseases.</td>
<td></td>
</tr>
<tr>
<td>Access to a shared knowledge development infrastructure [7], [24].</td>
<td></td>
</tr>
<tr>
<td>The EHR can be used to enact the participation in multicenter clinical trials</td>
<td></td>
</tr>
<tr>
<td>Functionality to define and characterize patient cohorts with use of data from multiple sources [7], [20], [21], [29].</td>
<td></td>
</tr>
<tr>
<td>The EHR can be used to define and characterize patient cohorts</td>
<td></td>
</tr>
<tr>
<td>Functionality for system-wide surveillance of safety of health operations [15], [20], [21].</td>
<td></td>
</tr>
<tr>
<td>The EHR can be used to monitor the safety of health operations across the healthcare system</td>
<td></td>
</tr>
<tr>
<td>Functionality to characterize and assess the quality of care that has been provided to patients that constitute the cohort [15], [23].</td>
<td></td>
</tr>
<tr>
<td>Data from the EHR can be used to train a machine with the objective to model and assess risk (Predictive patient risk modeling)</td>
<td></td>
</tr>
<tr>
<td>Tools to apply insights and experiences of what works into doable programs of care that are ready to be implemented in clinical workflows across the health system [15], [1].</td>
<td></td>
</tr>
<tr>
<td>Availability of EHR functionality that supports the implementation, monitoring and evaluation of care pathways, documentation templates and order sets.</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract
The aim was to translate and cross-culturally adapt the original Telehealth Usability Questionnaire (TUQ) into Danish and pre-test the translation on a sample of Danish patients with diabetes who received telemedicine. Participants with diabetes (n = 34) completed the Danish TUQ and participated in semi-structured interviews. The overall internal consistency was 0.857. The internal consistency for the five sub-groups ranged from 0.241 (sub-group four) to 0.857 (sub-group five). The study demonstrates an overall accepted statistical internal consistency compared with the original TUQ, which makes it a reliable tool to assess patients’ perceptions after using a telemedicine service.
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1 INTRODUCTION
Telemedicine solutions may use many different types of communication technology to support patients remotely. Various types of telemedicine solutions have been proposed for a wide range of patients [1–5], including patients with diabetes, pulmonary diseases, heart disease, cancer, and so on [6–10]. Moreover, a meta-review from 2017 focusing on telehealth interventions to support self-management of long-term conditions of diabetes, heart failure, chronic obstructive pulmonary disease, and cancer suggested that telemedicine is a safe way to deliver self-management support and showed that users have a high degree of acceptance of telemedicine. However, telemedicine solutions were not consistently superior to usual care [6]. This lack of consistent effect may be explained by the shortcomings of telemedicine studies, as their quality has been questioned [11]. One of the shortcomings of telemedicine studies is that they fail to explore patients’ experiences with the telemedicine solution provided [11]. However, it is important to increase knowledge about telemedicine solutions and their usability to understand which solution is appropriate for which patient [12]. Considering the COVID-19 pandemic, this challenge has become even more relevant as the use of telemedicine has increased [13–17]. This highlights the need for tools to evaluate patients’ perceptions of the quality of the telemedicine solutions provided.

Surveys have been commonly used to assess perceptions and outcomes in telemedicine studies among both patients and healthcare professionals [16,18]. The quality (i.e., consistency and transferability) of telemedicine studies has been questioned, and improved quality and reporting of telemedicine survey studies have been called for [12]. Moreover, to the best of our knowledge, the availability of surveys in the Scandinavian languages, including Danish, are very limited, underlining the need for a Danish validated and cross-culturally adapted survey that evaluates patients’ perceptions of usefulness and satisfaction with a provided telemedicine solution.

Several of the existing telemedicine-specific questionnaires are lacking in their ability to evaluate more than one telehealth system. Furthermore, most of the questionnaires are only intended for either clinicians or patients and not both at the same time [1,18]. The Telehealth Usability Questionnaire (TUQ), however, has several advantages since it is intended for use with various types of telehealth systems and can be used both for clinicians and patients. The final TUQ consists of 21 items assessing computer usability, telemedicine solutions, and their quality. This assessment focuses on usefulness, ease of use, effectiveness, reliability, and satisfaction [19]. The original development of TUQ was based on four phases: 1) literature review, 2) construct development, 3) item development, and 4) examination of reliability.

To test the reliability of the content of the originally developed TUQ, 53 participants (21 males and 32 females) were included in a three-month study, where participants who regularly used telehealth technologies were asked to complete the TUQ based on their recent interaction with a selected system. At the same time, participants who had never used or did not regularly use telehealth technologies...
were asked to take part in a simulated telehealth session and afterwards complete the TUQ based on their interaction [19]. After the three months were over, statistical analysis was conducted and showed a solid, robust, and versatile TUQ instrument [19]. Since the results from the study by Parmanto et al. showed that TUQ is a relevant questionnaire to evaluate telehealth systems, a Danish translation and cross-cultural adaptation of it is highly needed due to the increased use of telemedicine solutions in the Danish healthcare sector.

Thus, the aim of the present study was to translate the TUQ into Danish, pre-test it, and thereby cross-culturally adapt the translation using a sample of Danish patients with diabetes who had recently received a telemedicine service in the form of a video consultation.

2 METHODS AND MATERIALS

2.1 Procedures

The English version of the TUQ was translated and adapted for the Danish culture in accordance with the guidelines for the process of cross-cultural adaptation of self-report measures provided by Beaton et al. [20]. The term cross-cultural adaptation refers to “a process that looks at both language (translation) and cultural adaption issues in the process of preparing a questionnaire for use in other settings” [20]. The English version of the TUQ includes 21 items with the possibility to respond using a seven-point Likert scale, where one represents total disagree and seven represents fully agree or N/A. Besides the 21 items, a space for more elaborate comments about the telemedicine system is provided in the TUQ.

The cross-cultural adaptation of the TUQ was performed in line with the process given by Beaton et al. [20] by using forward-backwards translation. Table 1 gives an overview of the steps in the process, which is described in detail below the table. The letters in the brackets say which authors did which of the tasks in the validation process.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Forward translation by two translators</td>
</tr>
<tr>
<td>II</td>
<td>Synthesis of the two translators into one (T-12)</td>
</tr>
<tr>
<td>III</td>
<td>Backwards translation by two translators</td>
</tr>
<tr>
<td>IV</td>
<td>Expert committee review</td>
</tr>
<tr>
<td>V</td>
<td>Pre-testing and completing</td>
</tr>
</tbody>
</table>

Table 1: an overview of Beaton et al.’s five-stage cross cultural adaptation process [20].

Stage I: Forward translation

Two forward translators translated the English version of the TUQ into Danish and produced two individual versions (T1 and T2) of the Danish TUQ. Both translators were bilingual, with Danish as their mother tongue. One translator had a clinical background and was familiar with the terms: telemedicine and usability. The other translator did not have a clinical background and was not familiar with the concepts of the TUQ. Both forward translators were selected based on the criteria given by Beaton et al. [20].

Time estimation: The number of working hours that each of the forward translators spent varied be-tween two and three hours. Their time was spent on literal translation work and on how to include cultural differences in the translation of the original TUQ (i.e., how the TUQ could be implemented in a Danish context).

Stage II: Synthesis of the initial translations (T-12)

Working from the original TUQ and the two independent initial Danish translations (T1 and T2), the two forward translators reached a consensus on a new version of the Danish TUQ (T-12). The out-come (i.e., the issues addressed by T1 and T2 in this synthesis step and how the issues were resolved) was described in a written report.

Time estimation: The number of working hours for the second stage was approximately one working day (eight hours) per translator.

Stage III: Backwards translation

To ensure the validity of the first two steps in the translation process, a third step, back-wards translation, was performed. Two independent backwards translators with English as their mother tongue translated the T-12 version of TUQ back into English and thus produced two different back translations (BT1 and BT2). Both backwards translators were familiar with the concepts of the TUQ, but neither of them had a medical background. The backwards translators were selected based on the criteria given by Beaton et al. [20].

Time estimation: Each backwards translator spent approximately half to one working day (four to eight hours) on the translation.

Stage IV: Expert committee review

The expert committee was composed of the two forward translators, the two backwards translators, two health professionals, a methodologist, and a language professional. During their meeting, the expert committee reviewed all the produced material from the previous stages (stages I, II, and III, i.e., the English TUQ and each translation [T1, T2, T-12, BT1, and BT2]) together with the corresponding written report. The expert committee discussed the translations and developed a pre-final version of the Danish TUQ. Due to the COVID-19 pandemic, the expert committee meeting was held digitally using Microsoft Teams.

Time estimation: The expert committee used approximately half a working day (three hours). The working hours did not include the preparation time that each of the committee members spent prior to the expert committee meeting.

Stage V: Pre-testing and completing

Participants with diabetes (n = 34) completed the Danish TUQ. Subsequently, they participated in semi-structured interviews concerning their basic demographics, their responses to the TUQ, and the relevance of each item within the Danish TUQ. This step was conducted to ensure the reliability and consistency of the Danish TUQ.

After the last stage, the authors had a series of meetings and went through the comments given by the interviewed subjects. Again, a consensus was reached, and the authors agreed on a final version of the Danish translation of the TUQ.

Time estimation: The researchers spent approximately 30 minutes per interview (plus additional preparation time before each interview and post-processing of the data). The
duration of the physical meeting between the authors lasted approximately two hours.

### 2.2 Participants in the Pre-test

All included participants (n = 34) were diagnosed with diabetes and had received a telemedicine service in the form of a video consultation within the last two months. The included participants were recruited from the four Steno Diabetes Centres located in Denmark (Steno Diabetes Centre North Denmark, Steno Diabetes Centre Aarhus, Steno Diabetes Centre Zealand, and Steno Diabetes Centre Odense). The aim of the Steno Diabetes Centres is to improve and prolong the lives of people with diabetes in Denmark [21].

The participants were selected using consecutive sampling, which refers to the inclusion of all accessible participants at multiple data collection sites - in this study, the four Steno Diabetes Centres. From each of the four sites, a manager provided a list with the names of potential participants. The potential participants had each received a short description of the aim of the study by healthcare professionals from one of the Steno Diabetes Centres. The participants had given written informed consent, so researchers (two assistant professors with experience within telemedicine and questionnaire translation) from Aalborg University were permitted to contact them by telephone (due to the COVID-19 pandemic, the interviews were performed by telephone). Each participant received a phone call during which they received a detailed description of the aim of the study and the study procedure. If the potential participants agreed to participate in the study, a time and date for a new phone call was planned. After the call ended, each subject received an email including the Danish TUQ, written information about the study, and their rights as a participant in the study. Moreover, the participants were encouraged to fill out the Danish TUQ based on their recent experience with teleconsultation.

Approximately one week after receiving the email, each participant received a phone call from the researchers. First, the participants were asked to provide basic demographics (sex, age, civil status, level of employment, level of education, comorbidities, and diagnosis/reason they had used the telemedicine service). Second, each participant was asked to provide their response for each questionnaire item and their understanding of the meaning and relevance of each of the items. In closing, after going through all 21 items, the researchers asked if there was anything the participants wanted to add further to the interview. During and after all 34 semi-structured interviews, the researchers took notes.

The following criteria were outlined for the inclusion of participants in the pre-test of the Danish TUQ:

Inclusion criteria: diagnosed with diabetes (either type 1 or type 2 diabetes), have received a telemedicine service related to their diabetes, > 18 years old (both men and women were included), and able to read and understand Danish.

Exclusion criteria: blindness, too ill to participate, dementia, or other cognitive impairment (judged by the healthcare professionals at the Steno Diabetes Centres), unable to read or understand Danish and thereby fill out the Danish TUQ.

### 2.3 Statistical Analysis

Descriptive statistics were presented with mean and standard deviation (± SD) or percentage of the participants. The overall internal consistency of the Danish TUQ was measured using Cronbach’s alpha, based on the data collected from the semi-structured interviews [22]. For each of the five sub-groups within the TUQ, the internal consistency was also calculated. The sub-groups were designed by Parmanto et al. based on covering all usability factors (i.e., usefulness, ease of use, effectiveness, reliability, and satisfaction) [19]. These sub-groups were sub-group one (items 1–3), sub-group two (items 4–6), sub-group three (items 7–14), sub-group four (items 15–17), and sub-group five (items 18–21).

The descriptive and reliability analyses were conducted in IBM SPSS Statistics, version 27 [23]. The significance level was set at 0.05.

### 2.4 Ethical Approval

The study was conducted in accordance with the Helsinki Declaration [24] and Danish legislation; questionnaires and qualitative studies do not require ethical approval since they are based on written consent [25]. Likewise, it was not required to have an approval from a data protection officer. Each participant received time for deliberation before giving informed written consent to participate in the study.

The data analysis was executed anonymously. The AGREE checklist was followed.

### 3 RESULTS

<table>
<thead>
<tr>
<th>Basic information on the participants</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>34</td>
</tr>
<tr>
<td>Male (sex)</td>
<td>18</td>
</tr>
<tr>
<td>Age (y)</td>
<td>50.4 (± 13.5)</td>
</tr>
<tr>
<td>Living situation</td>
<td></td>
</tr>
<tr>
<td>In the city (defined as &gt; 20,000 inhabitants)</td>
<td>21</td>
</tr>
<tr>
<td>In rural area</td>
<td>13</td>
</tr>
<tr>
<td>Civil status</td>
<td></td>
</tr>
<tr>
<td>Married or living with a partner</td>
<td>28</td>
</tr>
<tr>
<td>Living alone</td>
<td>6</td>
</tr>
<tr>
<td>Level of employment</td>
<td></td>
</tr>
<tr>
<td>Full-time employment</td>
<td>15</td>
</tr>
<tr>
<td>Less than 37 hours per week</td>
<td>5</td>
</tr>
<tr>
<td>No job (including those who have retired)</td>
<td>14</td>
</tr>
<tr>
<td>Level of education</td>
<td></td>
</tr>
<tr>
<td>9th or 10th grade or less (some only completed 7th grade)</td>
<td>2</td>
</tr>
<tr>
<td>High school</td>
<td>5</td>
</tr>
<tr>
<td>Higher education</td>
<td>12</td>
</tr>
<tr>
<td>Skilled worker (trade, industry, office, etc.)</td>
<td>15</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
</tr>
<tr>
<td>Comorbidities (yes)</td>
<td>14</td>
</tr>
</tbody>
</table>
The aim of this study was to translate the original Telehealth Usability Questionnaire by Parmanto et al. [19] into Danish and cross-culturally validate the translation by pre-testing it and using a sample of Danish patients with diabetes who had received a telemedicine service within the last two months. The Danish TUQ was pretested on 34 participants with diabetes to ensure reliability, which is in accordance with Beaton et al. [20]. The overall internal

From table 2 an overview of the demographic information of the participants included in the study is given. The average age of the participants was 50.4 (SD: 13.5), and most of the participants (62%) lived in the city (defined as > 20,000 inhabitants).

Table 3 generates an overview of the diagnoses or reasons why the participants received the telemedicine service. Half of the participants (50%) received the telemedicine service in relation to their type 1 diabetes, while 11.8% received the telemedicine service due to type 2 diabetes. The rest of the reasons why the participants received the telemedicine service were either related to comorbidities or related to organizational changes implemented to meet the COVID-19 restrictions.

### 3.1 The Distribution of Answers

Overall, the Danish TUQ consisted of 21 items, as did the original TUQ [19]. Table 4 gives an overview of the accumulated distribution of answers related to each item (Item 1 to Item 21) given by the 34 participants included in the study. Response category 7 was most used (48.2%), followed by response category 6 (18.8%). Response category 2 was the least used (1.6%), followed by response category 3 (2.0%). Regarding item 20, 30 out of 34 participants answered using response category 7. Item nos. 16 and 17 were considered not relevant by 29 of the 34 participants.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Items</th>
<th>Cronbach’s alpha value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Usefulness</td>
<td>1–3</td>
<td>0.579</td>
</tr>
<tr>
<td>2</td>
<td>Ease of use &amp; learnability</td>
<td>4–9</td>
<td>0.759</td>
</tr>
<tr>
<td>3</td>
<td>Effectiveness</td>
<td>10–14</td>
<td>0.795</td>
</tr>
<tr>
<td>4</td>
<td>Reliability</td>
<td>15–17</td>
<td>0.241</td>
</tr>
<tr>
<td>5</td>
<td>Satisfaction and future use</td>
<td>18–21</td>
<td>0.857</td>
</tr>
</tbody>
</table>

Table 5: Overview of the internal consistency for the five subgroups within the Danish TUQ.

### 3.2 Internal Consistency

The overall internal consistency of the Danish TUQ was measured as a Cronbach’s alpha of 0.857. Table 5 gives an overview of the internal consistency for each of the five subgroups that the original TUQ was divided into [19]. The Reliability group (items 15–17) showed the lowest Cronbach’s alpha value (0.241), while the Satisfaction and future use group (items 18–21) showed the highest Cronbach’s alpha value (0.857).

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Items</th>
<th>Cronbach’s alpha value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Usefulness</td>
<td>1–3</td>
<td>0.579</td>
</tr>
<tr>
<td>2</td>
<td>Ease of use &amp; learnability</td>
<td>4–9</td>
<td>0.759</td>
</tr>
<tr>
<td>3</td>
<td>Effectiveness</td>
<td>10–14</td>
<td>0.795</td>
</tr>
<tr>
<td>4</td>
<td>Reliability</td>
<td>15–17</td>
<td>0.241</td>
</tr>
<tr>
<td>5</td>
<td>Satisfaction and future use</td>
<td>18–21</td>
<td>0.857</td>
</tr>
</tbody>
</table>

Table 4: The accumulated distribution of responses related to each item, including the response categories: 1,2,3,4,5,6,7 or not relevant (N/A) given by the 34 participants. The number of times a response category was used is visualized by colour ranging from green to red. Green indicates the lowest number of times a value was given, while red indicates the highest number of times a value was given.

### DISCUSSION

The aim of this study was to translate the original Telehealth Usability Questionnaire by Parmanto et al. [19] into Danish and cross-culturally validate the translation by pre-testing it and using a sample of Danish patients with diabetes who had received a telemedicine service within the last two months. The Danish TUQ was pretested on 34 participants with diabetes to ensure reliability, which is in accordance with Beaton et al. [20]. The overall internal...
The present study mirrors similar translation studies. A very similar study to this is a translational validation study by Vidal-Alaball et al., which included 33 participants. That translation showed a similar Cronbach’s alpha of 0.84 in a Catalan version of the Health Optimum Telemedicine Acceptance Questionnaire [1]. In addition, Micoulaud-Franchi et al. aimed to translate and validate a French version of a six-item self-reported questionnaire that evaluates the extent to which patients find e-health systems acceptable [27]. According to the authors, their validation process revealed a satisfactory level of acceptance (i.e., a Cronbach’s alpha of 0.7) [27]. When Parmanto et al. developed and tested the TUQ, they found that the Cronbach’s alpha value was 0.8 [19], which is in line with the findings of the present study. Finally, in a systematic review by Weaver et al., a list of available telehealth survey instruments was examined with appertaining calculated Cronbach’s alphas [16]. From their systematic assessment, Weaver et al. identified twelve telehealth communication assessment instruments and their corresponding Cronbach’s alpha values, which ranged from 0.7 to 0.93. This systematic review, including the studies by Vidal-Alaball et al. and Micoulaud-Franchi et al., confirms the trend that a Cronbach’s alpha value between 0.7 to 0.9 is generally considered acceptable [22]. Thus, the measured Cronbach’s alpha in this study is in line with the trend.

4.1 The internal consistency

When comparing the Cronbach’s alpha for each of the five sub-groups within the Danish TUQ with the same five sub-groups within the original TUQ, the values are closely related, with only a few deviations. Three out of the five sub-groups were almost identical (e.g., sub-group two: original = 0.92, Danish = 0.759; sub-group three: original = 0.86, Danish = 0.795; and sub-group five: original = 0.91, Danish = 0.857). The remaining two sub-groups deviated much from each other (sub-group one: original = 0.83, Danish = 0.579; sub-group four: original = 0.79, Danish = 0.241). There could be several explanations for the deviations seen within the two sub-groups. However, the most reasonable explanation is probably that the number of participants included in the studies has an important influence on Cronbach’s alpha. In the study by Parmanto et al., 53 participants were included [19], whereas only 34 participants were included in the present study. The low Cronbach’s alpha in sub-group four could be explained by the fact that 29 of the participants responded not relevant to two of three items in this specific sub-group. These items concern potential issues regarding the specific telehealth system, and the responses indicate that the participants did not experience any issues when using the telehealth system.

4.2 Reduction in the number of questions

When looking at the accumulated distribution of answers related to each item (Table 4), the participants used response category 7 most often. This might indicate that the participants were very satisfied with the telemedicine service they received and/or that they understood the item without problems. When it comes to items 16 and 17, the participants used the response category Not relevant the most. This may indicate that there were no problems with the system; however, it may also indicate that the translation was insufficient. When going through each of the items and the appertaining given response categories with the participants during the interviews, it appears that the participants clearly understood these items. Thus, there might be an indication of a need for a reduction in the number of questions.

To our knowledge, this study is the first initiative conducted where the original TUQ has been translated into Danish or any other Scandinavian language. A limitation of the study is that only 34 participants were included. Even though Beaton et al. argue that 30 to 40 participants is an ideal number to test on, it may have had an impact on the calculated Cronbach’s alpha in this study compared to the original study where 53 participants were included [19] or other studies with several participants included [28]. Thus, it could be relevant to test the Danish TUQ on a larger scale. Moreover, telemedicine includes various technologies, users, and organizational setups [6–10]. A highly relevant next step would be to validate the Danish TUQ on different telemedicine solutions with other types of users to ensure the applicability of the Danish TUQ to all available telemedicine solutions.

4.3 Developing in a Danish context

Another limitation of the study is related to the cross-cultural differences in the healthcare sector (i.e., the context where the original TUQ was developed differed from the context where the Danish TUQ was implemented). However, this study followed the cross-cultural adaptation process prescribed by Beaton et al. [20], and these concerns should, therefore, be minimal. Finally, the study was limited by the fact that the included participants were not a representative sample of people with diabetes compared to the future users of the Danish TUQ. However, when observing the basic demographics in Table 2 and Table 3, it is evident that they represent the typical patient with diabetes in accordance with the characteristics given by the World Health Organization and several other studies describing the typical characteristics of people with diabetes [29–33].

4.4 Conclusion

A translation and cross-cultural adaptation of the original TUQ was performed into Danish. The study demonstrates an overall accepted statistical internal consistency compared with the original TUQ, which makes it a reliable tool to assess patients’ perceptions after using a telemedicine service. Future work could include testing the TUQ on other groups of patients since the Danish TUQ was only pre-tested on patients with diabetes. Furthermore, it has become evident that telemedicine services will be a more integrated part of receiving healthcare services in the aftermath of the COVID-19 pandemic.

5 SUMMARY

The original TUQ was translated and cross-culturally adapted into Danish. The study demonstrates an overall accepted statistical internal consistency compared with the original TUQ, which makes it a reliable tool to assess patients’ perception of telemedicine after receiving a telemedicine service.
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Abstract
In this paper we present a computer vision (CV) based prototype application for knee range of motion analysis. The prototype is built on top of an existing CV pose estimation technique, requiring only one web camera. The aim was to investigate whether it can provide adequate measurement accuracy for rehabilitation purposes. Pilot testing were used to compare the accuracy of the prototype with universal goniometer when measuring range of motion of the knee joint. Our research indicates that sufficient accuracy for range of motion analysis of the knee can potentially be achieved in standing and lying positions by extending the underlying training dataset.

Keywords: computer vision, DensePose, marker less, telerehabilitation

1 INTRODUCTION
The COVID-19 pandemic has forced health care organizations to implement telerehabilitation (TR) as a part of health professionals’ daily practice [1]. TR provides the possibility for clients to receive therapy without physically visiting a clinic or hospital. TR has also supported social isolation politics to reduce the spread of COVID-19 [1][2]. Providing easily and equally achieved TR services is a challenge due to the aging population and the concentration of healthcare services [3]. TR can be a way of improving availability of rehabilitation, and is defined as rehabilitation services that is delivered to clients through information and communication technologies (ICT) [4].

TR can involve direct online communication with a health professional, so the client and the health professional are physically at different locations, but it can also mean technology used in health care that provides automatic feedback and support for the client [5]. Technology that can be used in TR include e.g. telephone, smartphone, computer, tablet, activity trackers, computer vision (CV), artificial intelligence (AI), virtual reality (VR) or robotics [6].

A promising and new way of implementing automatic real-time telerehabilitation services is through CV as the only technical equipment needed is one or more cameras and a computing device, such as laptop, tablet or smartphone. Tracking and analysis of human motions using CV has been an intensive research topic already for decades [7].

Traditional CV based motion analysis uses marker-based approaches, involving installation of dots or other reflective material on key points of the body, such as knee, ankle or shoulder joints. This limitation makes routine use of motion analysis systems impractical, as they require significant technical preparations prior to rehabilitation performance. Three-dimensional (3D) CV systems, such as Vicon, have been used as golden standard in the field of CV [8], however, these include advanced and precisely calibrated equipment and are thus too expensive for home use.

The potential for providing cost-effective and easy-to-use solutions for home environments, marker-less CV solutions for rehabilitations applications have been of interest in the field of TR [9]. Recently, a comparison of marker-less vs. marker-based solutions for Gait analysis through a proof of concept study has been presented in [10]. The authors propose a multi RGB camera neural network based system for detecting and localizing key points of the human body.

In [11] a “semi-marker-less” system is proposed for knee angle measurement during lower limb rehabilitation. The solution is designed for home environments and requires only a single camera. Though, it requires the placement of three physical markers to be able to accurately localize the key joints. The system has shown promising performance results on a robotic arm.

A mobile application, based on computer vision, enabling the automatic identification of anatomical landmarks for recognition of body alignment angles is proposed in [12]. This application, known as NLMeasurer, automatically detects 17 anatomical landmarks from an image consisting of a frontal view of human body. The landmarks can be detected both with and without physical markers attached to the body. Based on these anatomical landmarks
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NLMeasurer can assess the posture. Results from experiments indicate that NLMeasurer provides a valid solution for postural analysis from a frontal view when markers are used. However, when physical markers were not used, the measurements were not fully reliable.

In this paper, we propose a novel CV-based knee angle measurement prototype application for rehabilitation purposes. The prototype only requires a single off-the-shelf web camera and no physical markers. The CV prototype has been developed and critically evaluated within an interdisciplinary research team, including experts from the field of physiotherapy and information technology. As a guideline for the development process the Centre for eHealth Research Roadmap (CeHRes) was used [13].

The rest of the paper is structured as follows: An overview of the technical features of the CV prototype is presented in Section 2. The knee angle measurement performance is critically evaluated in Section 3. Future steps in the development process, with the purpose of extending and improving the accuracy of the measurement capabilities of the CV prototype, are discussed in Section 4. Finally, some concluding remarks are presented in Section 5.

2 COMPUTER VISION BASED KNEE ANGLE MEASUREMENT PROTOTYPE

A prototype application was developed for answering the following research question: Can existing CV-based marker-less human pose estimation techniques, based on a single camera, provide adequate joint localization accuracy for rehabilitation purposes? The technical choices and decisions made for the development are, thus, supported by a systematic review of existing 2D marker-less pose estimation systems [9].

Dense human pose estimation in the wild (DensePose) [15] is a promising technique, in terms of joint localization accuracy. DensePose uses a Region-based Convolutional Neural Network (R-CNN), based on the Mask R-CNN framework proposed in [14], for mapping all pixels of an RGB image, associated with a human, to the 3D surface of the human body. Based on these 2D to 3D mappings, known as dense correspondences, it then estimates the pose of that person. DensePose is trained on a large-scale ground-truth dataset, called DensePose-COCO [15], with 2D image to 3D surface correspondences manually annotated on 50 000 images. DensePose takes a single image as input and produces, in addition to the dense correspondences, an output image marked with the 2D coordinates of key points of the human body, including ankle, knee, hip, wrist, elbow and shoulder joints (figure 1).

The key point detection feature of DensePose has been reused in the CV prototype where 2D coordinates of the hip, knee and angle joints are captured for each frame of the input video stream produced by a standard web camera. The knee angle is then calculated applying the law of cosines as shown in figure 2.

![Figure 1. The key point detection feature of DensePose](image1.jpg)

The knee angle measurement procedure of the CV prototype

The knee angle measurement procedure is performed for each frame and the CV prototype includes a save button allowing the user to save the knee angle to a log file at any given time. A screen shot of the output of the CV prototype when measuring the knee angle in a stand-up position is shown in figure 3.

![Figure 2. The knee angle measurement procedure of the CV prototype](image2.jpg)

![Figure 3. The CV prototype measuring the knee angle of a client in a stand-up position](image3.jpg)
The CV prototype can be executed on a PC computer equipped with a standard web camera. For the time being, however, it requires a CUDA-enabled NVIDIA GPU. A workaround for this limitation is a distributed approach where the key point detection functionality is executed on a cloud instance and only the user interface is executed locally on the PC, tablet, or smartphone. This will, however, be prioritized in a later stage of our research project.

### 3 PERFORMANCE EVALUATION

For evaluating the accuracy of the CV prototype, pilot testing was applied to compare the CV prototype with universal goniometer (UG) when measuring subjects’ range of motion in the knee joint. In clinical work, physiotherapists typically use UG to measure their clients’ joint angles for clinical decision-making and to follow up the rehabilitation process. Goniometric joint angle measurement values can vary up to 5° from the actual angle [16]. This typically happens if the physiotherapist has improper placement of its fulcrum over the center of rotation of the joint or wrong anatomic structures [17].

In our pilot tests, healthy working-age female and male subjects (N = 30) were selected from among the Arcada University of Applied Sciences staff and students. Subjects who suffered from pain or other symptoms in the lower limbs during the preceding 3 months were excluded. Before the pilot test, subjects were provided with written informed consent and a standard written protocol was used when the joint angle measurements were performed. The pilot tests were approved research permission from Arcada University of Applied Sciences, in April 2021.

Knee angle measurement tests were performed on subjects in two different positions, i.e. standing up and lying down. When the subject was in standing position the knees were bent to maximum (deep squat) and when the subject was lying down the knee closest to the camera was bent in a randomized angle. If there was a technical issue with the CV prototype, the result was excluded. Technical issues emerged occasionally when subjects where in lying position with one leg strait and the other leg bent. In this case, the CV prototype sometimes confused the right leg with the left leg and thus produced erroneous values. An example of this problem is shown in figure 4, where the intention of the CV prototype is to measure the knee angle of the left leg, but as the knee joint of the left leg is confused with the right leg, the measurement result is incorrect.

#### 3.1 Performance results

The pilot test included 15 women (mean age 22.6 y) and 15 men (mean age 25.7 y). There was no difference (p=0.2) between genders in mean body-mass index (kg/m2; male mean 23.8, standard deviation (SD) 2.5 vs female mean 22.6, SD 2.3).

The measurement accuracy of the CV prototype was validated by calculating the mean difference between all CV prototype and UG measurement values. When the subjects was in standing position (N=30) and in lying (N=25) the mean difference between UG and CV based knee angle measurements was 3.4°. The variation of the UG and CV measurements values in standing position lied between -6.9 and 13.7 (95% CI) and in lying position between -17.4 and 24.2 (95% CI) from the mean. More detailed results are presented in figure 5 and 6.

![Figure 4. Example where the CV prototype confuses the knee joint of the left leg with the right leg and hence provides an erroneous measurement result](image)

![Figure 5. Bland-Altman plots showing the individual measurement differences and the mean difference between CV prototype and UG knee angle measurements in standing position with maximum knee bending. The X-axis denotes the knee bending angle. The Y-axis denotes the measurement differences in degrees between the two methods.](image)

![Figure 6. Bland-Altman plots showing the individual measurement differences and the mean difference between CV prototype and UG knee angle measurements for random knee angles when the subject is in lying position. The X-axis denotes the knee bending angle. The Y-axis denotes the measurement differences in degrees between the two methods.](image)
4 DISCUSSION AND FUTURE RESEARCH

A mean difference of 3.4° in the measurement values between the CV prototype and UG can be considered as an acceptable result given UG joint angle measurements as such can vary up to ± 5° in clinical use [16]. However, despite an acceptable mean difference, the variation was still occasionally high.

A possible reason for the variation between the UG and CV measurements is that UG measurements are not exact and CV prototype measurements, on the other hand, were occasionally inconsistent. The main reason for the inconsistency of measurements with the CV prototype is the lack of training data representing people in different positions in the DensePose-COCO dataset. Many of the positions during knee angle measurement are unique, e.g. one leg bent and the other extended. The DensePose-COCO dataset does not include training images with these types of positions and hence the ankle and knee joint of the leg to be measured tend to be confused with the other leg in many occasions leading to erroneous measurement results. The problem is exacerbated by the fact that most of these positions are not of as much interest in typical use, and thus these positions might not be evaluated as rigorously when the original model is trained.

Before the CV prototype is implemented in rehabilitation the accuracy demands has to be resolved, as an incorrect joint angle measurement can affect the clinical decision in rehabilitation. Therefore, as a part of future research, we will investigate how the DensePose-COCO data set could be extended to provide more accurate joint angle measurements and to prevent the mix-up of right and left leg. We will also focus on how our CV prototype application could be extended to also analyze more functional movements used in rehabilitation, such as therapeutic exercises like walking or balance tasks.

5 CONCLUSION

Computer-vision (CV) based marker-less human pose estimation is an attractive technique for telerehabilitation (TR) as it can provide clients with instant feedback on rehabilitation exercises, without the direct involvement of e.g. physiotherapist, and it does not require other hardware than a computing device with a standard web camera. CV based marker-less techniques, however, have not originally been designed for rehabilitation purposes and therefore providing an adequate level of joint localization accuracy, meeting the requirements for rehabilitation purposes, is challenging.

In this paper we have presented a novel CV-based marker-less prototype, based on DensePose, for measuring the angle of the knee joint. Results from pilot testing indicated that an acceptable measurement accuracy is achieved, although there were some errors. Sufficient accuracy for knee range of motion analysis can though potentially be achieved in both standing and lying positions by extending the underlying training dataset.
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Abstract
Since 2014, an electronic prescribing system has been piloted for patients receiving medications as multidose drug dispensing; a system commonly used in home care services. In this longitudinal study of 499 patients, we investigate workload at the pharmacies, measured as the number of times pharmacists assess prescriptions. In the 26-week period before the implementation, 17% of the patients got their prescriptions assessed by a pharmacist every 2 weeks, in the 42 weeks after, this increased to 47%. This considerably increases the pharmacy workload, with an estimated additional 602,000 pharmacist assessments every year if all eligible patients get the new prescribing system
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1 INTRODUCTION
Multidose drug dispensing (MDD) is an adherence aid commonly used for patients in home care services. MDD is machine dispensed solid medicines (tablets and capsules) in disposable plastic bags that replaces manually filled dosettes. MDD is common in hospitals across the world but is also used in primary care in the Scandinavian countries, Finland and the Netherlands [1]. In Norway, there are about 100,000 users of MDD, most of whom get it via home care services [2]. MDD is believed to reduce administration errors, improve medication adherence, save medication costs, save working time for nurses and reduce waste of unused medications [3–11]. However, the system is also associated with more inappropriate prescribing, increased risk of errors at care transitions and patients having fewer changes in their medication treatment, compared to patients with ordinary prescribing [12–16]. There are, however, very few studies on the effects of MDD systems in primary care in general [17, 18].

In Norway, the prescriptions used to dispense MDD differs from ordinary prescriptions. Firstly, the MDD prescriptions consist of a complete list of the medication use, which includes all regular medications (both those dispensed as MDD and those who are dispensed in their original packaging), when needed medications, medical devices and dietary supplements. Ordinary prescriptions only contain one medicine at a time and will not contain dietary supplements. Secondly, the MDD prescriptions are paper-based, usually printouts from the GPs medication journal, faxed or sent by fax to the pharmacy. Ordinary prescriptions are electronically transferred via a national database accessible to all pharmacies and prescribers in the country. Since 2014 an electronic prescribing system for MDD patients has been piloted, the implementation is, however, slow. At the time of writing, about 2300 patients are getting MDD based on electronic prescriptions [19].

1.1 The e-prescribing system
The electronic MDD system uses the same e-prescriptions as ordinary prescribing. However, the system also requires the GP to create a digitally shared medication list (SML) transferred via the same database. As for the paper-based MDD prescription, this SML contains a total overview of the patient’s medications: regular medications, when needed medications and dietary supplements. Unlike the MDD prescription, however, the SML is not legally a prescription meaning that it cannot be used to dispense medications by itself. It is thus necessary with e-prescriptions for each medication on the SML to dispense medications. These accompanying e-prescriptions are identical to ordinary prescriptions and are therefore available for any pharmacy or physician in the country.

The electronic prescribing of MDD is not a new system, but rather a function in the existing electronic health record (EHR) systems the GPs are using. This function can be turned on at each installation. Once this is turned on, a GP can define a patient as using MDD. This means that the next time the GP prescribe medications for this patient, the system will automatically generate an SML for the patient along with the e-prescriptions.

We know from previous research that e-prescribing can introduce workarounds and change work practices for the personnel involved [20–22]. The physicians using the e-prescribing system for MDD have so far reported that the system is both less time-consuming and safer for the patients [23, 24]. Interviews with pharmacists and nurses have revealed that they experience the system to be more time-consuming, specifically the pharmacists described having to assess prescriptions more frequently [20].
The aim of this study is to investigate whether the electronic system for MDD affects the pharmacist workload by analyzing the number of times they needed to assess the MDD prescription.

## 2 METHODS

We conducted a longitudinal study using the MDD prescriptions from the main MDD supplier in Norway.

### 2.1 The work process at the pharmacy

To dispense a medication, a pharmacist needs to check the prescription. This check includes a clinical evaluation of the appropriateness of the treatment in relation to the patient’s age, gender and indication for the medication, as well as checking the validity of the prescription and ensuring that the patients get appropriate information about how to use the medications [25, 26]. For ordinary prescriptions, this assessment is done every time a medication is dispensed (usually every 3 months for regularly used medications), and only for the prescriptions that are dispensed at a given time. For MDD, however, this is done the first time a prescription is included on the MDD prescription, and then only when there are changes to the treatment [26]. The pharmacist also assesses the entire MDD prescription, regardless of whether the medicines are actually dispensed at the time of the check. Before the prescription can be checked by a pharmacist, the prescription needs to be transmitted to the pharmacy and transcribed into the MDD dispensing system. Table 1 describes these different steps, and how they differ between the paper-based and electronic MDD systems.

### 2.2 Data collection

We contacted the MDD supplier who started pilot testing electronic MDD in 2014 and asked for the prescriptions used in the period from June 2012 to August 2020. The supplier provided us anonymous data for all patients in the municipalities where the electronic system had been piloted.

The data contained information about when the prescription was checked by a pharmacist and for what period MDD was dispensed for each patient. Regarding the patients, the data contained age and gender. Regarding medications the prescriptions contained details of medication names, strength and formulation, in addition to dosing schedule and dispensing type (MDD medications, regular medications not dispensed as MDD and when needed medications).

### 2.3 Analyses

For each individual, we defined the index date as the first time MDD had been dispensed on an electronic prescription. Because MDD is usually dispensed for 2 weeks at a time, we divided each patient into 2 weeks intervals, from 26 weeks before the index date to 42 weeks after.

We excluded patients if they did not have data for all intervals, i.e. patients with more than a 2-week stop in their MDD dispensing. If the patient started directly with electronic prescribing or went back to the paper-based system before 42 weeks, they were excluded. So were patients who were transferred to nursing homes during the study period.

We used Stata Stata/MP 15 for the analyses. The main outcome measure was the number of patients where a pharmacist had checked the prescription from one period to the next.

### 2.4 Ethics

This study was approved by the Data Protection Officer at Apotek 1 AS. The data were anonymised by the pharmacy before being given to the researchers, and the study did not require approval from the Regional Ethics Committee.

## 3 RESULTS

The original dataset consisted of 2102 patients who had received MDD based on electronic prescriptions at least once during the 8-year period. We excluded 1603 patients who did not have enough data before or after the interventions, and the final dataset consisted of 499 patients.

### Table 2: Study population characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Female N (%)</th>
<th>Male N (%)</th>
<th>Total N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>283 (57%)</td>
<td>216 (43%)</td>
<td>499</td>
</tr>
<tr>
<td>Age</td>
<td>78 (18)</td>
<td>66 (20)</td>
<td>73 (20)</td>
</tr>
<tr>
<td>Number of drugs</td>
<td>10.8 (5.7)</td>
<td>8.9 (4.7)</td>
<td>10.0 (5.3)</td>
</tr>
</tbody>
</table>
From Table 2 we see that the patients were on average 73 years old, the majority were women and they had on average 10 medications on their prescriptions. The proportion of patients who got their prescriptions assessed by a pharmacist between each MDD dispensing is shown in Figure 1. At the index date, all patients went from having paper prescriptions to electronic prescriptions, and thus all prescriptions needed to be checked by a pharmacist. From -24 to -2 weeks we find that an average of 17% of the patients had their prescription assessed by a pharmacist between each MDD dispensing; from week 2 to 42, the average was 46%.

Given this increase, this results in an estimated 602,000 additional pharmacist checks per year if all 80,000 users of the paper-based MDD system in home care services [2] get the electronic prescribing system. In order for the electronic system to be equally efficient for the pharmacists, the process of transcribing and checking prescriptions needs to be 16/46 = 0.36 times as efficient in the electronic system compared to the paper-based.

### 4 DISCUSSION

In this longitudinal study, we find a temporal association between the start of the electronic prescribing of MDD and increased number of pharmacist checks. The degree of checks is maintained throughout the 42 weeks follow-up. In terms of pharmacist checks on the prescriptions, this increased from 17 every 2 weeks per 100 patients, to 46, resulting in an estimated 602,000 additional pharmacist checks per year if all eligible MDD patients get the electronic prescribing system.

The number of pharmacists checks on the prescriptions is a reflection of the number of times the medication treatment is changed by a physician. There are several reasons why the electronic prescribing system may increase the number the prescription changes: 1) failures with the transmission are less likely 2) the GP has to send all prescriptions 3) the pharmacy is notified of all changes on a patient 4) increased renewing of prescriptions and 5) changes in prescribing patterns. Each will be discussed in more detail below.

### 4.1 Fewer errors in the transmission of prescriptions

In the paper-based system, the medication lists are usually faxed or sent by post to the pharmacy. These are manual processes that might fail or be forgotten. Parts of the increase in prescription checks we see in this study might thus be that the electronic system reduces errors in the transmission step. Insufficient communication regarding a patient’s medication treatment and manual routines in updating the medication lists are major causes of discrepancies in medication lists [27-33], and reducing errors in transmission probably increases medication safety for MDD users.

### 4.2 The GP has to send all prescriptions

In the paper-based system, the GP might also choose not to send prescriptions to the MDD pharmacy. This might happen if they know the medicines will not be dispensed in MDD, either because the medicines should be taken when needed, because the formulations are not dispensable as MDD (e.g. creams, liquids and eye drops) or because the medicine should not be dispensed as MDD of other reasons (e.g. antibiotics). With the electronic system, the GP no longer has this option and all medications must be sent.

In interviews with the pharmacists piloting the electronic system, they described how they in the paper-based system typically were not notified if the patient was prescribed e.g. a course of antibiotic, while in the electronic system they would be notified about all changes regardless of whether it would be dispensed in MDD or not [20]. The current MDD dispensing system is designed so that the pharmacist at the MDD pharmacy checks the entire MDD prescription, including those medicines that are not dispensed in MDD. This enables the pharmacist to assess the entire treatment and check for drug-drug interactions of all prescribed medicines. This has previously been described as one of the benefits of the MDD system that helps improve safety [4, 34-37]. However, this is not a legal requirement [38]. Legally, only the prescriptions that are dispensed (i.e. the MDD medications) need to be assessed by a pharmacist at this stage, as the other prescriptions will have to be checked again by a pharmacist when they are actually dispensed in their original packaging at a later time. Since the pharmacy...
gets notifications about all changes on a patient, including those that do not directly affect the medicines dispensed as MDD, this might also contribute to the increased number of pharmacist checks we find in this study.

4.3 Notifications about all changes
Similarly, the pharmacy is notified about all changes to the patient’s medication treatment, also those done by doctors other than the GP. That the MDD pharmacy does not get automatically updated about prescriptions from e.g. the hospital is a known weakness of today’s MDD system. Previous studies have shown many challenges with MDD patients during care transitions [27, 34, 39-42], and it has been shown that MDD patients have between 3 and 18 times increased risk of errors in this process [13, 14, 43]. When the MDD pharmacy is not notified about these prescriptions the home care services might have to manually correct the MDD bags, which is a time-consuming process that is also prone to errors [44-46].

Having direct access to the prescriptions from other prescribers than the GP has been described as one of the benefits of the electronic MDD system in Norway in terms of increasing medication safety [20]. However, the pharmacists also described it as being a major cause of increased workload because it results in a lot more clarifications and checks [20].

4.4 Renewing prescriptions
A fourth cause of the increased number of prescription changes we see in this study is the design of the electronic prescribing system when it comes to the validity of prescriptions. In the paper-based system, there is one MDD prescription, valid for one year supply for all the medications on the prescription, and with one expiry date. In the electronic system, there are individual e-prescriptions for each medicine, all with potentially different expiry dates. In addition, e-prescriptions contain a quantity that can be dispensed, meaning that the prescription can be emptied out before a year has passed. In fact, prescribing the wrong quantity has been shown to be among the most common errors on e-prescriptions [47-49].

When a prescription is renewed, despite the medicine, dosing schedule and prescriber being identical to the expired prescription, this requires a new check by the pharmacist as it is formally a new prescription. Expired prescriptions were described as one of the major causes why both nurses and pharmacists found the electronic MDD system more time-consuming than the paper-based system [20].

It has previously been suggested that the decrease in prescribing quality that is seen in MDD patients over time, might be due to too automatic renewing processes for these patients [50, 51]. A more frequent renewing of prescriptions might thus improve prescribing quality as the GP more often review the treatment of the patient. However, renewing prescriptions can also be a technical task and does not have to include reviewing the treatment as a whole[52]. In a cross-sectional study of 336 patients testing the electronic MDD system, it was found that 23 % were missing prescriptions on regularly used medications after the transition to the electronic system [53]. Another study interviewing pharmacists and nurses involved in the pilot also described how the patients were more frequently missing medicines in the MDD bags after the transition to e-prescribing [20]. Considering the risk of the patients not getting prescriptions renewed in time for ordering MDD, and the time pharmacists, nurses and GPs use on the task of renewing prescriptions, it is uncertain whether the increased need for renewing prescriptions would increase medication safety, even if it results in the GP reviewing the medication treatment more frequently. A better approach to increase medication safety would probably be to shift focus away from single e-prescriptions that need individual renewals, and rather focus on the medication treatment and the SML as a whole, and do a medication review of this complete list at set intervals.

4.5 Changes in prescribing patterns.
Lastly, the electronic prescribing system might change the prescribing patterns, which results in an increased number of prescription changes. The SML system seems to improve the overview of the patient’s medication use, compared to the paper-based: there are fewer discrepancies between the medication lists at different care providers, and the list is more up-to-date, including prescriptions from hospital physicians as well as dietary supplements [53, 54]. This increased overview might affect the GP’s prescribing. Because the e-prescriptions have quantities this also might make the GP more aware of the amount of medications they are prescribing. This might also affect the prescribing, especially for medications with the potential for abuse. Lastly, MDD prescribing has been described as more time-consuming and complex than ordinary prescribing [5, 34, 55], and studies have shown that MDD patients have fewer changes in their medication regimes (starts, discontinuations and dose changes) than patients with ordinary prescribing [50, 51]. Having the same prescribing procedures for patients with ordinary prescribing and MDD might thus also result in the GPs more frequently making changes to the prescriptions.

4.6 Workload
In this study, we have looked at the pharmacist’s workload in terms of the number of times they assessed new or changed prescriptions. In order for a pharmacist to do this task, the prescription first has to be transmitted to the pharmacy and transcribed into the MDD dispensing system. As described in Table 1, these steps are more automatic in the electronic system, and are likely less time-consuming compared to the paper-based system. This is also consistent with the pharmacists’ descriptions of the new system [20]. The step of checking and correcting the prescriptions, however, might be more time consuming because there seems to be an increased need to do clarifications and contact the prescriber compared to the paper-based system [20, 56]. The finding that e-prescriptions require more frequent contact with GPs than paper-based prescriptions, is in line with previous research [57, 58].

Given the increased number of pharmacist checks performed in the electronic system as shown in this study, the process of prescription management at the pharmacy needs to be almost 3 times as efficient for the pharmacists to use an equal amount of time in the two systems. Future studies should address how this increased workload affects the financial situation of the pharmacies.
4.7 Strengths and limitations
The main strength of this study is that we have used a complete data set for almost 500 patients spanning over 18 months. This makes us able to show a relatively stable trend, increasing the validity of the results. The patients included were older adults and had on average 10 medications on their prescriptions reflecting the challenges with polypharmacy. One weakness of this study is the lack of a control group. However, we believe that the longitudinal data is solid and capture the trend in prescription changes before and after the implementation of electronic prescribing for MDD users.

5 CONCLUSION
Going from paper to electronic prescription of MDD, increased the number of prescription changes which considerably increased the workload for the pharmacy. This study does not investigate the nature of the prescription changes, but we propose several explanations for the increase. By automating or redesigning the e-prescribing system, especially regarding renewing prescriptions, the workload for pharmacists could likely be lowered. If the extra workload persists when the system is implemented at scale, we need to analyse the economic consequences for the pharmacies in more detail. The consequences for the home care services and GPs should also be investigated. Future studies are also needed to look into whether these prescription changes are clinically relevant.
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Abstract

The objective of this narrative review is to provide an overview of the knowledge and gaps in the existing research on digital Antibiotic resistance (ABR) monitoring in Low- and middle-income countries (LMICs). ABR presents a complex threat to global health. One of the key global priorities is to address this challenge through effective monitoring. An analysis of the literature revealed the missing role of IS (Information systems) research in digital ABR monitoring. A thematic analysis of the identified literature on digital interventions for ABR revealed several gaps. This research contributes by providing potential research directions and identifying the role of IS research in ABR.
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1 INTRODUCTION

Antibiotic resistance (ABR) presents a widespread, complex threat to global health and universal health coverage [1]. ABR occurs when microorganisms like bacteria, viruses, parasites, fungi, and other pathogens develop resistance to the drugs used to fight them. The term ABR is used especially for antibiotic resistance in bacteria and is a subset of Antimicrobial Resistance (AMR). Globally, an estimated 700,000 deaths are attributed to ABR annually, with a projected economic impact of US$100 trillion by 2050 [2]. ABR threatens the effectiveness of treatment of infectious diseases and consequently the sustainability of health systems globally [3]. The adverse consequences of ABR extend to the environment, food production, poverty, health security, and attainment of the Sustainable Development Goals (SDGs) underscoring the need for both global and local research and practical action to address this huge challenge[4].

The World Health Organization (WHO) report on global surveillance of ABR in 2014 highlighted the immediate need for global action to identify actionable information on pathogens and monitor trends of resistance [5,6]. The WHO released a global action plan (GAP) in 2015 and recommended for countries to develop national action plans (NAPs), with a focus on strengthening the knowledge and evidence base through digital-based surveillance and monitoring to strengthen policy and practice[7]. At the policy level, surveillance and monitoring can help in making better estimates of geographical trends and patterns of resistance which can guide decisions related to resource allocation and the building of regulatory frameworks. At the clinical or practice level, effective monitoring can help develop an evidence base for targeted treatment, build infection control practices, and guidelines for antibiotic prescription practices.

Despite the development of these global and national frameworks, LMICs lag far behind in their effective implementation. While 163 countries have developed NAPs to combat ABR, very few have materialized them in practice [8,9] and, ABR continues to expand mortality and morbidity rates [10]. LMICs are the worst hit with the least resources, including for diagnostic, poor regulation, ad hoc prescription practices, and limited data on the epidemiology of resistance [6,7,11,12]. Surveillance data at local, national, and international levels is needed to guide patients’ treatment, inform health policies, trigger responses to health emergencies, and provide early warnings for outbreaks [1]. Current data on ABR surveillance in LMICs are fragmented and lack representativeness [13]. The major sources of ABR data in LMICs are mainly tertiary hospitals, some pharmaceutical companies, private labs, and limited academic literature on the patterns of use of antibiotics [14,15]. Identifying existing research gaps is of crucial importance and a central focus of this paper. This study aims to provide a narrative literature review and analysis of the existing research related to the applications of digital solutions for monitoring ABR from an LMIC perspective. This paper discusses the existing literature, identifies key gaps, and makes some suggestions for strengthening these identified gaps. While ABR refers to the health of humans, animals, and the environment, referred to as One Health, this paper focuses only on human health in the context of LMICs. We particularly examine
what has been the contribution of Information Systems (IS) research to this domain and how can this be enhanced in the future.

2 METHODS

In this study, a narrative literature review was done for data collection to gather and summarise existing research literature on this topic, and to identify dominant themes addressed and directions for future research.

2.1 Search strategy

The existing research on ABR was searched in the AIS elibrary which is a repository of all the major IS research, including the basket of seven articles. The initial focus of the search was to identify the information systems research related to ABR. However, the search yielded no results, and the search was then extended to Scopus to identify literature on digital monitoring of ABR as it is a repository of major life sciences, social sciences, and health sciences research. The search was broadened to use generic keywords to identify papers even outside the IS domain.

The keywords for database search were identified based on the research focus. An initial search was performed in the Scopus database using the keywords “Antimicrobial resistance”, “Antibiotic resistance”, “Surveillance” and “Monitoring”. The search was broadened to use generic keywords to obtain a better understanding of the breadth of studies and their focus. Based on the result of the initial search, the scope of the search was defined to include a focus on only literature related to digital ABR monitoring in LMICs in the human domain.

Search terms used included “antimicrobial resistance”, “antibiotic resistance”, “digital surveillance”, “digital platform”, “information system”, “digital monitoring”, LMICs, low- and middle-income countries, and developing countries. The title, abstract, and keywords were searched in May 2022, and no time filter was applied to the search.

2.2 Selection of studies and data retrieval

The metadata query with the selected keywords was used and the search was limited to scientific papers in the English language, papers published from 2011 until 2022 (as of this article’s submission date), and full author information available. These articles were manually screened to identify relevant articles while applying the following exclusion criteria:

- Duplicate articles.
- Articles (the reading of the abstract, introduction, discussion, and conclusion) that were irrelevant to the focus of the study.

The inclusion criteria applied:

- All articles published from 2011 until 2022 (at the time of submission).
- Cited and uncited articles.
- Abstracts (abstract, introduction, discussion, and conclusion) and titles relevant to the theme of study.

2.3 Data analysis

A thematic analysis was then conducted on the identified articles. The technique of thematic analysis was chosen because it is a suitable interpretive method that helps to uncover key concepts and patterns in a data set [16]. It is a dynamic way to understand and generate explanations from data or to explore an a priori theoretical understanding of a phenomenon under study [17,18].

3 RESULTS

The initial database search in the AIS eLibrary yielded no studies on antimicrobial/antibiotic resistance in the IS domain. An ABR monitoring system is the lifeline of a surveillance and monitoring program to tackle the grand societal problem at all levels including global, national, regional, and facility-specific initiatives. Given the grand nature of the problem, a multidisciplinary approach and collaboration to act at the practice and policy levels are needed but the problem is largely invisible in IS research which could play a guiding role in the realization of the potential of the digital.

The database search in Scopus yielded 870 records which were filtered to 77 after the use of relevant keywords and after removing duplicate papers. The titles, keywords, abstracts, discussion, and conclusions of these papers were further screened, and 37 papers were removed which were found irrelevant. Further, 40 records were considered for detailed assessment of full text and excluded 28 papers not meeting one or several of the inclusion criteria. A total of 12 relevant studies were included in the detailed review. The PRISMA flow chart shows the number of records/studies at each stage (Figure 1).

![Figure 1: PRISMA flow diagram](image)

3.1 Characteristics of the included studies

Articles from the following LMICs were identified: India, Cambodia, Uganda, Laos, Vietnam, Thailand, Iran, Nepal, India, Bangladesh, Indonesia, Maldives, and East Timor (see map below). The digital technologies discussed
included the widely used WHONET\(^1\) for data capture, Global Antimicrobial Resistance and Use Surveillance System (GLASS\(^2\)), DHIS2\(^3\) (District Health Information System), and other proprietary in-house developed applications. The red lines in figure 2 demonstrate the list of countries from the research articles included in this review.

Figure 2: List of countries represented in the review articles

A summary of the key characteristics of the identified papers is summarized in the table below and is then briefly discussed.

<table>
<thead>
<tr>
<th>Description</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timespan</td>
<td>2011:2022</td>
</tr>
<tr>
<td>Sources (Journals, Books, etc)</td>
<td>11</td>
</tr>
<tr>
<td>Documents</td>
<td>12</td>
</tr>
<tr>
<td>Average years from publication</td>
<td>3.17</td>
</tr>
</tbody>
</table>

**Article types**

| Journal papers                        | 9                               |
| Conference paper                      | 1                               |
| Review                                | 2                               |

**Sources**

| Wellcome Open Research                | 2                               |
| Antimicrobial Resistance and Infection Control | 1                           |
| BMJ (Online)                          | 1                               |
| BMJ Global Health                     | 1                               |
| Drug Resistance Updates               | 1                               |
| Frontiers In Public Health            | 1                               |
| IFIP Advances in Information and Communication Technology | 1                           |
| International Journal of Medical Informatics | 1                           |

**Table 1: Key characteristics of the identified articles**

The articles specifically discussing the digital monitoring of ABR were considered for the study. 12 articles from the period 2011 to 2022 were selected. The selected list included 9 research papers published in journals, 1 conference paper, and 2 review articles. These selected articles were from 11 different outlets. The articles appeared in global public health journals like BMJ global health, BMJ online, Frontiers in public health, and reviews from Wellcome open research.

However, the presence of the importance of the digital in ABR is missing from journals setting the global health agenda. There is an absence of articles in disciplines other than those clinically relevant. Most articles are from global public health journals discussing the importance of ABR monitoring from a global and national perspective. Only one conference paper from the list discussed the relevance of digital systems relevant for multiple contexts at global, national, regional, and facility levels for ABR.

The details of these papers including the main author, country of study, year of study, digital technology used, implementation context and level, and the main findings are presented in Annexure 1. The themes identified from a deeper analysis of the research articles are presented in the next section.

### 3.2 Analysis: Identifying themes

A content analysis based on a detailed reading of the identified papers was done. Related themes were classified and coded in groups. These codes were reassessed based on further reading and final relevant themes were identified: i) Marginal role of context; ii) Inadequate consideration of scale; iii) Relevance of open-source platforms not considered

#### 3.1.1 Marginal role of context

Context can be defined as “situational opportunities and constraints that affect the occurrence and meaning of organizational behavior as well as functional relationships between variables”\(^{[19]}\). This specifies the role and importance of the development of policies, frameworks, guidelines, and technology based on the context where they are implemented. Context-specific development is relevant in the case of ABR since the nature of the problem varies in different contexts and especially in the case of LMICs which are burdened by multiple structural and societal issues in addition to the burden of infectious diseases.

\(^1\) WHONET is a desktop windows application for the management and analysis of microbiology laboratory data with a particular focus on antimicrobial resistance surveillance developed and supported by the WHO Collaborating Centre for Surveillance of Antimicrobial Resistance.

\(^2\) Global Antimicrobial Resistance and Use Surveillance System (GLASS) is a global collaborative effort to standardize WHONET is used at the facility/lab level to capture data which is then aggregated and imported to GLASS in a specific format annually.

\(^3\) DHIS2 is an open source, web-based platform most commonly used as a health management information system (HMIS) and for case-based data capture and analysis.
Six out of twelve studies included the analysis discussing the framework for ABR monitoring at global levels using WHONET and GLASS. All these initiatives rely on good quality data from the micro or the hospital levels to enable monitoring at national and global levels [20]. One of the studies indicates that among the 136 countries reporting to the Global Database for the Tripartite Antimicrobial Resistance Country Self-Assessment Survey (TrACCESS) in 2019–2020, only 32 (24%) countries include integrated multisectoral ABR surveillance and monitoring in their NAPs [20]. However, the frameworks developed for use of these applications in LMICs have limited discussions about the context-specific challenges [23,24].

Studies are done at the hospital level, or the department level to identify the need for a patient-based application that could guide them at the practice level and provide information about the local and geographical resistance profiles. Turner et. al. [25] identified the need for a clinically oriented digital tool that could guide at the hospital level as GLASS lacks clinical metadata on antibiotics prescription and use at the local level and the duration of hospitalization. Similarly, Vong et. al. [26] in their study on the use of digital applications for monitoring ABR in seven Asian countries including hospitals in Thailand, Nepal, India, Bangladesh, Indonesia, Maldives, and East Timor identified the need for patient-specific information to act at the local level.

Guidelines for technology and monitoring developed at global and sometimes national levels for countries like India with diverse health profiles in different areas that lack contextual information often fail at the implementation stage. One such example is the poor implementation of NAPs in the countries where specific challenges of implementation are not considered in the plans developed at global and national levels. For example, the guideline to develop a monitoring system at the national level without considering the local challenges of capacity and resources like poor internet, lack of manpower, etc at the contextual level.

3.1.2 Inadequate consideration of scale

Designing for scale means building relevance both for the local facility level and the multiplicity of contexts, within the framework. Such a focus continues to enhance the local value of the processes while also enabling them to be expanded easily to new contexts [27]. ABR represents a unique challenge of scale and scope both geographically and functionally, as it is a global problem without geographical constraints. Functionally, ABR data is not only needed from the microbiology lab at a hospital but also in other departments of the hospital like the antibiotics prescription patterns from the clinical prescription data, etc. to strengthen hospital-wide activities of managing hospital-acquired infections and infection prevention and control activities.

Vong et al. [26] identified challenges with the implementation and use of WHONET in the LMIC context and discussed constraints like configuration of WHONET and BacLink, system interoperability, lack of data standards, and lack of a well-trained local and national IT workforce. Another study in an LMIC context in the Republic of Laos, Vietnam, Myanmar, Thailand, and Vietnam used a locally developed offline application to generate reports for use at the hospital level[26]. This allowed the hospital under study to generate standardized reports that allowed easy comparison of resistance among facilities. However, challenges were presented with analyzing data and generating a report as lengthy and time-consuming processes a sit required intensive manual work and trained personnel which is an existing challenge with LMICs. One of the selected studies to study the strengthening of surveillance and monitoring in India discusses the features of an in-house developed application [28] that captures and analyses the data collected from 25 tertiary hospitals from the human domain in the country. The limited data submitted to GLASS [13] by India presents the grave challenge of surveillance and monitoring as the data from a total of 71 facilities is sent to GLASS annually from a country with a population of 1.37 billion and more than 200,000 public health facilities across the country [28]. However, most digital applications in the documented articles are being implemented and used at tertiary facilities with limited discussion to scale to public and community facilities. Another study evaluated the use of WHONET and GLASS in a research project to monitor ABR from 2015 to 2020 at a few hospitals in Uganda [29]. The data collected and analyzed during the project duration is planned to be used to guide ABR policies in the country. However, the plan to scale and routinize the use of technology was not discussed in the study.

Among the articles included in the review, 5 studies [24–26,28,30] on monitoring and surveillance of ABR at regional or hospital levels identified the need for systems to collect hospital-specific information but because of the lack of standards in data collection and analysis, the information sharing becomes impossible4. The systems developed at the local level thus have limited considerations to scale to different contexts, both geographically and functionally. There are limited studies discussing the challenge of scale in ABR monitoring in LMICs. Only one study discussed the scaling of digital technology for monitoring ABR at multiple levels [31].

3.1.3 Relevance of open-source platforms not considered

Open-source platforms are not only cost-effective by allowing free usage of the platform without having to pay the licensing and maintenance fee, but they are also flexible and scalable. They allow the use of global standards while providing the flexibility to configure the local and user-specific requirements. The use of free and open-source software platforms for the collection, management, analysis, and use of ABR monitoring data is imperative for LMICs struggling with existing challenges of capacity and resources.

One of the main barriers to adopting digital technologies in LMICs is the cost of its purchase and maintenance, which highlights the open-source approach as a good solution for resource-constrained areas [32]. In-house development using proprietary platforms limits the scaling of the application to other contexts and is expensive to maintain. The monitoring platforms to capture and analyze data for ABR developed using proprietary sources in the reviewed articles have presented challenges like lack of system interoperability and lack of data standards. This limits the scope of the applications and limits the standardization of
data analysis [26,28]. Vong et al. [26] in their study based on high-level discussions between SEARO countries about challenges in ABR monitoring and surveillance, collate the requirements for ABR monitoring in the participating countries. They state the need for an open-source application that is easier to maintain and enables standardized data collection, analysis, and reporting at hospital levels, and allows sharing of data in a standardized format to a central level to guide policy and necessary action. Sahay et al. [31] discuss the geographic and functional scaling of an open-source platform to capture, analyze and use data to guide both practice and policies at multiple levels.

The studies included in the review (Appendix 1) discuss the challenges with digital platforms developed locally. Four articles included developed the technology locally for facility-specific requirements, but experienced challenges as stated above. This represents an urgent demand for both advanced knowledge and technology which is open-source, reliable, and flexible for ABR monitoring systems, especially in low-resource settings.

4 DISCUSSION

The narrative review provides an overview of the current knowledge and existing gaps in digital ABR monitoring and surveillance in LMICs. The studies presented discussed the development of frameworks and plans for ABR and the use of digital applications at global and national, regional, and facility levels. However, at the facility level, several challenges are encountered to bring the guidelines to practice during the implementation of digital technologies with limited scalability to other contexts. Based on the results, directions for future research on digital monitoring of ABR in LMICs are now discussed that could potentially guide in solving the complex and interconnected pieces of the puzzle.

4.1 Future Research Directions

Building upon our thematic analysis, we provide some suggestions on how future research in this domain of ABR monitoring in LMICs can be further strengthened.

4.1.1 Interdisciplinary research efforts

An interdisciplinary approach entails interaction, collaboration, and cooperation among scientific, academic, and non-academic disciplines, researchers, and stakeholders, to integrate scientific, technical, and non-technical knowledge as bases for policymaking at the higher level and context-specific implementation at the practice level [33]. The need for an interdisciplinary approach to tackle ABR is well documented because of the interconnected domains like human, veterinary, food, environment, etc., and the involvement of multiple stakeholders [34].

A lack of focus on ABR in the existing IS literature indicates a significant scientific and practical vacuum. This vacuum is particularly striking when we consider the magnitude of the ABR domain. In the context of increasing calls for building one-health approaches to ABR research [35], where digital monitoring is pivotal, IS research needs to become more relevant in guiding the realization of the potential of the digital. Building digital monitoring systems in LMIC settings is not limited to one hospital or nation, it is a global interconnected, and complex issue, making it a wicked problem that demands interdisciplinary and collaborative approaches. However, 10 out of 12 of the studies identified in the literature are from public health journals written either by medical or clinical and public health professionals.

Supplementation of ABR research with a social systems approach to IS research can help in the development of monitoring systems guided by the problem context with the expertise from both clinical/medical and IS researchers and help to facilitate contribution towards antimicrobial stewardship (AMS) interventions. A social systems approach to IS discusses the problems of design and implementation of digital technology as an interplay of human, organizational, social, and technical factors [36]. It is particularly relevant for ABR and the LMICs perspective as the context-specific design and implementation of monitoring systems must involve an understanding of these factors and in which the digital technology is to be implemented and used for its adoption by the end users [34,37]. It can potentially provide insights into the specific challenges like a better understanding of the structural issues aggravating the problem to make decisions at policy and practice levels. For example: At the facility level, an ABR monitoring system could potentially make the issues visible like prescription practices of antibiotics and data quality issues at the practice level and the use of this data to make an antibiotic policy at the policy level.

4.1.2 Advocating systems thinking approaches

Systems thinking is an approach widely used to address and solve complex problems, including those relating to information systems [38]. It is the consideration of systems in their totality, as their constituent parts and their interactions, as well as their interaction with the wider environment [37]. ABR is considered to be one of the most complex problems and a global threat that cannot be solved by focusing on individual processes [39] and will benefit through the application of multiple research lenses.

It requires a focus on understanding the problems as a whole from multiple perspectives like medical/clinical, IS, public health, etc. This could be done by a system thinking approach to examine and analyze the underlying problems and plan interventions accordingly. The participation of stakeholders and experts from different domains while using a systems approach can potentially increase stakeholder engagement and ownership of the new knowledge generated through the process by allowing ideas to be incorporated from different perspectives and encouraging a participatory approach to solving a problem [40].

The systems thinking approach has been applied to a variety of societal issues of global impact like environmental challenges and policy, climate change, and disease eradication programs [41,42]. However, the problem of ABR has remained untouched by the systems thinking approach. Considering the complexity and seriousness of the issue, a system thinking approach must be used to evaluate the problem, existing interventions, and their impacts and to plan the future interventions accordingly by considering the problem as a whole consisting of clinical, social, ecological, and cultural,
economic constituents. For example, the problem of the irresponsible use of antibiotics is the major reason for the occurrence of ABR. Antibiotics use is a complex issue resulting from a chain of events in an ecosystem with multiple subsystems and involves the actions of multiple stakeholders. E.g.: Prescription practices of physicians, dispensing practices of pharmacists, patterns of use of antibiotics by patients, etc. The practices of these stakeholders are affected by the underlying social and cultural factors and to address the issue an evidence base is needed to act. Social sciences research combined with an IS approach could potentially guide at the practice level by providing an evidence base for the physicians to prescribe antibiotics responsibly and guide the development of infection control and antibiotics use policies etc.

4.1.3 Research influencing practice

The research-practice gap occurs when knowledge acquired through research in an academic environment is not integrated with real-world clinical practice [43]. As standards of care continue to evolve, there can often seem to be a disconnect between what is considered best practice and actual practice. Several contributing factors result in the research and practice gap. For example, communication gap between researchers and practitioners, service delivery issues including lack of awareness and knowledge, lack of political and economic support, etc [44]. Several other factors have been documented like the interventions being narrowly or too broadly focused, complex, difficult, and costly, or may not engage or meet the perceived needs of the community at the practice level. ABR interventions are a classic example of the research-practice gap as there are several policies and frameworks defined at the global and national levels, GAPS and NAPS but these are poorly implemented at the practice levels [22]. Local practitioners identify challenges with the implementation of global platforms like WHONET and face challenges in configuring and interoperability etc [26] and GLASS does not provide patient-based information at the hospital level and lacks clinical metadata on antimicrobial use and duration of hospitalization [25]. The challenges in implementation are also cultural, lack of experience, and require context-specific solutions to meet global standards and to meet the needs at the practice level. IS research integrated with clinical research on ABR could help in the development of a context-specific evidence-based to taking local actions at the practice level that could potentially be scaled to other contexts.

5 CONCLUDING REMARKS

Arguably, this paper is a first step in arguing the potential role that IS research can have in strengthening ABR research and practice, and some suggestions on future areas of focus. While acknowledging this is indeed only touching the tip of the iceberg, it is required and urgent. A key role for IS research is in guiding the design, development, and implementation of context specific ABR digital interventions supplemented with expertise from other disciplines. This study proposes three future research directions which can help guide efforts and interventions for implementing digital ABR monitoring efforts in varying LMIC contexts, which would need to be applied in practice and further evolved with experiences.
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## Appendix 1: Details of the articles included in the review

<table>
<thead>
<tr>
<th>First author, year (country)</th>
<th>Digital technology used</th>
<th>Setting and level of implementation</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaur J, 2022 (India)</td>
<td>i-AMRSS (Web-based digital AMR surveillance system)</td>
<td>Used for data collection from 30 tertiary hospitals</td>
<td>Locally developed application for monitoring. The study discussed features of the tool and the possible analysis and the possibility to extend to veterinary and other domains possible</td>
</tr>
<tr>
<td>Nabadda S, 2021 (Uganda)</td>
<td>WHONET/GLASS</td>
<td>At specific surveillance sites in the country from 2015 to 2020</td>
<td>Data collected during the project duration to be used to guide policies. However, no plan for country-wide surveillance is described.</td>
</tr>
<tr>
<td>Iskandar K, 2021 (Review of data sources for LMICs)</td>
<td>Review of available data sources for LMICs Requirement assessment for LMICs. Experience from implementation in Georgia</td>
<td></td>
<td>The barriers and limitations of conducting effective antimicrobial resistance surveillance in LMICs and highlight multiple incremental approaches that may offer opportunities to strengthen population-based surveillance if tailored to the context of each country.</td>
</tr>
<tr>
<td>Sahay S, 2020 (India)</td>
<td>DHIS2(District health information system)</td>
<td>Facility/hospital level</td>
<td>Design and implementation of an open-source application for AMR monitoring at a facility with the possibility to scale both functionally and geographically.</td>
</tr>
<tr>
<td>Turner P, 2020 (Laos, Vietnam &amp; Cambodia)</td>
<td>WHONET/GLASS</td>
<td>Plan to pilot in one facility each in the three countries</td>
<td>Digital surveillance to build on GLASS as it does not provide patient-based information at the hospital level and lacks clinical metadata on antimicrobial use and duration of hospitalization</td>
</tr>
<tr>
<td>Rezaei-hachesu P, 2018 (Iran)</td>
<td>Requirements analysis for a surveillance system</td>
<td>Neonatal Intensive care units (NICUs) at 2 tertiary hospitals in Iran</td>
<td>Framework for the design of an AMR/ABR surveillance system for use in the NICUs in north-western Iranian hospitals to cover information gaps and proposes three modules for monitoring: the data registry, dashboard, and decision support</td>
</tr>
<tr>
<td>Safdari R, 2017 (Iran)</td>
<td>GLASS</td>
<td>Review of literature on existing digital surveillance systems</td>
<td>The study developed a framework for the design and implementation of a national ABR monitoring system building on GLASS</td>
</tr>
<tr>
<td>Seale A.C, 2017 (WHO GLASS countries)</td>
<td>GLASS</td>
<td>Review of literature on existing digital platforms</td>
<td>A roadmap for participation in the Global Antimicrobial Surveillance System (GLASS)</td>
</tr>
<tr>
<td>Oberin M, 2022 (Review of existing digital platforms)</td>
<td>Review of existing digital platforms- to identify solutions for monitoring in all domains</td>
<td>Review of existing digital platforms</td>
<td>No EIS for AMR surveillance was identified that was designed to integrate a broad range of AMR data from humans, animals, and the environment, representing a major gap in global efforts to implement One Health approaches to address AMR.</td>
</tr>
<tr>
<td>Lim C, 2020 (Thailand)</td>
<td>Antimicrobial resistance Surveillance System (AMASS)</td>
<td>One hospital in Thailand</td>
<td>An offline application to generate standardized AMR surveillance reports in the R programming language. The challenges presented with analyzing data and generating a report as lengthy and time-consuming processes that require trained personnel.</td>
</tr>
<tr>
<td>Vong S, 2017 (Seven Asian countries)</td>
<td>WHONET</td>
<td>Global and National</td>
<td>Constraints of Information technology surveillance like configuration of WHONET and BacLink, system interoperability, lack of data standards, etc</td>
</tr>
<tr>
<td>Grundmann H, 2011</td>
<td>WHONET/GLASS</td>
<td>Global</td>
<td>Framework for AMR/ABR surveillance at global/national/regional levels</td>
</tr>
</tbody>
</table>
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Abstract

Patient self-management is vital to improved health outcomes for patients with chronic diseases. The objective of this study was to understand the role of wearable sensors in patients’ self-management. A survey encompassing factors related to motivation in mHealth was conducted. Ease of use and sensory accuracy was found most important when choosing a wearable. Manual registration of most health-related information is unpopular, although some exceptions exist. Respondents valued sensor accuracy and easiness in manual registration and usage of mHealth systems. Further research is needed to pinpoint what ease of use exactly is, and how ease of use can be improved.
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INTRODUCTION

Persons with chronic diseases could benefit from using mobile health (mHealth) tools for self-management. Various devices, ranging from wearable sensors and apps integrated in smartphones, to health specific devices (e.g., glucometers) exist. The range of output from these devices, and the possibility for long-term unobtrusive monitoring, makes these devices uniquely supportive for continuous chronic disease self-management [1]. Fan et al. [2] recently published a review assessing the usability and effectiveness of mHealth apps in chronic disease self-management and concluded that mHealth technologies are as good as traditional care.

However, there seems to be a lack of motivation from most users to keep using these health apps over a long period of time [3]. Attig et al. [4] assessed reasons for physical activity tracker attrition and found that lack of motivation was one of the main reasons for no longer wearing such trackers. For persons with chronic disease, continuous use of physical activity trackers are reported to improve their health management [5].

Therefore, as mitigation measure and to further support the effort in self-management of chronic diseases, this study aimed to identify what features and factors motivates people with and without chronic disease to use mHealth apps and sensors.

METHOD

An anonymous online survey was distributed physically at a Swiss conference and on multiple social media fora related to diabetes and sickle cell disease, as well as a more general site not related to chronic disease. A total of nine online platforms were used. The survey was constructed based on 16 in-person interviews, out of which 12 persons had a chronic disease [3]. Announcements were either in English, Norwegian, or French, depending on distribution site. Respondents answered questions about what motivates them to self-manage their own health or disease. The survey had seven themes with the following headings: 1) background and health goal questions, 2) use of wearables and sensors, 3) use of mobile apps, 4) data-logging, 5) data sharing and data integration, 6) social media and entertainment factors, and 7) demographic questions including age, gender, and chronic disease diagnosis.

Here we report about the use of wearables, apps and sensors, and data logging and registration. Table 1 gives the sub-set of questions used in this study, with answer options. Question using Likert scales (question 7, 9, 10, 14, 15) gave answer options from 1 -4 (where 1 was the lowest score). “Don’t know” was also an option.

The online survey was open for data collection between November 2018 and March 2020. Primary results comparing those with and without chronic diseases [6, 7] and investigating the role of caretakers [8] have been previously published.

A request for ethical approval was reviewed at the Regional Ethics Committee (REK) and found to be exempt from their purview (ref. 2017/562).
Data was analysed using the software RStudio [9]. We report descriptive results, and for group comparisons we used Welch’s t-tests and chi-square tests, were appropriate.

<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Have you ever used a wearable device for collecting activity or other health data? (Yes, No)</td>
</tr>
<tr>
<td>28</td>
<td>Do you have a chronic disease? (Diabetes, Sickle-cell, No, Don’t want to answer)</td>
</tr>
<tr>
<td>6</td>
<td>Which of these technologies for health tracking do you regularly use? (Multiple choice)</td>
</tr>
<tr>
<td>7</td>
<td>How important are these features for you when choosing a wearable device? (Likert 1-4, Don’t know)</td>
</tr>
<tr>
<td>8</td>
<td>Which features would motivate you most to use a wearable sensor longer? (Single choice)</td>
</tr>
<tr>
<td>9</td>
<td>How important are these specific health related features for you when choosing a wearable device? (Likert 1-4, Don’t know)</td>
</tr>
<tr>
<td>10</td>
<td>How important are these features when choosing a mobile health app? (Likert 1-4, Don’t know)</td>
</tr>
<tr>
<td>11</td>
<td>How do you decide if a mobile app is trustworthy? (Multiple choice)</td>
</tr>
<tr>
<td>14</td>
<td>If you are required to do manual logging (registration) in a health mobile app, how important are these criteria for you? (Likert 1-4, Don’t know)</td>
</tr>
<tr>
<td>15</td>
<td>How willing would you be to manually log or register the following types of data? (Likert 1-4, Don’t know)</td>
</tr>
</tbody>
</table>

Table 1. Selected questions from questionnaire.

RESULTS

Participant characteristics

Among the 814 who responded to the survey, 300 (37%) indicated to have a chronic disease and 490 (60%) indicated not to have a chronic disease. Twenty-four (3%) respondents left this question unanswered. 272 (33%) respondents used sensors in their smartphone, 285 (35%) respondents used physical activity trackers, 255 (31%) respondents used mobile health apps, and 185 (23%) respondents used health specific measurement devices, e.g., glucometers. Multiple responses were possible. 281 (35%) respondents stated not using any wearable sensor, activity tracker, or mobile health app. Of those 85 (30%) indicated to have a chronic disease and 184 (65%) stated no chronic disease.

Motivation for prolonged use of apps and sensors

We first looked at what motivates respondents to wear and use a sensor for longer periods (Question 8), stratified into those with previous experience with wearable devices for physical activity tracking or other health tracking, and those with no previous experience (Question 6).

Relevant personalized feedback was a main motivator for 42.5% of respondents; whereof 38% with a chronic disease and 49% without a chronic disease. This group difference was significant; $\chi^2 = 40.953$, $p < 0.001$. The second rated motivator was ease of use with 36.4% of respondents having this as their main motivation; whereof 43% with a chronic disease and 34% without a chronic disease. This group difference was significant; $\chi^2 = 4.268$, $p = 0.039$.

Access to aggregated data and social media integration were not main motivators. Table 2 shows, when ignoring those answering, “don’t know” or “other”, that the ranking of the motivations was similar among those already using mHealth technology and those not yet using it (Question 6). The difference was statistically significant with a small effect size; $\chi^2 = 37.323$, $p < 0.001$, Cramer’s V = 0.219; mainly due to those not yet using any device answering, “don’t know/other”.

<table>
<thead>
<tr>
<th></th>
<th>Not using any device (n=281)</th>
<th>Using at least one device (n=533)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant personalized feedback</td>
<td>113 (40%)</td>
<td>233 (44%)</td>
</tr>
<tr>
<td>Ease of use/non-disruptive</td>
<td>95 (34%)</td>
<td>201 (38%)</td>
</tr>
<tr>
<td>Access to aggregated data on the population level</td>
<td>10 (4%)</td>
<td>25 (5%)</td>
</tr>
<tr>
<td>Social integration (e.g., Facebook)</td>
<td>0 (0%)</td>
<td>14 (3%)</td>
</tr>
<tr>
<td>Don’t know/Other</td>
<td>50 (19%)</td>
<td>40 (8%)</td>
</tr>
</tbody>
</table>

Table 2. Question 8, Motivating factors grouped by those who have ever used a wearable device (Question 6).

Next, we looked at which features were most important to the respondents (Question 7). Answers were given on a 4-point Likert scale. Across the six features 11-20% responded with “Don’t know” or left the field blank.

Figure 1 shows the rating of the six features, with sensory accuracy and easy to use being rated as very important by most respondents, and irrespective of whether they already use or not use wearable sensors. Access to data and ergonomic design were also rated as important features whereas known brand was least important. Notification on the mobile phone was rated as somewhat important. Respondents with and without a chronic disease rated these six features similarly.

All figures give boxplots where the black line is the median response, the black dot the mean, grey triangles are outliers, and the boxes represent the range between the 25th and 75th percentile.
Regarding health specific measurements/features (Question 9) rated on a 4-point Likert scale, physical activity tracking was rated as most important, followed by predicting/preventing deterioration of health, alerts, and managing the disease. Notably, even within the chronic group, physical activity tracking was rated highest, followed by managing the disease, alerts, and predicting/preventing deterioration of health. Mean values and standard deviations, for all participants and only those with a chronic disease, are given in Table 3. The chronic group (M = 3.12) rated those four features higher than the non-chronic group (M = 2.92), Welch’s t-test: t(2259.6) = 4.8106, p < .001, 95% CI [0.119, 0.284].

Table 3. Question 9 answer option scores. Mean score (SD)

<table>
<thead>
<tr>
<th>Feature</th>
<th>All participants</th>
<th>Chronic group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity tracking</td>
<td>3.29 (0.91)</td>
<td>3.23 (0.95)</td>
</tr>
<tr>
<td>Predicting/preventing deterioration of health</td>
<td>2.92 (1.07)</td>
<td>3.03 (1.04)</td>
</tr>
<tr>
<td>Alerts</td>
<td>2.92 (1.05)</td>
<td>3.08 (1.05)</td>
</tr>
<tr>
<td>Managing the disease</td>
<td>2.85 (1.14)</td>
<td>3.14 (1.08)</td>
</tr>
</tbody>
</table>

Specifically for choosing a mobile health app, we asked how important; simplicity/usability; functionality/features; price; trust/security/privacy; and personalization (tailored features) were (question 10). As Table 4 shows, all features were rated as important (mean score over 3, maximum possible score was 4).

Table 4. Question 10 answer option scores. Mean score (SD)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Chronic</th>
<th>Non-chronic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplicity</td>
<td>3.50 (0.775)</td>
<td>3.55 (0.694)</td>
</tr>
<tr>
<td>Trust, Security, Privacy</td>
<td>3.39 (0.896)</td>
<td>3.47 (0.847)</td>
</tr>
<tr>
<td>Functionality</td>
<td>3.33 (0.961)</td>
<td>3.39 (0.840)</td>
</tr>
<tr>
<td>Price</td>
<td>3.15 (0.979)</td>
<td>3.23 (0.904)</td>
</tr>
<tr>
<td>Personalization</td>
<td>3.15 (0.979)</td>
<td>3.02 (0.916)</td>
</tr>
</tbody>
</table>

Following up on trust, security, and privacy we asked on which feature they would decide about the trustworthiness of a mobile app (Question 11). 457 respondents (56%) would use personal experience or other people’s experience for judging trustworthiness, 430 respondents (53%) would base it on certificates, 359 respondents (44%) would decide

Figure 1. Question 7. Rating of importance for six mHealth features.

Figure 2. Question 14. Important criteria for motivating manual registration.

Figure 3. Question 15. Willingness for manual registration among respondents with Diabetes and respondents with other chronic diseases.
diseases (n=185). Diabetes management benefits from registering dietary intake.

Figure 3 shows that respondents with Diabetes were similarly unwilling to register dietary intake than respondents with other chronic diseases. Notably, respondents with Diabetes were less willing to register their daily mood than respondents with other chronic diseases.

DISCUSSION

As expected, easy to use is a highly desired feature for wearable sensors and is independent of previous experience with mHealth devices. Still, sensory accuracy and personalized feedback were rated as very important too. This is encouraging as wearable sensors shall support self-management. Notably, personalized feedback was more important among those not having a chronic disease. Possible explanations could be age differences or experience with feedback from wearable sensors. In the case of Diabetes, sensory accuracy, e.g., measuring blood glucose levels, might be regarded as one part of personalized feedback. For physical activity tracking, personalized feedback might be performance scores. This shows the ambiguity in what respondents might understand by personalized feedback.

Our survey used lay terms like easy to use without asking deeper what the respondents understand by this term. Not everybody may perceive small displays, colours or touch screens as easy to use, e.g., visually impaired, persons with colour deficiency, persons with Parkinson disease (e.g., [10]). Voice assistance might alleviate this, but has also its limits, e.g., persons with Amyotrophic lateral sclerosis or Huntington disease do not benefit from such features.

Over 50% of the respondents used more than one mHealth device, i.e., sensors on smartphones and physical activity trackers, or sensors on smartphones and mobile health apps. This suggests that devices are not solely used and bought for health self-management. This challenges developing tailored health apps with high sensory accuracy for automatic registration as devices vary in hardware. On the other hand, using specialized devices means to learn and use another device. Given the pace with which user interfaces of mobile devices are updated and changed, this is an enduring challenge for mHealth.

Relevant personalized feedback was not rated as most important among respondents with a chronic disease. This suggests that the burden of a chronic disease emphasises simplicity and sensory accuracy over personalized feedback in mHealth devices. Personalized feedback might be expected from their general practitioner.

This may touch on another important factor, namely trustworthiness. Do we trust the output from a digital device or rather a medical doctor? Despite the statistics favouring the digital device over the fallible human being, the opacity of how the digital device derives the personalized feedback hampers trust in technology [11, 12].

Doing manual registration and logging is part of life for many with a chronic disease. This is often the most time-consuming aspect of self-management and can feel like a burden. Technological developments have reduced the time but not eliminated it entirely [13]. Notably, diet registration is the most hindering/demotivating feature among those respondents who would gain most from it, namely respondents with diabetes. This might indicate a conflict between knowing enough about coping with the disease and freedom to live a life without constantly thinking about the disease [14]. Indeed, food is a strong reward, and removing the joy from eating by having to register one’s diet, may adversely affect well-being [15].

The study has also limitations. The quantitative survey was based on qualitative interviews [3] but the factors and motivational reasons were not exhaustive as some respondents indicated other. However, the main factors and reasons were covered. In this report we did not control for demographic factors. Age and gender might influence adaptation of mHealth apps but this might matter less for continuing using wearable sensors and mHealth apps, hence we did not statistically control for demographic factors but future studies should.

Wearable sensors and mHealth apps should take the cost-benefits for users into account, not least from a mental health perspective.

SUMMARY

In this study, responses from 814 participants of a survey about motivation in mHealth, was used to identify factors and features that motivates people with and without chronic disease to use mHealth apps and sensors.

Users and non-users of wearable sensors expects that mHealth apps and devices have accurate sensors, to be easy to use, and providing them with personalized feedback. The latter two can be addressed by software developers, the first often also requires appropriate hardware.
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Abstract
During cardiac surgery, in addition to their manual work, surgeons need to perceive a large amount of procedural intraoperative data, including information which is not directly visible to them. Therefore, we developed an augmented reality demonstrator that displays alphanumerical data into the loupe of surgical magnifying glasses. Eight cardiac surgeons tested the demonstrator in a skill task that simulates the critical part of a typical surgical procedure while being confronted to vital intraoperative parameters getting critical. The results showed a decrease of missed critical phases and improved response times when using the demonstrator instead of a customary monitor for tracking intraoperative parameters.
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1 INTRODUCTION
Situational awareness, “the perception and understanding of the surrounding environment” [13], is important in humans’ performance fulfilling a complex task [6]. This also applies to cardiac surgeries where safety and outcome are dependent on information flow, concerning not only preoperative data but also intraoperative procedural data such as vital parameters. Although operation rooms are equipped with multiple monitors displaying standard parameters like vital signs, other information such as heartlung machine procedural data and respiratory parameters are not readily visible for the surgeon. When needed, it requires intense communication efforts which can lead to distraction and interruption of the procedure [4]. Augmented reality (AR) can be a solution to bridge the gap between information needs, communication, and display possibilities.

Head-mounted displays (HMD), including smart glasses such as Google Glass, have been playing an increasing role in the health care industry [12]. In a systematic review from 2019, Rahman et al. [12] determined 120 HMD applications in surgery, of which most were used for image guidance and AR. For instance, Liebert et al. [7] compared traditional vital signs monitor to an HMD for monitoring patient’s vitals, showing potential for increased situational awareness and improved patient safety. The overall feedback from users was positive. In a qualitative descriptive study, Enlöf et al. [5] also showed that health care professionals have a generally positive view of using smart glasses in the medical field. In video assisted surgery AR glasses have potential to reduce bad body posture during procedure [8]. Arpaia et al. [1] presented a system for retrieving and displaying patient’s vitals and evaluated its effectiveness, transmission error rate, refresh rate and latency with confirming technical feasibility of such a system. The target group consisted of assistant surgeons and anesthetists.

The related work mentioned in the previous lines indicate benefits from using AR devices in surgery and high user acceptance, but these applications did not consider cases where users require surgery magnifying glasses. For cardiac surgeons, wearing magnifying glasses and HMDs simultaneously can be cumbersome due to interference. As one solution, smart glasses can be mounted to surgical loupes. Yoon et al. [14] successfully used such a setup for image guidance during shunt placement. The AR images were projected above the loupe and required quick eye movement to see. Qian et al. [10], on the other hand, combined a Magic Leap One with binocular magnifying loupes. They evaluated a calibration method to align virtual content to the real world in the magnified or minified field-of-view of the user. But since we are projecting simple alphanumerical procedural data that does not have to be aligned to real objects, there is no need for such a calibration method. Hence, we can use a simpler setup with lightweight hardware.
Our approach for displaying procedural data in the field of view of surgeons is different to the ones mentioned above. Instead of extending existing HMDs which have limitations due to weight, size, or short battery life [12], we develop typical surgical magnifying glasses with an integrated AR display into the loupe. For the proof of concept, we built an AR demonstrator that can be adjusted to the user. The prototype is shown in Figure 1 and the view of the loupe with AR visualizations in Figure 2.

In a feasibility study, experienced cardiac surgeons tested the usefulness of AR in the loupe with our demonstrator. We propose that AR magnifying glasses can increase situation awareness of surgeons. Beyond that, they will have potential to reduce surgeons' workload during cardiac surgeries and encounter high user acceptance, as they mimic the typical surgical magnifying glasses used during cardiac surgery.

2 METHODS

For this study, we asked cardiac surgeons to test our prototype referred as AR demonstrator, which we will describe in detail below along with the corresponding software, we will further outline the experimental setup.

2.1 AR Demonstrator

The prototype consists of two customary Galilean loupes with 2.5x magnification and 300 mm working distance. They were attached to a custom-built metallic mechanism, which allows different users to adjust pupil distance, inter-eye asymmetry or height of the loupes. The metallic mechanism is mounted on a plastic glasses frame made with a laser cutter.

The 2.5 cm x 2 cm x 1.5 cm sized AR module (Figure 3) was built with a combination of a micro-OLED display, a lens, and a beam splitter. For displaying AR visualizations, we used a Sony ECX336AF-6 OLED micro display. The 0.23-inch diagonal sized RGB display has a 640 x 400 pixels resolution, 800 cd/m² maximal luminance and 10,000:1 contrast ratio. We installed the micro display on the side of a 3D printed component. There, the displayed images are projected through a lens magnifying them to fully cover the view through the loupes. A beam splitter centered between the display, the loupe, and the eye, reflects the images into the eye of the user. The AR module can be attached to one of the Galilean loupes.

The micro display is connected to a Raspberry Pi Zero installed in the glasses frame. To be able to power the micro display with the required 1.8 volts and send images to it, the Raspberry Pi Zero was extended by a custom circuit board. A 3.6 volts rechargeable battery is powering the Raspberry Pi Zero through a 200 cm long cable. This battery is bundled in a 3D printed case with integrated electronics and a button, which allows us to turn the Raspberry Pi on and off.

2.2 Base station

To keep the AR magnifying glasses lightweight and conformable, we follow a client-server approach. One endpoint is the mentioned Raspberry Pi Zero built in the glasses frame. As the other endpoint, we are using a base station on Raspberry Pi 4B basis and the official Raspberry Pi 7-inch touchscreen (see Figure 4). The base station serves as a mobile control center for fetching patient data from simulated medical devices as well as generating visualizations and streaming them to the AR display. Furthermore, the base station is running a graphical user interface frontend application for configuring the AR visualizations using the touchscreen.
AR visualizations are generated in the frontend application and sent as PNG images to a REST server on the Raspberry Pi Zero. Using a Raspberry Pi 4B with the 64-Bit version of the Raspberry Pi OS as our base station, we can achieve approximately 5 frames per second with a delay of 500 milliseconds.

![Figure 4. Base station running the software.](image)

Our frontend application developed with Vue.js enables users to customize the AR visualizations. They can pick different parameters from connected medical device simulators and choose the desired position in the field of view. We decided the visualized medical parameters to be automatically arranged in a ring formation, so they do not overlay the working surface of the user. Though, the user is free to choose the size of the ring and by that the size of parameters as well as the number of displayed parameters. Another feature of the application allows users to finetune the whole AR visualization by moving, resizing, or rotating it with touch gestures while wearing the glasses and seeing the changes near real-time. Each user can have multiple settings profiles, which are saved in a PostgreSQL database.

Communication with the database and medical devices is performed by an Apollo GraphQL server, which exposes a GraphQL API for the frontend application. Backend was built in accordance with IEEE 11073 Service-oriented Device Connectivity (SDC) for being capable of communicating with real medical devices that also support SDC. Using SDCLib, an open-source SDC implementation by SurgITaIX, we developed a SDC consumer micro service, which serves as a bridge between medical devices and our GraphQL server.

For the experiment, we developed a medical device simulator, that generates random but reasonable values for heart rate (labeled as HF in Figure 2), mean arterial pressure (MAD), oxygen saturation (SPO2) and central venous pressure (ZVD). The simulated values can continuously increase and decrease every 3 seconds, and every 60 – 90 seconds one of the parameters becomes critical for 15 seconds. Parameters in a critical state are displayed with a small warning sign and blink with a frequency approximately 600 ms. By means of this simulation, we evaluated the effect of the AR module on the user during a skill exercise, the setup of which we will describe next.

### 2.3 Experimental setup

The experiment took place in the clinic for cardiac surgery at the University Hospital Düsseldorf. We invited 8 cardiac surgeons (2 female, 6 males, between 25 and 54 years old) to perform a skill exercise while wearing our AR magnifying glasses and reacting to critical parameters. Directly afterwards, we asked them to take a survey, which included the System Usability Scale (SUS), the NASA Task Load Index (NASA-TLX) and further questions regarding the usefulness and usability of the AR.

In the beginning of the experiment, the investigator taught participants how they can adjust the AR magnifying glasses via the metallic mechanism and finetuned the AR display using the frontend application. During the experiment, frontend and backend applications were running on a laptop computer and used by investigator rather than the participant.

We followed a within-subject design with randomized order of conditions. In both cases, participants performed an anastomosis on the Arroyo’s Anastomosis Simulator [11] while wearing our prototype. In the test condition, the AR module was turned on and the participants had to keep track of the displayed parameters in the loupe. In the control condition on the other hand, parameters were displayed on a customary 27-inch display only. We positioned the display on the right side of and 2 meters away from the participants, so they had to turn their head to the right by approximately 20-degree angle to see the values.

During performing the skill exercise, participants had to react to critical values as soon as possible by telling the investigator which parameter is critical and whether it is too high or too low. We recorded their response time using a timer implemented in the simulation software. Participants had a time limit of 15 seconds to notice and react to a critical phase and the investigator registered the answer as “right” or “wrong” by pushing the corresponding button on the keyboard. If the pre-set 15-second timeout passed before the participant reacted, the software automatically registered the answer as “missed” with a response time of 15 seconds.

After each trial, our simulation software generated a log file containing participant’s response times to critical phases and whether the response was right, wrong, or missed.

### 3 RESULTS

We performed t-tests to compare our metrics between test condition (using AR) and control condition (using monitor). All metrics were tested for homogeneity of variance and normality before comparing them with a two-tailed paired t-test for dependent means. If requirements for homogeneity or normality were not met, Wilcoxon Singed-Rank test was used.

#### 3.1 Response performance

We used a Wilcoxon Signed-Rank test to compare response performances between test and control conditions. Response performance is the count of correct responses divided by count of critical phases for each participant. The calculated data for each participant can be seen in Figure 5. It should be noted that no participant gave wrong responses.
Participants showed an increase in response performance when using the AR display (M=.8, SD=.2) compared to customary display (M=.5, SD=.3), W=0, p < .05.

### 3.2 Response time

Data for response time is visualized in Figure 6. Since missed critical phases mean that there was no reaction for 15 seconds, data is strictly speaking not normally distributed. One participant even missed all critical phases in control condition; hence median was 15 seconds in this case.

The Levene’s test for response times was not significant (F(1, 7) = 1.313, p = .340) so variance homogeneity was assumed. Shapiro-Wilk test for the differences between the pairs did not show a significant departure from the normality (W(8) = .984, p = .999). The t-test did not show any significant difference in required time for trials between AR (M = 12.4, SD = 5.2) and monitor conditions (M = 11.4, SD = 5.5), (t(7) = 1.4, p = .203).

### 3.3 Total time for trials

Participants required different amount of time to complete the anastomosis on the Arroyo’s simulator. We used a t-test to compare the required time for test and control conditions. The Levene's test for required times was not significant (F(1, 7) = 1.313, p = .340) and Shapiro-Wilk test did not show significant departure from normality, (W(8) = .92, p = .471). The t-test for global NASA-TLX showed an improved workload for AR condition (M=52.9, SD=22.1) compared to monitor condition (M = 65.4, SD = 24.1), (t(7) = 2.8, p = .027).

Boxplots and significance in differences determined by tests for NASA-TLX subscales can be seen in Figure 7. Variance homogeneity and normality criteria using Levene’s test and Shapiro-Wilk test, respectively, were met. Outliers are classified as being outside 1.5 times the interquartile range.

The Levene’s test for global NASA-TLX, namely the sum of individual NASA-TLX scores, was not significant (F(1, 7) = .064, p = .804) and Shapiro-Wilk test did not show significant departure from normality, (W(8) = .92, p = .471). The t-test for global NASA-TLX showed an improved workload for AR condition (M=52.9, SD=22.1) compared to monitor condition (M = 65.4, SD = 24.1), (t(7) = 2.8, p = .027).

### 3.4 NASA-TLX

The t-test did not show any significant difference in required time for trials between AR (M = 12.4, SD = 5.2) and monitor conditions (M = 11.4, SD = 5.5), (t(7) = 1.4, p = .203).

### 3.5 SUS Score

Mean SUS score was 66.875 (SD 12.02). Responses for individual statements are visualized in Figure 8.

### 3.6 Further questions

Responses to further questions about AR in the demonstrator and about AR magnifying glasses in general are summarized in Figure 9. Participants were asked to rate whether they agree or disagree with the statements on a scale of 0 – 100.
Figure 8. Responses to SUS statements.

Figure 9. Please tell us whether you agree or disagree with the following statements.

Q1. I preferred using the AR instead of looking at the monitor to detect critical parameters.
Q2. The medical parameters in the AR were clearly visible.
Q3. I found that the AR visualization obscured the view over the working surface.
Q4. I can imagine myself using surgical magnifying glasses with AR in daily OR work.
Q5. I think magnifying glasses with AR can improve the outcome of surgeries.

4 DISCUSSION

4.1 Objective evaluation

The experiment’s results showed an improvement in participant’s reactions to critical phases when using the AR display compared to a common diagnostic monitor. In the test condition, not only reaction times were 51 % faster, but also the performance for detecting critical parameters was increased by 60 %. On the other hand, given our sample size of 8 participants being small, statistical conclusions should be treated with care. Nevertheless, our initial proposition that augmented reality can improve surgeons’ situational awareness could be confirmed, at least, in our experimental setup.

Circumstances during real operation are different. Firstly, OP light is much brighter than in our setup, which negatively affects the visibility of the AR visualizations. Technical suitability should be evaluated in further studies. Secondly, the question arises whether an AR display in magnifying glasses is necessary in the presence of auditory alerts and assistant doctors or anesthetists. Our experimental setup demonstrates that an AR display can help surgeons keep track of selected parameters omitting some communication efforts that can possibly interrupt the operation procedure.

4.2 Subjective assessments

There was a significant difference in global NASA-TLX between test and control condition, indicating that AR magnifying glasses can also help to improve workload in surgeons. Especially, frustration was reduced by 45 % and physical demand by 36 % (borderline not significant though) when using the AR display. Higher physical demand in monitor condition could result from the fact that participants had to turn their head to see the parameters. Also, in the control condition, participants missed more critical phases (response performance dropped by 38 %), which explains higher frustration. It might be interesting to further investigate these subscales under real circumstances, where cardiac surgeons rarely look to monitors but communicate with attendants about them.

4.3 Usability and opinions

Participant’s feedback to the AR demonstrator presented were mixed and an average SUS score of 66.875 can be considered as “marginally acceptable” according to determined ranges by Bangor et al [2].

On the one hand, participants liked the AR functionality and showed interest in using such a device in the future. On the other hand, everyone had difficulties with the prototype itself, mostly independent of the AR module. Adjustment of the magnifying glasses could take over 10 minutes but even then, the alignment of the loupes was not ideal. Sometimes participants had to re-adjust the loupes during the skill task. Another common problem was that, due to their weight, the glasses slightly slid down during skill task so that the top two parameters disappeared. These problems primarily occurred because of the mechanics for adapting the glasses to different users. Normally, surgical loupes are custom-made for each user, to fit pupil distance, height, and preferred working distances. However, we wanted one single device that could be tried out by multiple people, which would not be possible with a tailormade device.

In the future, we are building another prototype with a different micro display that uses Bluetooth Low Energy for data transmission and a lighter battery. This omits a Raspberry Pi Zero in the glass frame reducing the weight...
of the device, which should resolve most issues of the current AR demonstrator as discussed above.

5 CONCLUSION

This first feasibility study showed that ARMAGNI has the potential to increase surgeons’ situation awareness during operations requiring magnification glasses while decreasing the workload for surgeons. Participants liked the concept of the product but had difficulties with the current prototype. In an upcoming improved prototype, participants feedback will be taken into account to enhance usability. In addition, a different micro display is intended to improve overall ergonomics of the device.
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Abstract
The increased development and use of ubiquitous digital services reinforce the trend where health-related data is generated everywhere. Data usage in different areas introduces different terms for the same or similar concepts. This adds to the confusion of what these terms represent. We aim to provide an overview of concepts and terms used in connection with digital twins and in a healthcare context.
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1 INTRODUCTION
Traditionally the healthcare field has been subject to strict privacy regimes. Patient data has only been available to health personnel with privileges to view or use this data. Details describing health conditions and health history has been and is still regarded as a matter between doctor and patient.

The development and use of ubiquitous (ever-present) digital services, online or offline, is based on the increasing trend that health-related data is generated everywhere. Data usage in different areas introduces different terms for the same or similar concepts. These types of data would not specifically describe the person that is using the digital services collecting these data. But when assembling various types of data for an individual, this may create a “customer” profile that can form identifying characteristics of the person. When assembling all available data for a person, we are approaching the concept of a digital twin.

A digital twin is generally defined as a digital replica of a living or non-living physical entity. The term digital twin was first presented by Michael Grieves in 2002-2003, and published in a white-paper in 2014 [1]. The term has been used in the manufacturing industry for over a decade with the aim of minimising costs, improving quality and product life, and increase efficiency in manufacturing. The concept of virtualising physical entities has since spread into other areas such as business, education, healthcare, transport, and construction.

Roberto Saracco’s article Digital Twins: Bridging Physical Space and Cyberspace [2] discusses the impact of digital twins and some future challenges. He defines a digital twin as consisting of a digital model, shadow, and thread. He predicts that digital twins will be applied to people in a not-too-distant future.

One problem with the concept of digital twins is that many of the terms in the digital twin field are used as synonyms. In her 2020 post [3], Lindsey Andrew argues that the term digital twin has become a buzzword, through the hype of what can be provided versus the reality of the actual solutions. She also suggests that the term is overused and creates unrealistic expectations for the use of digital twinning. The fact that a search for “digital twin” today will result in millions of results [4] supports the hypothesis that we are witnessing a hype around the “digital twin” concept.

There are several other terms that are used alongside the term digital twin. All these terms are used under similar circumstances. To some degree they are used as synonyms, adding further to the confusion around the precise semantics of the underlying concepts. In order to be able to utilise these terms and concepts in a healthcare context, we need to clearly define them.

The aim of this paper is to provide an overview of concepts and terms used in connection with digital twins and define them in a healthcare context.

2 METHOD
The database Web of Science was searched with the queries "digital dust", "digital footprint", "digital phenotype", "digital shadow", "digital thread", "digital traces", and "small data". The goal with the search was finding explanatory articles, literary reviews, and scoping reviews where these and related terms were defined. The search query "digital twin" was expanded to "digital twin" AND ("literature review" OR "scoping review") to limit the results to more relevant articles.

We summarised number of papers for each search terms in a table in order to try to identify the most used concepts. The uncovered documents were skimmed for relevant articles, focussing on studies that could help explain digital twin related concepts and terms. Non-English and duplicate studies were excluded from the results.

3 RESULTS
An overview of the results from the term search can be seen in Table 1. A total number of 3727 studies were found, after

The 18th Scandinavian Conference on Health informatics, Tromsø, Norway, August 22-24, 2022. Organized by UiT The Arctic University of Norway. Conference Proceedings published by Linköping University Electronic Press at https://doi.org/10.3384/ecp187. © The Author(s). This work is licensed under the Creative Commons Attribution-NonCommercial 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc/4.0/
removing duplicates (n=223) and studies in other languages than English (n=50).

Some of these terms were already found in Roberto Saracco’s digital twin article [2] mentioned in the introduction. Especially the Semeraro et al. article Digital Twin Paradigm: A Systematic Literature Review [5] was useful, in that it listed 30 different definitions of what a digital twin is.

<table>
<thead>
<tr>
<th>Term searched for</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavlets</td>
<td>1</td>
</tr>
<tr>
<td>Digital dust</td>
<td>4</td>
</tr>
<tr>
<td>Digital footprint</td>
<td>259</td>
</tr>
<tr>
<td>Digital phenotype</td>
<td>56</td>
</tr>
<tr>
<td>Digital shadow</td>
<td>73</td>
</tr>
<tr>
<td>Digital thread</td>
<td>103</td>
</tr>
<tr>
<td>Digital traces</td>
<td>427</td>
</tr>
<tr>
<td>Digital twin scoping/literature review</td>
<td>99</td>
</tr>
<tr>
<td>Small data</td>
<td>2705</td>
</tr>
</tbody>
</table>

Table 1. Results from literature search

Four articles in particular is worth mentioning with regard to definition and discussion of concepts.

The 2020 article Digital Twins and the Emerging Science of Self: Implications for Digital Health Experience Design and “Small” Data by Schwartz et al. [6] divides publicly available health data into four categories, 1) clinically generated data, 2) commercial real-world health data, 3) consumer digital health device–generated data, and 4) health-suggestive data. They also discuss the renaissance of N-of-1 or individual science. N-of-1 evaluation creates the opportunity to evaluate each individual uniquely.

Jones et al. [7], in their study Characterising the Digital Twin: A systematic literature review, defined 13 characteristics of digital twins, Physical Entity/Twin; Virtual Entity/Twin; Physical Environment; Virtual Environment; State; Realisation; Metrology; Twinning; Twinning Rate; Physical-to-Virtual Connection/Twinning; Virtual-to-Physical Connection/Twinning; Physical Processes; and Virtual Processes, and a framework with regard to digital twin operation. They also identified topics for future research.

Housh et al. [8], in their writeup Big Data, Big Problems: A Healthcare Perspective, argues that small data can be more accurate and can bring about more improved healthcare outcomes than big data systems, and that big data may cause more problems than solutions for healthcare.

In their article Digital Twin in manufacturing: A categorical literature review and classification, Kritzinger et al. [9] define digital twin, digital model, and digital shadow in more detail, to clear up any confusion around these terms.

4 TERMS AND CONCEPTS

This chapter outlines the terms searched for, and in addition some other terms that are interesting in a health-related context. The terms in this chapter are divided into terms which originates in the industry and is not necessarily health-related, and those terms that are directly connected to human use of digital devices and services.

4.1 Terms used in an industrial context

The term digital twin is used in many different contexts and has been used to describe dissimilar scenarios. One problem is that the terms digital twin, digital model, and digital shadow often are used interchangeably. Other synonyms used for these include computerized counterpart, digital avatar, digital copy, digital replica, digital representation, dynamic virtual model, living model, virtual model, virtual prototype, and virtual replica. This usage may or may not include data transfer between the physical and digital entity. A summary of these terms can be found in Table 2.

**Digital model**

A digital model could be described as a representation of a physical entity. Digital models could be e.g., simulation models of planned entities or mathematical models of already existing entities. There is no automated data exchange between the physical entity and the digital model [9]. The dotted line in Figure 1 signifies this initial and/or manual updates.

![Figure 1. Digital model with initial and/or manual updates only](image)

**Digital shadow**

If there exists an unidirectional flow of data from the physical entity to the digital model, then this could be defined as a digital shadow [9], visualised in Figure 2. The dataflow originates in changes of the physical entity as e.g., measured by sensors in the entity, and then creates changes to the digital model. Changes to the physical entity would happen through manual updates only.

![Figure 2. Digital shadow with unidirectional dataflow to update the digital model](image)

**Digital twin**

If there exists a two-way data flow between the digital model and the modelled physical entity, this can be referenced to as a digital twin. In this case the data from the digital twin may control or update the physical entity, and vice versa, see Figure 3. Other related digital or physical systems or entities may control or update the paired entities, digital and physical [9].
<table>
<thead>
<tr>
<th>Term</th>
<th>Categories</th>
<th>Description / Explanation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital model</td>
<td>Data, Infrastructure</td>
<td>A digital representation of a physical entity</td>
<td>Having a computer-aided design (CAD) model of a building.</td>
</tr>
<tr>
<td>Digital shadow</td>
<td>Data, Process, Infrastructure</td>
<td>A digital model, where changes to the physical entity updates the digital model continuously (in real-time)</td>
<td>Updating the digital model with data from the actual physical construction in real time.</td>
</tr>
<tr>
<td>Digital thread</td>
<td>Data, Process, Infrastructure, Time</td>
<td>A data-driven architecture that links all information generated and stored within the digital twin, enabling it to flow seamlessly through the entire lifetime of the physical entity from invention to disposal</td>
<td>Logging events in the mechanisms and state of the building in order to analyse its history, to make it more efficient in the future, or to predict when to do maintenance.</td>
</tr>
<tr>
<td>Digital twin</td>
<td>Data, Process, Infrastructure</td>
<td>A digital model, where changes to the physical entity updates the digital model continuously (in real-time), and vice versa</td>
<td>Measuring changes to the building, updating the digital model, and automatically implement changes to the physical building based on the current state.</td>
</tr>
</tbody>
</table>

**Table 2. Terms originating in the manufacturing industry**

![Figure 3. Digital twin with bidirectional dataflow to update both digital model and physical entity](image)

The concept of creating or using a digital twin in order to optimise and maintain the underlying physical entity or process is also referred to as *digital twinning* [10].

**Digital thread**

A digital thread is recording or logging of a digital entity’s lifetime, from creation to termination. Digital threads in smart manufacturing aim to show the physical entity’s changes throughout its lifespan by following a product’s design, performance data, product data, supply chain data, and software [11].

**4.2 Terms used in a human context**

There are several terms that arise from a human using digital services. This section describes most of them. A summary can be found in Table 3.

**Digital traces**

Digital traces (or digital trace data) are data we share when using digital devices, actively or passively [12]. As opposed to physical traces, like footprints in the sand, digital traces are the digital "footprints" we leave behind when using technical systems such as websites, social media platforms, smartphone apps, and sensors. Some of these traces are intentional, like emails, texts, blog posts, tweets, comments or likes on social media sites like Twitter and Facebook. However, many traces are invisible and unintentional, like records of our website visits and searches, or global-positioning systems (GPS), logs of movements, or phone calls.

**Digital dust**

Another term used as a synonym for digital traces may be digital dust [13]. This term is used in connection with online use and behavioural digital traces, see also *The Internet of Behaviour*, described below.

This term, however, has not yet been confirmed as a scientific term. It is used in several different ways in research, sometimes casually; what’s left online when people die [14], digital investigation (forensics, defence) [15], criminal investigation [16], or grey literature (literature like presentations, reports, blogs, papers, produced outside traditional publishing channels) [17].

**Small data**

Small data is derived from our individual digital traces. Consider a new kind of cloud-based app that would create a picture of your health over time by continuously, securely, and privately analysing the digital traces you generate as you work, shop, sleep, eat, exercise, and communicate.

While there are personal devices and Internet services specifically designed for self-tracking, digital traces include a much richer corpus of data that we generate every day [18].

**Digital phenotype**

A digital phenotype, as defined by Jain et al. [19], can be regarded as a term for the trail of relevant health data that are left behind in people’s use of the internet, social media, and digital technologies in general. Jain argues that this data largely is an untapped potential for early detection of various health conditions.

Digital phenotyping is a term introduced by Tourus et al. [20], and is described as “moment-by-moment quantification of the individual-level human phenotype in-situ using data from smartphones and other personal digital devices”. Tourus et al. defines digital phenotyping as distinct from the term digital phenotype. Their goal was creating a platform to collect research-quality data from raw smartphone sensors and smartphone usage.
Table 3. Terms originating from a human-digital context

<table>
<thead>
<tr>
<th>Term</th>
<th>Categories</th>
<th>Description / Explanation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Crowdsensing</strong></td>
<td>Data collection</td>
<td>Data collection technique where information is extracted from mobile devices such as smartphones, tablet computers, or wearables</td>
<td>Collecting data from mobile use on social networks, search engines, mobile operators, online games, and e-commerce sites</td>
</tr>
<tr>
<td><strong>Digital dust</strong></td>
<td>Data</td>
<td>Data we share when using digital devices accessing online services, actively or passively. Used as a synonym for digital traces</td>
<td>Data from social networks, search engines, mobile operators, online games, and e-commerce sites</td>
</tr>
<tr>
<td><strong>Digital footprint</strong></td>
<td>Data</td>
<td>Sum of all Digital dust, Digital traces, and/or Small data</td>
<td>All data from social networks, search engines, mobile operators, online games, and e-commerce sites</td>
</tr>
<tr>
<td><strong>Digital phenotype</strong></td>
<td>Data, Metadata</td>
<td>A human trait described from a trail of health-related data left behind through (user) interaction with technology</td>
<td>Data from social networks, search engines, mobile operators, online games, and e-commerce sites</td>
</tr>
<tr>
<td><strong>Digital traces</strong></td>
<td>Data</td>
<td>Data we share when using digital devices accessing online services, actively or passively.</td>
<td>Data from social networks, search engines, mobile operators, online games, and e-commerce sites</td>
</tr>
<tr>
<td><strong>Small data</strong></td>
<td>Data</td>
<td>Leave behind a ‘trail of breadcrumbs’ with our digital service providers</td>
<td>Data from social networks, search engines, mobile operators, online games, and e-commerce sites</td>
</tr>
<tr>
<td><strong>The Internet of Behaviour (IoB)</strong></td>
<td>Data, Psychology</td>
<td>Change in human behaviours based on collected and used digital dust</td>
<td>Recommending new user experiences, product suggestions, and company services based on the collected digital dust</td>
</tr>
</tbody>
</table>

Digital footprint
A digital footprint is the sum of all the data that we leave behind with or without our consent when we use digital services [21]. This has historically also been referred to as a digital shadow, but given Kritzinger’s [9] definition of a digital shadow, we will not use this definition to mean the same as a digital footprint. Figure 4 illustrates adding up all small data (or digital traces) for a person.

![Figure 4. Digital footprint visualised](image)

The Internet of Behaviour
The Internet of Behaviour (IoB) is about collecting and using digital dust from a variety of sources, to change behaviours using feedback loops [22-23]. User data is analysed with regards to behavioural psychology, recommending new user experiences, product suggestions, and company services based on the collected digital dust.

Behavlets
Behavlets are used in gaming (also referred to as videogaming) to extrapolate features from actions or patterns in gameplay which expose player behaviour [24]. Behavlets may be used to improve application interaction and predict behaviour, approaching research areas such as psychology and temperament theory.

Crowdsensing
Crowdsensing, sometimes called mobile crowdsensing, is a data collection technique where a group of individuals with mobile devices such as smartphones, tablet computers, or wearables, collectively share and extract information with the intention to measure, map, analyse, estimate, or predict processes of common interest. This comes mainly in two flavours, participatory and opportunistic crowdsensing. Participatory crowdsensing is when users voluntarily participate in contributing information, opportunistic crowdsensing is when data is sensed, collected, and shared automatically without user intervention, in some cases without the user's knowledge [25-26].

The Internet of Medical Things
Internet of Things (IoT) is the technology that enables devices with communication capabilities to share data with other devices and systems over the internet [27]. The Internet of Medical Things (IoMT) is a subset of IoT for medical and health-related purposes, data collection and analysis for research, and monitoring [28]. A IoMT device can be almost anything, from personal devices like specialised implants, pacemakers, wristbands, or hearing aids, to “smart beds” or sensors within living spaces or kitchen equipment.
5 DISCUSSION

When used in different contexts, these terms may differ because the particular term synonym fits a particular usage scenario. Problems arise when the exact same term is used as a description of different phenomena. This creates communication difficulties, especially when used across different disciplines or professions, and could hold back the progress of the research field.

There might be several reasons for a term having different meanings. There might be a development over time, where a term definition has been changed due to usage in new areas or introducing new technology. Or there has been a lack of international consensus meetings to operationalise common definitions.

What is noteworthy is that there are different expressions that are applied to the same context. An example of this is the terms digital dust, digital phenotype, digital traces, or small data, which all describe the trail of data left behind when using digital services or devices. These all stem from human activity where digital technologies with data storage are used.

The definition of a digital thread and a digital footprint may on the surface look similar. The difference is that a digital thread logs all changes over time, while a digital footprint is a snapshot of all the existing data, not factoring in updates and history.

Digital twin terms, from manufacturing to healthcare

One question to ask is if terms in manufacturing belong in a human or a healthcare context. Creating a human digital twin as previously defined in manufacturing does not seem fully attainable, with a bi-directional dataflow between physical entity (the human) and the digital model. This would mean “updating the human” based on data in the digital model, although this might be partly realizable through changes in medication (e.g., for advanced insulin pumps in diabetes self-management) or by updating physical implants digitally, but not in all respects. The human body is still not fully physiologically understood, so creating a perfect digital copy with bi-directional updates seem unattainable.

The one-directional flow of data from the physical entity (human) to the digital model seems more plausible. In a human context, the digital shadow can be viewed as the digital equivalent of living a life, monitoring all processes in the body as life happens, with the Human Digital Thread as a history or log of human data/events/updates.

The digital thread could be viewed as the log or history of all dataflows to update the digital shadow or digital twin. In a human context this can be defined as all the small data that is generated by human activity in different contexts, using phones (smart or not), general mobile app usage, computer usage, or online services. This is illustrated in Figure 5. The digital thread consists of multiple data events, here referred to as small data instances (slices), over a period of time. This describes a continuous history of the digital shadow or digital twin. The digital shadow or twin is defined by the latest iteration or data update in the lifetime of the entity. This is always the “now”, the current time, given that there are continuous updates to the digital representation. This would be the case for human digital twins.

One way of imagining a digital twin of a person, is to avoid creating an exact digital copy of the individual. Accepting that there are areas we cannot – yet – recreate digitally, opens the possibility for creating a semi-automatic feedback loop where monitoring and registering data for an individual may give direct or indirect feedback to the individual through software or technology. This is in many ways what we have today, though not as a complete system. Wearing smartwatches or using smart scales sends health-related data to servers, and feedback are given through e.g., mobile applications. These kind of data sources are narrow in scope, in that they register parameters like activity and weight, but does not consider all sorts of other sources of information like weather conditions, road dust, mental state, illnesses, season variations, and similar. Creating this wider definition of a human digital twin could in the end be valuable for public health, health care providers, policy makers, and others, as well the person him/herself. This type of system could also be valuable for population studies similar to The Tromsø Study [29].

Figure 5. Digital thread, small data, and digital shadow (or digital twin) illustrated
6 SUMMARY

We have examined digital twin and related terms and concepts and how they fit in the healthcare area. A human digital twin is currently not fully realisable, but there are untapped possibilities for creating a more complete human digital twin today, by joining different types of data from a heterogenous set of services and sources. If we can exploit these possibilities, we can approach an approximation of a digital twin for use in healthcare.
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INTRODUCTION

Diabetes mellitus (DM) is one of the fastest growing health challenges of the 21st century [1]. DM increases the risk of developing several complications, depending on the degree and duration of hyperglycemia [2]. People with type 1 diabetes (T1D) are dependent on continuous exogenous insulin administration due to β-Cell loss or destruction, affecting the insulin secretion [2]. Exogenous insulin increases the risk of developing hypoglycemia. [3]. Hypoglycemia can be severe and potentially life-threatening [4], as the body depends on a continuous supply of glucose to maintain vital functions [3]. In hypoglycemia, several physiological changes occur, including increased heart rate (HR) and respiration rate (RR) [5,6].

Close to 50% of all severe hypoglycemic episodes occur during sleep. Nocturnal hypoglycemia can negatively impact the quality of life as it results in emotions such as fear, anxiety, and worry [7]. Fear of hypoglycemia may prevent insulin therapy from equaling good glycemic control [8]. To avoid hypoglycemia, people with T1D often manipulate their blood glucose levels higher, by taking less insulin than needed to achieve good glycemic control [9]. However, this increases the risks of serious late diabetic complications due to hyperglycemia [10].

Currently, a continuous glucose monitor (CGM) is used as the first and main tool for detection of hypoglycemia [11]. However, the use of CGM is associated with several disadvantages. Among other things, a deviation between measured glucose values with CGM and venous blood glucose has been observed. It remains unknown why this deviation occurs, but it may be due to people sleeping on the body site at which the CGM is placed [12]. Furthermore, skin irritation or allergic reactions may occur when using CGM [13]. People with T1D who don’t have access to a CGM will have to perform self-monitoring of blood glucose (SMBG). However, reducing complications in DM requires frequent use of SMBG, which can lead to scarring, pain, and reduced sensitivity [14,15].

There is an increasing interest in alternative detection methods related to the physiological changes that occur during hypoglycemia [11]. Detection of hypoglycemia based on physiological changes requires measuring vital parameters. In conventional clinical practice, contact-based sensors are used [16]. Contact-based sensors are inappropriate for prolonged and repeated measurements as detection of nocturnal hypoglycemia would require [16]. To the best of our knowledge, no studies have investigated the possibility of contactless detection of nocturnal hypoglycemia.

Besides the potential of contactless monitoring to detect nocturnal hypoglycemia, an alternative detection method must be aware of the acceptance among potential users, as it's an essential parameter for the successful implementation of new technology [17]. Perceived usefulness is essential for technology acceptance [17]. In this paper, potential users are people with TID as people with T1D are the ones who are most likely to have nocturnal hypoglycemia. The aim of the study was to explore the experience of perceived usefulness of a contactless monitor for detection of nocturnal hypoglycemia among people with T1D.

METHODS

2.1 Participants

People with T1D aged ≥ 18 years were recruited through social media, see figure 1. The inclusion criteria were people with T1D using a Flash Glucose Monitor (isCGM) Freestyle Libre 1 or 2 and the ability to understand and speak in Danish or
English. Exclusion criteria were sleep apnoea, hypoglycemia unawareness, pregnancy, electronic implants, or children sleeping in bed. The study was performed between February 2022 and June 2022 at Aalborg University, Denmark. According to the Declaration of Helsinki, each participant signed a written informed consent. The study wasn’t found notifiable by the local ethics committee or Medical Research Ethics Committees (MREC).

Figure 1. The flowchart illustrates the process from recruitment to analysis of the interviews.

2.2 Data and Procedures

The present study was originally a part of a mixed methods study and was therefore presented as a sub-study. The original study consisted of the present study and a quantitative part where it was investigated if contactless monitoring of heart rate and respiration rate could detect nocturnal hypoglycemia. The quantitative part is expected to be published elsewhere.

A qualitative interview study was performed to explore the perceived usefulness of a contactless monitor among people with T1D. To provide a realistic experience of using the contactless monitor, the participants were instructed to monitor HR and RR during sleep throughout a period of 5-8 weeks at home. The contactless monitoring system consisted of a monitor (Sleepiz One, Sleepiz AG, Switzerland) and a wifi hotspot (Huawei 4G Mobile WiFi). The monitor used radar technology and collected HR and RR. Each participant was instructed to place the monitor at the bedside. The hotspot was placed in the same room as the monitor. All participants were instructed to remain on their usual insulin therapy and continue their normal lifestyle throughout the study. The participants turned on the monitor before they went to bed and turned off the monitor after waking up in the morning. If the participants woke up during the night, they could get out of bed leaving the monitor turned on.

At the end of the study period, a 3-8 minute semi-structured interview was conducted with all participants. A semi-structured interview is characterized by the possibility of making the interview relevant to the desired focus by preparing an interview guide with research and interview questions in advance [18]. The interview guide was based on, perceived usefulness [17], which formed the basis for research and interview questions. Perceived usefulness was the overall keyword that formed the framework for the four interview questions, see figure 2. The interviews were conducted by one of the researchers of the team using telephone or Microsoft Teams. All interviews were audio-recorded, transcribed verbatim, and fully anonymized.

Figure 2. The keyword, perceived usefulness, and related interview questions.

2.3 Data Analysis

The interview data were analyzed using Kvale and Brinkman’s meaning coding, meaning condensation, and meaning interpretation [19].

Three authors (KHS, TFH, and JE) independently did the meaning coding by reading through the transcripts, while relevant themes were identified and coded [18,20]. Afterward, the identified themes were unified. In case of overlapping themes, these were compiled. The themes were arranged in a matrix with accompanying quotations from the transcripts. The quotations for each theme were compressed into short and precise formulations by meaning condensation [18].

3 RESULTS

3.1 Participant Characteristics

Eight participants aged 24-68 years (48.5 ± 14.7) with T1D were included in the study. Diabetes duration ranged from 0.67-53 years. For an overview of baseline characteristics see Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (n = 4)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>48.5 ± 14.7</td>
</tr>
<tr>
<td>Diabetes duration (years)</td>
<td>21.7 ± 16.7</td>
</tr>
</tbody>
</table>

Table 1. Baseline characteristics of participants in this study

3.2 Overall Themes

All participants completed a semi-structured interview. It was assessed that data saturation was achieved, as no new themes emerged in the final two interviews. Five overall themes were identified, see figure 3.
3.3 User Experience

The overall experience of using the contactless monitor was that it was easy and clear to use. It quickly became a habit to use the monitor.

‘It means nothing for me to turn it on, it’s like turning off my night light. It’s that easy and clear. (...) So for me, it just quickly became a habit, also because it just stands right there. So, it’s super easy. I wish everything with diabetes was so easy. That would be great.’ (P1)

A few participants described a feeling of surveillance but found this insignificant in terms of use.

‘Well, something is monitoring me at night. It’s strange, but there is nothing in it, I can’t keep up with anything, so I don’t know.’ (P7)

One participant experienced some frustrations using the monitor due to repeated defects consisting of problems with transferring data. Except for problems due to defects, the participant found the actual use of the monitor unproblematic.

‘Besides the fact that it sometimes doesn’t work, it has not really been that bad (...) But I can just say that if it had caused any more problems, then I probably would not bother anymore.’ (P3)

3.4 Design

Two participants suggested changing the design of the monitor, to improve the perceived usefulness. It was suggested to extend the range of the monitor so it could be placed on e.g. a shelf or a bedside table. Furthermore, it was suggested to change the location of the indicator light on the monitor, to avoid nuisance from the light during sleep.

‘(...) You could redesign it on the back, then it would be smart. Or on the other side, but if you then sleep on the other side of the bed, it will still light right in your face. So, if it’s in the back where you put the power plug, then that’s fine.’ (P1)

One participant expressed concerns about using the monitor, due to lack of aesthetic expression.

‘(...) It’s not that pretty [contactless monitor], and I would say that in the long run, it would be annoying to have it there.’ (P6)

3.5 Experience of Perceived Usefulness

All participants evaluated that if the contactless monitor could give an alarm in case of hypoglycemia, it was an acceptable supplement to existing methods of detection. Thus, they found that the monitor has the potential to provide greater security during the night, leading to better sleep quality.

‘Well, I think that for me it’s an indispensable tool [isCGM]. So, you can say that I experience low blood sugar occasionally, and it gives me enormous peace of mind that something is waking me up. Then I think my sleep quality is better because there is something that wakes me up. Whether it’s the alarm [contactless monitor] or the device [isCGM], it wouldn’t matter to me. The security about sleeping is just nice.’ (P6)

Two participants did not fear nocturnal hypoglycemia, and therefore found alarms for hypoglycemia irrelevant.

‘(...) I have turned off my alarms because sometimes I am too high and other times, I am too low. So, but it still runs with me, it’s not like I get completely down [hypoglycemia].’ (P3)

3.6 Displayed Monitor

All participants had the monitor displayed during the entire study period. The majority stated that it made it easy to use the monitor daily. Some participants indicated that it would probably cause frustration to remove it every day.

‘I left it untouched [contactless monitor]. Because then it’s so easy. Then it’s just to press a button twice a day. If I had to set it up and remove it, I think it would be a much more difficult thing to do and a much more tiring experience.’ (P2)

3.7 Turn On and Off

All participants turned the contactless monitor on and off without any problems. However, all participants experienced that it could be difficult to remember turning it on and off. Several participants described that it quickly became a routine to turn the monitor on and off during use.

‘Well, it meant nothing to me. In the evening I turn it on [contactless monitor] and then I go out and brush my teeth. In the morning when I have measured blood glucose and stuff like that I turn it off. So, it’s just a rhythm.’ (P4)
4 DISCUSSION

4.1 Perceived Usefulness

The aim of the study was to explore the experience of perceived usefulness of a contactless monitor for detection of nocturnal hypoglycemia among people with T1D. Overall, the participants reported that the contactless monitor was an acceptable alternative for existing nocturnal hypoglycemia detection methods if the monitor was able to give an alarm in case of hypoglycemia. Some participants emphasized that their use of isCGM gave a feeling of safety during sleep and mentioned that the monitor had the potential to provide equivalent safety. These findings support previous research in which CGM was able to provide a feeling of safety during sleep [21]. Furthermore, the use of CGM gave fewer disturbances during sleep and made people with T1D fall asleep more easily [21]. Though most of the participants found the opportunity of an alarm in case of hypoglycemia essential, a few participants experienced no fear of nocturnal hypoglycemia and found the alarm less relevant. Among some participants, there were divided opinions on whether alarms from their isCGM disturbed sleep. Previous research found that alarms from CGM were essential but could disturb sleep [21]. Moreover, too many alarms were annoying and made some people with T1D turn off the alarms [21].

The participants’ acceptance of the monitor as an alternative method might increase the opportunity for a successful implementation since perceived usefulness promotes use and acceptance [22]. Perceived usefulness may be affected by usability, whereby it indirectly has an impact on the acceptance of a new technology [22]. The participants stated that the contactless monitor was easy and clear to use. The use of the monitor only required the participants to turn the monitor on and off every day, which was not associated with difficulties. The usability is thus assessed to have a positive influence on perceived usefulness and therefore increase a successful implementation [22].

4.2 Strengths and Limitations

One of the main strengths of the present study is that the results address an important gap of knowledge according to perceived usefulness of an unexplored alternative detection method. Another strength is that the participants included in the study are diagnosed with T1D, who are the potential end users of the contactless monitoring system. Their perspectives according to perceived usefulness will gain important insight to promote future successful implementation [17].

A limitation is that the interview was conducted using a telephone as it can influence the interaction between interviewer and participant [18]. Another limitation is that the recruitment of participants through social media might have influenced the results. Participants using social media might have a greater acceptance and understanding of technology. One way to reduce this potential confounder could be recruitment through e.g., general practitioners or diabetes clinics. Finally, a limitation is the short duration of the interviews.

5 CONCLUSION

The participants reported that the contactless monitor was an acceptable alternative to detect hypoglycemia compared to existing detection methods. Future research would be needed to further evaluate the potential of contactless detection of nocturnal hypoglycemia.
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Abstract

Typically, routine prenatal care includes several in-person visits with healthcare professionals by pregnant women, where fetal and maternal assessments are performed. This paper proposes an architectural framework for prenatal care using non-invasive, simple, and low-cost internet of things (IoT) monitoring system. The aim is to design an IoT-based architecture that serves as a fundamental system for self-imperative care in regular pregnancy check-ups in the comfort of the home that offers routine prenatal screening tests. The system provides easy access to care regardless of the location and internet availability. We implemented preliminary architecture with simulated sensor data for blood pressure monitoring.
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1 INTRODUCTION

Maternal health is women's health condition during pregnancy, childbirth, and the postpartum period. Nearly 295,000 women died of pregnancy-related causes in 2017; 84% occurred in developing countries due to the lack of care and awareness [1]. The major causes of maternal mortality and morbidity are infection, hemorrhage, high blood pressure, and obstructed labor [2]. Moreover, hypertension is common in women during pregnancy, leading to multiple deaths worldwide. Chronic hypertension is another disorder, known as preeclampsia (that in severe cases may cause eclampsia), that occurs in approximately 3% to 5% of pregnant women in the developed world, causing severe injury or death [3]. Preeclampsia, in particular, has been found to lead to maternal and fetal mortality, intrauterine growth restriction, and preterm birth [4]. Prenatal care provided to pregnant women has reduced the rate of stillbirth, maternal mortality, and neonatal death [5-10]. Moreover, prenatal care includes several visits to HCPs by pregnant women for fetal and maternal assessment. A minimum of eight prenatal visits to HCPs is recommended by the World Health Organization (WHO) [11] for a healthy pregnant woman, and more visits for those having risks and complications [11]. Typically, physical examinations such as fetal heart rate monitoring, blood pressure monitoring, weight checks, fundal height measurements, and urine tests are performed during each routine prenatal visit, including nutrition and exercise planning [12]. Further, based on the stage of the pregnancy, some visits include additional physical examinations such as blood tests and ultrasound imaging to diagnose the risks that may affect the mother and the fetus (such as gestational diabetes and hypertensive disorders) [12]. As the increase in gestational age increases the risk of obstetric complications, the visits to HCPs are more frequent in higher gestational age [13].

Since early detection of pregnancy complications with regular checkups and monitoring can lead to a healthier birth, the development of information technology that is readily accessible and is able to provide up-to-date health status during the pregnancy is vital. Moreover, the advancements in technology have transformed healthcare delivery. Notably, the IoT exploited various sensing and communication infrastructures that offer data collection, transmission to the remote servers, and analysis and providing feedback, which is well-accepted in the healthcare sector [14]. Increased digitalization in the health care sector and the COVID-19 pandemic have underlined the need to implement accessible care for pregnant women, regarded as a sensible population [15].

Meanwhile, several techniques based on IoT have been developed to remotely monitor pregnant women's medical conditions to address these concerns. A secure IoT-based pregnancy monitoring system is proposed in [16], where three sensors - temperature sensor, memes sensor, and heartbeat sensor - were used to monitor pregnant women’s health status. The system operates with a Wi-Fi module interface. The method in [17] remotely monitors the health of pregnant women and provides data visualization for their health care provider. The use of the internet allowed the visualization of sensor data by the healthcare professionals and permitted remote consultation with the pregnant women. A smartphone application is used in [18] that monitors and transmits heart rate sensor data, eating habits, and activity levels of pregnant women. In addition, it provides a medium to communicate remotely with healthcare professionals regarding pregnancy and health status. The approach in [19] presents a mobile monitoring system to identify hypertension using wearable sensors on a pregnant woman’s body. It monitors changes in blood pressure and classifies the severity of hypertension using Naive Bayes, which helps in the decision-making of health
care providers. Wireless Body Area Networks (WBANs) for pregnant women, based on the 802.15.4e TSCH standard, are presented in [20], which provides real-time remote monitoring of pregnant women centered on the biosensors' values. The monitoring of pregnant women's stress level, sleep, and physical activities during pregnancy based on IoT is shown in [21]. IoT-based system in [22] consists of different sensors such as sensors for non-invasive anemia and glucose rate detection, sudden fall detection, heart rate, and body temperature. The system is focused on the extensive health monitoring of pregnant women using Wi-Fi and GSM viable for telemonitoring. The system used in [23], monitors the uterine contraction to determine the possible risk of preterm delivery. The uterine contraction is detected using a wireless body sensor network, which triggers an alert message via a smartphone for values outside normal thresholds. A novel wearable system for fetal movement monitoring is presented in [24], aiming to save hospital resources by implementing monitoring at home. The movement data acquired using four accelerometers are processed and classified with a fuzzy classifier that is categorized into six different movement by which the fetal movement is inspected. However, the classifier was trained with data collected and labeled by pregnant women themselves, which was considered imprecise and highly subjective, degrading its performance.

Moreover, remote maternal monitoring has shown a comprehensive outcome and reflected numerous aspects of pregnancy care. However, conventional maternal monitoring systems are either too specific [19, 23, 24] or too general [16, 22]. They are especially focused on particular risk groups such as hypertension, preterm etc [19, 23, 24]. In addition, some are focused only on monitoring physical activities, behaviors, and habits [18, 21]. Typically, the internet is exploited for data transmission and communication, which may not be relevant for the pregnant population without internet access [16-24]. Thus, to address the health system and the limitations highlighted above, and considering the need underlined by the COVID-19 pandemic, we propose an architectural framework for home-based self-imperative care of pregnant women that facilitates IoT solutions regardless of location and internet access. The proposed system consists of two robust IoT solutions: internet-based and non-internet based. Either solution uses the IoT-based smart sensor network to monitor several physiological signals of pregnant women commonly done in routine prenatal visits and screening tests. The primary focus is to perform a general physical assessment (such as fetal heart rate monitoring, blood pressure monitoring, urine tests, and weight check), thereby reducing the frequency of in-person visits and providing easy access to care in the comfort of the home.

2 PROPOSED METHOD

The schematic diagram of the proposed framework is shown in Figure.1. The proposed system has two major adaptive aspects regardless of the location or internet access: internet based IoT solution and non-internet IoT solution. Internet-based IoT is operated by employing an IoT gateway, while a long-range wide area networks (LoRaWAN) gateway is used for the non-internet IoT solution. These two approaches complement each other. To reduce the connectivity downtime, an IoT gateway could be used when there is internet connectivity while if there is no internet connectivity LoRaWAN could be utilized. Moreover, the overall architecture consists of four layers: sensor data acquisition, middleware gateway, data storage, and application layer. The sensor data acquisition layer consists of the sensor devices that acquire fetal heart tone, blood pressure, and weight values. Similarly, a middleware gateway is chosen based on internet availability; the LoRaWAN gateway is employed where there is no internet access at the endpoint; however, the IoT gateway is utilized in internet-accessible areas. The layer allows the transmission of data acquired from the sensor devices to a central database where the data are stored. The software solution to retrieve data from sensor devices and transmit it to the central database is included in this layer. The acquired sensor data are packaged and sent to the central database using the message queuing telemetry transport (MQTT) protocol. The transmitted data are then stored in the central database, which is later analyzed and displayed on both pregnant woman and healthcare professionals’ end. Finally, the application layer consists of the end-user application for pregnant women and healthcare professionals that allows visualization of the sensor data acquired from the first layer.

2.1 Sensor Data Acquisition

The proposed architecture focuses on the self-imperative care of pregnant women for routine prenatal monitoring in the comfort of the home. Typically, the regular prenatal visits include blood pressure measurements, fetal heart tone assessments, weight checks, fundal height measurements, and urine tests; thus, their corresponding sensor devices are utilized for routine checkups to determine the potential risks and complications. The non-invasive blood pressure sensor device is used to measure pregnant women’s blood pressure that detects the risk associated with hypertension and preeclampsia. The systolic and diastolic values of the blood pressure are measured by utilizing the oscillometric method, which can also measure pulse rate. Similarly, the most used Doppler device for fetal heart rate monitoring is used to assess the heart rate, rhythm, and regularity of the fetal heart tones. The pregnant woman's weight and fundal height are then self-measured, noted, and updated in the application where the healthcare professional is able to review the data. Along with blood pressure measurement, urinalysis for protein, which is specially done to diagnose preeclampsia, is performed, an examination commonly part of each prenatal screening test [25]. For this, commercially available urinalysis reagent strips that gives a rapid result are used in the proposed architecture [25]. Such results are examined with visual inspection or automated readers, and further testing is undertaken physically during in-person visits if it gives a positive outcome.
2.2 Middleware Gateway

Middleware gateway layer comprises IoT gateways. The gateway on the internet-based approach consists of an edge computer wherein an IoT gateway software is installed. The IoT gateway software is responsible for converting the sensor data into a MQTT format and forwarding it to the remote server. In contrast, in non-internet-based approach, the LoRaWAN gateway receives sensor data employing LoRa radio and forwards it to the network server [26]. The gateway on the internet-based solution is limited to connecting a single pregnant woman to the application server. In contrast, star topology is followed in LoRaWAN (multiple pregnant women can be connected to a single gateway). In addition, the long-range property of LoRa radio helps connect the end nodes (pregnant women) that are deployed in remote areas (inaccessible areas that do not have internet service and are several kilometers from the gateway).

2.3 Data Storage

This layer is a remote database server that stores sensor data. The database server is accessible from the application server for further data analysis.

2.4 Application Layer

This layer is an IoT platform that provides feedback on potential risk factors or notification of risks to health care professionals and pregnant women based on the analysis of the monitored data. For example, an email or SMS can be sent to a concerned party as an alarm or alert using the IoT platform (e.g., Thingsboard [27]). Thingsboard is an open-source IoT platform. In addition, the end-user application that shows the result on the user’s end (pregnant women and healthcare professionals) is also included in this layer. The end-user application provides a summary of their health status to the pregnant women and assistance to healthcare professionals to examine this status remotely.

3 RESULTS

To illustrate preliminary results, we realized the internet-based approach using simulated sensor data, as shown in the Figure 2.

A program was written to simulate Photoplethysmography (PPG) signals using different heart rates. PPG is a simple optical technique used to detect volumetric blood changes in peripheral circulation. As the latest research suggests that the PPG signal can be utilized to estimate blood pressure [28], we simulated PPG signals to realize blood pressure. The simulation software was installed on an edge computer (Raspberry Pi 3) that published MQTT packets (simulated PPG signals) every 10 seconds. Moreover, an IoT gateway software from the Thingsboard was installed on the same device, which subscribed to the simulated PPG signal and forwarded them to the Thingsboard cloud. A dashboard was created in the Thingsboard cloud to illustrate the simulated PPG signals as time series telemetry.

The result of the simulated PPG signal is shown in Figure 3. As shown in Figure 3, orange and green color lines depict the PPG signals using heart rates of 100 and 70, respectively. Based on the signal value, an alert message (email or SMS) can be sent from the Thingsboard cloud to the pregnant woman and healthcare professionals when the PPG signal is outside the threshold range.

Figure 1. Schematic diagram of the proposed architecture.

Figure 2. Architecture for the internet-based approach using simulated sensor data.

Figure 3. Architecture for the internet-based approach using simulated sensor data.
Figure 3. Simulation result of internet-based architecture for PPG signal.

4 CONCLUSION

We propose an IOT-based architectural framework for self-imperative care and monitoring of pregnant women in the comfort of the home. The proposed system provides easy access to care regardless of the location and the internet availability based on two different IoT solutions: internet-based and non-internet based. The IoT solution is based on a smart sensor network that performs physical assessments of pregnant women that are commonly carried out during routine prenatal visits and screening tests. In-home monitoring, analogous to the regular checkup in the proposed system, reduces the frequency of in-person visits to the hospital, requiring in-person visits only for further diagnosis and physical examination that require the HCP's supervision. Moreover, the system helps in the early detection of risks, which enables adequate care and on time treatment for pregnant women. Besides, the proposed architecture prototype could reduce the gap between expectant mothers and medical specialists/resources and has a potential use in various e-Health home care applications. Also, the implementation of the proposed research work would help society move towards healthier lives and well-being among pregnant women and reduce their mortality rate. In future work, we will consider the real-time implementation of the complete architecture of the proposed framework using a real sensor, including evaluation and analysis of its performance and results. In addition, performance-wise comparison between two approaches will be performed.
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Abstract
Digital Patient Contact Technologies (DPCT), including telemedicine solutions and digital tools for text-based communication between patients and physicians, play a significant role in today’s healthcare. Professional identity defines norms, principles, and logic that guide one’s professional actions. Presently, little research is available regarding professional identity changes in the context of DPCT implementations. This work theoretically and empirically illustrates the nature of the possible DPCT’ impact on physicians’ professional identities. To this end, a conceptual framework was constructed, and the interviews with eight physicians operating an asynchronous healthcare-advice chat service (1177 Vårdguiden) in Uppsala, Sweden, were examined.
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1 INTRODUCTION
Due to the new capabilities of information technology (IT), one can witness a significant change in how healthcare services are delivered today [1]. The technological means for enabling digital contact with patients have been of foremost interest to practitioners and researchers in recent years [2], [3]. The pivotal role of these solutions was further strengthened by the COVID-19 pandemic crisis [4].

Examples of digital contact technologies include full-fledged telemedicine solutions transmitting audio, video, and biomedical data [2], [5]; controlled use of public video calling platforms (such as Skype, Facetime, or Zoom) [6]; specialized mHealth applications [5]; asynchronous advice-giving using specialized web services and discussion fora [7]. More recently, synchronous online chat services employing embodied conversational agents [8] have been introduced as an additional communication tool to enable digital contact between a patient and healthcare professionals, typically in the context of healthcare guidance [3], [9]. In this paper, we introduce the term Digital Patient Contact Technology (DPCT) by putting all such technologies under one conceptual umbrella. Being technologically agnostic, the concept of DPCT is to label an aggregate of information and communication technology components enabling the delivery of health-related care over distance (distance healthcare).

Naturally, implementing DPCT may bring positives for some stakeholders and perceived negatives for others. This may result in prospective DPCT users’ resistance [10]. Speculatively, a number of aspects of the existing medical work will get significantly impacted, given the role that DPCT is to play in medicine in the near future [1], [11]. Overall, it becomes clear that “[t]raditional concepts in medical ethics, confidentiality, empathy, empowerment/power, efficiency and mutual responsibilities are reframed in the context of digital consulting” [4] or DPCT. One common point of criticism is the negative impact of DPCT on the patient-physician relationship [12], [13]. Another essential factor to consider is the possible change in job content and work routines [4], responsibilities and decision-making strategies [3], and the identities of healthcare professionals [14]. The latter aspect is the primary concern of the present work.

Identity research is broad and dispersed. Essential contributions to understanding professional identities in the medical domain have been made by researchers in the health sciences (e.g. [15]) as well as other fields (e.g. [16]). This paper builds upon the understanding of identity established within medical education [17]. In simple words, identity (and more specifically, professional identity) defines who we are (as professionals) (e.g.[18]), what underlying norms, principles, and logic guide the courses of our (professional) actions (e.g. [19]), and what (professional) values we subscribe to (e.g. [20]).

Presently, little research evidence is available specifically on the topic of relationships between patients and
physicians and of professional identity changes when facing DPCT implementations. Importantly, many in the medical community seem to hold strong opinion about these issues [12], [21]. Also, while certain evidence is available for some classes of the DPCT (e.g. telemedicine solutions) or related areas [22], the area of text-based communication and advice-giving through chat or on-line forums remains largely uncovered.

This research, carried out within the social strand of medical informatics [23], [24], fills the theoretical and empirical knowledge gap. This paper aims to theoretically and empirically illustrate the nature of the possible DPCT' impact on the physicians’ identities. To this end, a conceptual framework was constructed. In addition, qualitative data from a research project concerned with the influence of DPCT on the work routines of physicians [3] were analysed, providing some clues to direct further research in the domain of DPCT’s impact on professional identity.

2 THEORETICAL BACKGROUND: SOCIAL AND PROFESSIONAL IDENTITY

People rely on their identities, serving as anchors in their work and private lives. As humans are social creatures, who need to cooperate to survive and thrive, an important part of their identity is rooted in the shared norms and values of their social groups.

This means that their self-view is not determined by personality characteristics or by their interpersonal relationships alone; how people see themselves is also determined by the groups to which they belong (that is, their social identity; [25]), [14]

Social identity is a broad concept that has attracted the significant attention of scholars from several different fields. The long-existing interest has resulted in an extensive body of knowledge which includes psychology (e.g. [26]), sociology (e.g. [27]), and the organizational sciences (e.g. [16]). The seminal foundations for this work were laid out during 1970s by Tajfel [25], a social psychologist, who defined social identity as “the individual’s knowledge that he belongs to a social group together with some emotional and value significance to him of this group membership.”

More recently, social identity theories found their way into the health sciences domain, where they have been employed in medical education research [28], [29]. This orientation reflects the fact that social identities are formed and developed during one’s professional education, and the extensiveness of medical education provides a significant space to do so [14].

Medical education research introduced the concept of professional identity as a specific instance of social identity [28]. Professional identity “describes how we perceive ourselves within our occupational context and how we communicate this to others” [18]. More intriguingly, professional identity can be viewed as a set of “professional values, actions, and aspirations”[14] one builds upon when conducting professional duties as a member of certain profession. However, it is important to remind that “[p]rofessional identity is not a stable entity; it is complex, personal, and shaped by contextual factors”.

The pioneering study of Becker et al. [30] emphasized the process of forming professional norms and values during the medical education. Considering today’s world of medical specialization, however, it is important to note that different specializations may incline to distinct sets of values. This fact was exemplified in the study of Intensive Care Unit organizational arrangements, which rendered the differences in values and beliefs between intensivists and surgeons [31]. Some medical specializations, such as surgery, attribute a great importance in identity formation processes to the factors such as perfectionism and technical skills [32]. By contrast, an important identity aspect of the healthcare provided by general practitioners (called also family physicians in some countries [33]) is “seeing the patient as a whole” [16] or being a “holistic physician” [33]. While providing important cues, the literature reviewed so far allow for a broad interpretation of what constitutes an essence of social/professional identity in the field of medicine and how to conceptualize its key dimensions. A more tangible conceptualization is needed with respect to the purpose of the present work. Introducing a pragmatic analytic framework, Hendrikx [34] argued that physicians’ professional identity can thought of in terms of three key components: excellence (e.g. providing state-of-art medical care), ethics (e.g. doing no harm to patients) and engagement (i.e. commitment to patients and the profession).

Stemming from a theory-focused research, another three dimensions have been popular with social psychology scholars interested in social identity work. Originating in the 1980s, these include: awareness of group membership; group interdependence; and emotional aspects of belonging to the group [35]. More recently, Cameron [36] argued for extending the three key components derived from the original work of Tajfel [25] to characterize the essence of professional identity better. Proposing and validating a new three-factor’s model [36], Cameron posits identity dimensions of similar conceptual significance:

• **Cognitive centrality** is the “subjective importance of the group to self-definition”, manifesting in the “frequency with which the group comes to mind” [36]. Put differently, cognitive centrality be used to quantify how intense is one’s awareness of group identity.

• **In-group affect** captures an emotional component of the group identity, providing a conceptual tool to analyse subjective feelings about one’s membership in the given group. These can be both positive and negative [37].

• **In-group ties** is a dimension used to describe a sense of connectedness or belonging with the group [36]. It may therefore concern both verbal and non-verbal communication acts between the members, but also perceptions “that one ‘fits in,’ ‘has strong ties,’ or ‘shares a common bond’ with the group and its members” [37].
In this preliminary work on DPCT’s influence on physicians’ professional identity, we constructed a conceptual framework to shed better light on these problems. As our point of departure for framework construction, we took the theory development work of Molleman and Rink [14] elaborated within the domain of social science applied to health. The work was specifically focused on professional identity alterations in physicians. In addition, we employed Cameron’s three factor model of social identification [36] from the domain of social psychology, due to being a competent conceptual tool suitable for qualitative identity transition work related to medical professionals [37]. It is also compatible with Tajfel’s ideas, well-established in medical education research [38].

Blending both these sources of theoretical notions, we present our resulting theoretical framework in Figure 1. The framework has two principal parts. The top part illustrate the major antecedents of professional identity, in-line with the line of thought put forward by Molleman and Rink [14]. The bottom part decomposes professional identity into three principal dimensions adopted from Cameron [36] and described above.

One additional point remains to be clarified. The concept of professional identity is different from that of professionalism [38]. In short, the latter describes a set of desired or exemplified behaviours, which can be directly observed. Inversely, professional identity is much less pronounced, hidden from direct observations. “Professional identity is how an individual conceives of him- or herself as a doctor ...” [38]. In that sense, some authors relate it to the concept of professional culture, from which it stems [39]. Importantly, significant role in identity formation processes, notably in the medical domain, is ascribed to role modelling [40], i.e. following and internalizing another individuals’ modi-operandi in a given area. In that sense, it appears quite problematic to think of professional identity as of a homogenous cultural entity, as individual role models and mentors are of great significance in one’s professional identity formation when becoming doctor [37].

3 METHOD
The present paper presents an illustrative theory-driven analysis, serving as a sensitising framework for our subsequent research in the area of DPCT. “Unlike a rigorous theoretical framework that is established in advance, ... [the] sensitising concepts are elastic and open to revision because of their general, empirically not contentful nature (e.g. ‘culture’, ‘institutions’, ‘structure’, ‘roles’)” [41].

The data used in this paper were collected within a research initiative mapping the impact of a DPCT in the context of primary care. The goal of the research was defined broadly: to understand the changes in the work regimes of healthcare professionals caused by DPCT [3].

3.1 Context
In Sweden, the healthcare system is decentralized, so that many nuances exist across the 21 counties [42]. Stated broadly, primary care is provided by general practice physicians working in primary care centres [43]. Patients have access to a first contact service, and a triage service titled “1177 Vårdguiden”. As explained on the service website of the Uppsala region,

“1177 is manned by licensed nurses who will respond to calls to give advice, consult on the need for potential further care and give guidance to the appropriate healthcare clinic when needed” [44].

Starting in 2019, a pilot project implementing asynchronous chat service was carried out in Region Uppsala, as described in detail in [3].

3.2 Data collection
We carried out eight semi-structured interviews with the
physicians. The interviews took place at 1177’s premises, i.e. in offices or a meeting room. These interviews, each of ca. 1-hour duration, were conducted by the second author in Swedish, audio-recorder and transcribed verbatim by a professional transcription service. Four participants were males and four females. Their age range was 26-49 years. Two specialists and six residents participated in the interviews. The interview guide contained broad questions such as “What do you think are the advantages of working with the chat/on the telephone?”, which primarily targeted the professional work routines or the material world rather than subjective feelings about one’s professional identity per se. The interview guide is available as an online appendix of the original study [3].

3.3 Data analysis
Following the principles of deductive qualitative analysis informed by Cameron’s three-factor model of social identification, the first author examined the qualitative data. As the main aim of this exercise was to explore the feasibility of applying the mentioned theoretical framework in the context of DPCT initiatives, a pragmatic analytical approach was used. After employing constant comparison while iterating between the theory and data, corresponding vignettes were chosen for the present empirical illustration. The fit between the selected data and the theoretical framework was then discussed with the second author, who had designed the original study, until a consensus regarding interpretation of the data in light of the theory was reached.

4 RESULTS: ILLUSTRATIVE VIGNETTES
When presenting the results, we follow the logic of the Cameron’s three-factor model of social identification. In that sense, we consider the professional identity of online doctors being an altered form of professional identity of medical generalists working in a front-line setting with patients face-to-face as this was the professional background of many of our participants, as illustrated below.

... I am a trained physician, who specialises in general practice at this health centre. (Physician 4)

4.1 Cognitive Centrality: Awareness of Necessity Going Online
For some of our participants, the reasoning behind moving to the online word was associated with a perceived necessity. The concrete motives included both quality-of-care concerns (Vignette 1) and political decisions (Vignette 2).

Vignette 1: I think the big concern for healthcare is that we cannot have the healthcare system we have today in 30 years. ... I mean society is different today than it was in the 90’s. It will be different in 10 years, it will be different in 5 years. And then we have to change certain things. ... And need to work more efficiently without being drained of quality. And then you cannot have the attitude ... [of being] extremely sceptical. Eh... and I’m trying to be somewhere in between there I think, eh... in my attitude. (Physician 4)

Vignette 2: I see more digital care will come due to strong political will, and then I think it is better to sit in the cab and steer the bus a little closer than seeing it drive straight into the wall. (Physician 5)

4.2 In-group Affect: Feelings about Online Work
There was a significant emotional component contained in the analysed qualitative data. This fact is illustrated below by two vignettes, focusing on the physicians’ concerns about practicing digital medicine. Illustratively, we thematise these vignettes as the Fear of losing one’s professional self (Vignette 3) and the Fear of losing the doctor’s “sixth sense” (Vignette 4).

Vignette 3: Uh … but at the same time if you just sat and chatted, it would … you don’t feel quite as much like a doctor maybe. You know, have a stethoscope around your neck and listen to a heart. ... Maybe just a little bit in the attributes. I’m a bit superficial so I think if you have white scrubs then you are a doctor. ... And we do not do that here. Both the nurses and the doctors are civilian-dressed. (Physician 6)

Vignette 4: … they could make incorrect assessments because they have not been able to perceive that difference, which could determine whether they decide to send a patient to the emergency room … That it’s such small things that you can actually react to. How someone expresses themselves, how someone behaves in the room. Yes, and [you can do] this just with the physical examination. (Physician 4)

4.3 In-group Ties: Diagnosing Online
The extent of the shift in the “sense of belonging” component of professional identity can be illustrated by the following vignette.

Vignette 5: ... the online medical companies are saying that 60-70% of health centre cases could be dealt with via chat. Or not chat, but via video anyway. So that and that’s probably what divides us doctors a little bit, how much you can actually assess [through DPCT]... (Physician 4)

5 DISCUSSION
Our work provides some preliminary insights into the problem of professional identity alterations in reaction to DPCT introduction. We begin our discussion by highlighting the aspects of cognitive centrality of the identity-in-transition. Recognizing the fact that there is a need for change in the existing healthcare provision schemes, our participants internalized the notion that their work (and professional identity) will be different than it used to be. Arguably, they have accepted that this is a long-term effort, as one can speculate about the metaphorical language exemplified by Vignette 2. Still, our participants opted to actively participate in the change instead of passively standing aside. That said, the motives for participation in this particular DPCT initiative might have highly varied. For example, as our data indicate, a financial aspect might have played a role here too.

In Section 2, we highlighted the centrality of role modelling
for the processes of professional identity formation in medical education [37]. Based on that, we speculate that engaging the pilot project participants (or “early adopters”) [45] of the altered professional identity in expertise sharing activities will be of foremost importance for the future success of the DPCT initiative when implemented nation-wide. Opinion leaders acting as change agents play an essential role in adopting new technology in traditional, well-established communities [46].

We continue by discussing the importance of in-group affect components of professional identity. Notably, we point to the fact that professional identity is associated with values, norms and behaviours, and with material symbols, especially with the symbols serving to assert one’s status [19]. These symbols may provoke emotional reactions. This particular notion was illustrated by the point brought in Vignette 3, referring to not feeling as a doctor due to not wearing a stethoscope and scrubs [47]. Previous research in the social science domain demonstrates that white coats and scrubs are examples of material artefacts that may shape one’s sense of professional identity of being a physician [48].

Although it is impossible to draw any firm conclusions based on our illustrative data, we note that the wide spread of telemedicine and other DPCT has fundamentally changed some of the medical field’s material artifacts and behavioural norms. Not all physicians practice medicine dressed up uniformly [48], which is a significant change introduced by DPCT. In general, patients make sense of the medical world by following well-known clues of medical status, prestige and expertise [49], being guided by a customary image of the archetypical physician [47], [50]. Perhaps as a result of this, telemedicine physicians are nowadays encouraged to “dress as they would when they see a patient in person, such as a white coat, business casual clothes, or scrubs” [51]. Naturally, this makes no pragmatic sense in the domain of asynchronous chat services not implementing any video communication, as was in our case.

Finally, the remaining aspect conceptualized by the theoretical framework is in-group ties, i.e., sense of belonging to the group of online physicians. Illustratively, Vignette 5 highlights a role of digital divide between online physicians and proponents of medicine practiced in the “traditional way”. Evidence suggest that many concerns from the provider perspective persist even in highly-digitized countries such as Sweden [52], where the present pilot DPCT initiative was carried out. The physicians’ concerns include doubts about DPCT safety for patients and claims about “increased risk of misunderstandings” [52]. In addition, DPCT may be seen as “stressful time-theif[s]” and representing threats to the medical profession and physicians’ own integrity [52].

Prior concluding, the limitations of this work need to be highlighted. First and foremost, this paper does not present a full-fledged empirical study. Instead, it offered a theory-building exercise supplemented with qualitative evidence of illustrative nature. Another limitation of the present paper is the early stage of development of our theoretical concepts in terms of possible professional identity collisions, overlaps and multiple membership. By this we mean that physicians can take part in multiple social groups, including various professional groups formed by work settings and specializations. For example, if a physician worked in a front-line setting in addition to his/her DPCT engagement, his/her identity could not be considered entirely “online”.

Also, medical professionals coming from different specializations than general medicine might bring their unique professional identities, which may differ from each other quite significantly [14]. We plan to mitigate these limitations when designing our subsequent qualitative enquiry probing into the implementation of DPCT providing health guidance and consultations. Within the scope of that initiative, a similar chat service as implemented in this pilot project in the Uppsala Region is planned to be implemented Sweden-wide. That offers a possibility of executing a larger scale study exploring the professional identity component as one of its central concepts. We hope that our study will contribute to the global debate on prospects of general practice (family medicine) in today’s, increasingly digitalized world [11]. Perhaps, DPCT can help with solving the present “identity crisis” dilemma perceived by some in the general practice discipline [33].

6 CONCLUSION

The seeds of qualitative evidence presented in this paper illustrate that DPCT might have a profound impact on the existing identity of healthcare professionals. The professional identity of physicians significantly influence how they carry out their daily work. Deciphering the underlying social and cognitive processes stemming from introducing innovative DPCT into healthcare organizations is pivotal in designing and carrying out more effective, people-friendly IT change efforts in various medical organizations.
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Abstract
Type 2 diabetes mellitus (T2D) and prediabetes prevalence rates are high. Consequences are serious, but current treatment is often not efficient for achieving remission. Remission may be achieved through lifestyle intervention. Frequent follow-up is necessary, and health care personnel (HCP) lack resources, time, and often adequate knowledge. Self-management of T2D can benefit from better use of Information and Communication Technologies (ICT), which may improve patient involvement and follow-up, and can provide new tools for lifestyle change. Virtual follow-up through ICT with HCP may reduce costs and reach more patients. An electronic health (e-health) program for T2D and prediabetes will be developed in collaboration with users, as part of a plan for a large randomized controlled trial (RCT).
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1 INTRODUCTION
The prevalence of diabetes is increasing worldwide, where type 2 diabetes mellitus (T2D) accounts for approximately 90-95% of all cases (1). Additionally, many have prediabetes which is characterized by glucose levels higher than normal, but not high enough to meet the criteria of T2D (1). T2D is a chronic, metabolic disease characterized by elevated blood glucose levels caused by relative insulin deficiency. Risk factors include age, overweight or obesity, inactivity, and genetic predisposition (2). T2D, often in combination with obesity, affects morbidity, mortality, and quality of life, and the economic costs associated with T2D in Norway in 2019 was approximately 45.7 billion NOK (3). More than 50% of people with T2D have obesity (4), which can be treated with lifestyle intervention. Nevertheless, bariatric surgery is the most effective long-term treatment because long-term weight loss maintenance through lifestyle intervention only occurs in around 20% of cases (5, 6).

A weight loss of 5-10% is sufficient to achieve important health benefits, including reduced risks of developing complications and other co-morbidities in T2D (7-9). Larger weight losses may also reverse T2D (normalization of blood glucose and symptom relief without the use of medications) (7-9), and is possible to achieve for many. However, lack of thorough and sufficient follow-up tools and strategies often leads to weight regain and return of risk factors associated with overweight and obesity. Time since diagnosis is relevant, as people diagnosed early in the disease course are more likely to succeed with lifestyle changes (10). This confirms the importance of early and efficient intervention to improve chances of long-term health benefits.

According to national and international guidelines, newly diagnosed T2D should be treated with lifestyle intervention through dietary changes and increased physical activity (PA) level (11, 12). Two studies from Finland (13) and the USA (14) showed that lifestyle intervention emphasizing weight loss through a healthy diet and increased PA, can reduce the number of new T2D cases among people at risk of developing the disease by 58%. In the DiRECT trial from the UK, a structured weight loss program with a strict energy-restricted diet and intensive follow-up, administered by the primary health care provided remission of T2D in nearly half (46%) of the participants after one year, and 36% after two years (8, 15). Nonetheless, treatment through lifestyle intervention and follow-up offered to patients today is not sufficient to reach treatment goals regarding blood glucose control and other risk factors, and the majority of T2D patients also need blood glucose lowering medication (16). Bariatric surgery is used in obesity to reach substantial weight reduction, and a T2D remission rate of 25-75% is reported depending on surgical procedure and follow-up time (17).

The burden of T2D is considerable for both the individual and society. Lifestyle changes and weight reduction have great potential in preventing T2D, improving metabolic control among those who have the disease, and may provide remission. However, no present models uses this potential and offer long-term follow-up in the Norwegian health care system today. General practitioners lack capacity to provide such follow-up and may not have the necessary knowledge and they call for better options for lifestyle follow-up to offer their patients with prediabetes or T2D.
Technological tools such as mobile phone-based applications with connected human sensors can contribute to, and potentially improve, self-management and follow-up of people with T2D (18, 19), and they have potential to prevent and provide support in the management of several chronic diseases (20). Such technology can provide tools for remote guidance from health care personnel (HCP) and may reduce costs and reach out to a larger group of patients. This technology also enables registration of food intake, PA, body weight, blood glucose levels, and more. In addition, video calls etc. with therapists or other HCP provides opportunity for follow-up without physical attendance. Few such technological tools, which provide lifestyle changes to prevent, treat and reverse T2D and emphasize long-term follow-up and contact with HCP, are available today.

A potential issue when designing and developing new e-health tools, is the probability that such tools are made for people in least need of them. This is referred to as the ‘People Like Us’ (PLU) problem (21) and point to the fact that people in greater need of help in their management and treatment of disease are in fact not the users in which these tools are tailored for. Furthermore, this could mean that the privileged gain even more access to health care services, and those in urgent need of such services are left out due to factors such as low health and technological literacy, motivation, and more. It is therefore necessary to recruit a diverse study sample including people with different needs and experiences in the design and development phase.

An important term in the case of disease prevention and self-treatment is self-management, a process which facilitates achievement of knowledge and skills necessary to manage and take control over one’s disease. This is especially important in the treatment of T2D (22). People must, according to Bandura (2004), “learn to monitor their health behavior and the circumstances under which it occurs” (23). This is possible using technological aids, and an easy-to-use e-health program providing sufficient tools and follow-up will be of great value to patients, relatives and care takers, HCP, and society as a whole in Norway.

This project is a collaboration between Oslo University Hospital (OUS), the University of Oslo (UiO), UiT the Arctic University of Norway (UiT), and ABEL Technologies AS, a technology company based in Tromsø, Norway. ABEL Technologies has developed a tool for lifestyle follow-up which has focused mostly on exercise and PA until now. They now wish to further develop this to include and emphasize long-term follow-up and contact with HCP, are available today.

The long-term aim is to use this e-health program in a large RCT planned to take place in Norway after the present pre-study is finished, to assess its effects in prevention, self-management, and remission of T2D, compared to the effect of not using such a program. Based on findings from the literature and the clear need for improved options for preventing, treating, and reversing T2D, it is assumed that technology-based tools may be a more efficient way of deliver lifestyle interventions than options available today.

3 METHODS

3.1 Study design

This is a qualitative pre-study where study participants take part in physical and/or digital focus group meetings, where they will be encouraged to share information about what an e-health program should include, and how it should be designed and used. Questionnaires and audio recordings will be used to collect relevant information. Paper-prototyping (prototyping in paper format where the participants contribute to paper representations of how the functionalities should work and look like) will be used to involve the participants in the development of the program. During digital meetings, a safe communication platform (Whereby or similar) will be used, as well as a digital solution for prototyping. Whereby is currently used at the largest hospital in Norway (OUS) for video consultations with patients and is considered secure for such use.

3.2 Participants and recruitment

Approximately 32 adults (≥18 years) with prediabetes or T2D currently living in Norway will be recruited to this pre-study. Recruitment will mainly take place at the Norwegian Diabetes Association’s web and Facebook page, in addition to flyers distributed by our collaborating partners at OUS and the University Hospital of North Norway (UNN).

Participants may sign up for the study in three ways: 1) through following a link which takes them to a secure web-based form: Nettskjema, 2) through scanning a QR code provided on the recruitment flyer which takes them to the same Nettskjema, or 3) by sending an e-mail to one of the researchers on the project, with instructions to only write the following: “I want to sign up for the study” or “I want to know more about the study”. The person will then be contacted by the researcher by phone. The web-based form (Nettskjema) contains information about the study and participation criteria. Information regarding age, gender, and education will be collected to ensure a representative group of participants. The qualified and chosen participants will then be able to read the informed consent form and take part in the study. Their e-mail addresses and phone numbers will be collected to enable further contact.

Inclusion and exclusion criteria

Inclusion criteria: HbA1c >48 mmol/mol for T2D, and elevated HbA1c above normal levels (>38 mmol/mol) or increased risk of developing T2D (e.g., first-degree relatives with T2D, elevated blood glucose levels) for prediabetes. Eligible participants must be willing to attend physical or digital meetings with other participants, and consent to audio recordings during meetings.

Exclusion criteria: health challenges which complicate ingesting a normal diet or being normally physical active (e.g., serious cardiovascular disease, lung disease etc.). Difficulties using mobile phones (e.g., reduced vision, motor ability etc.) and not able to communicate in Norwegian.
4 DETAILED PROTOCOL

4.1 Project description

In this pre-study, digital and physical focus group meetings including people with prediabetes and T2D will be held to inform the design and development of an e-health program in line with wishes and needs from a user perspective. These meetings allow the user group to contribute to the development process by sharing expectations about available functionality from an e-health program and suggest new ones. This includes factors associated with motivation and coping, what increases the likelihood of long-term use and thereby aiding in prevention, self-management, and remission of T2D.

Our aim is to develop treatment options using technological self-help tools in order to assess its long-term effect in a planned RCT in Norway, and to collect data to help answer research questions regarding the development of T2D; ranging from basic medicine related issues (importance of genetics, epigenetics, inflammation, adipose tissue changes etc.) to determining prerequisites for successful treatment with lifestyle intervention. This may provide knowledge needed for personalized treatment of prediabetes and T2D.

One of the main aims of the e-health program is to tailor it to its users, building upon previous experience with tailoring of the Diabetes Diary self-management app (24). Tailoring is a process for creating individualized communications, and is used to “determine the most appropriate information or strategies to meet the person’s unique needs” (25). Tailoring can lead to positive outcomes and benefits for health behavior when compared to non-tailored interventions (26, 27).

4.2 Data collection

Participants will be asked to attend focus group meetings at the beginning of this study. Participants will be allocated to one of the following groups based on their disease status: T2D group or prediabetes group. The aim is to create three groups consisting of people with T2D, and one group consisting of people with prediabetes. Each group will have a maximum of eight participants. Two of the groups are planned to take place online (using Whereby or similar).

Given the short amount of time and possibilities (resources/funding etc.) available in this pre-study, it is expected that all important topics will be covered by including a variety of gender, age, and geographical spread across Norway. Data saturation is estimated to be reached at four focus groups (eight participants in each), based on previous research (28, 29). Several definitions of saturation exist, where one describes data saturation as the point at which “new data tend to be redundant of data already collected. In interviews, when the researcher begins to hear the same comments again and again, data saturation is being reached” (30).

Each meeting will last approximately 120 minutes (including a 15-minute break) and take place twice over a three-month period. The first half of the first meeting will be an introductory meeting where the participants get to know each other and are informed about the study, their role and what to expect from the future meetings. This part of the meeting will not be audio recorded in order for participants to share personal stories and experiences. If any personal information is shared during later meetings, such information will be censored from the transcript.

The following meetings will cover specific topics which are presented in the first meeting to allow preparation for the participants. All participants will be asked to fill out questionnaires regarding preferences, thoughts, and opinions on present and future e-health programs (for digital meetings a secure online form will be used [Nettskjema]). Participants will be asked to identify factors that can improve the usefulness and user experience in general, and which functions are excessive in an e-health program.

During meetings (except the first part of the introductory meeting) two audio recorders (Olympus WS-852) will be used (one for backup). Audio recordings will be saved on two encrypted memory sticks (Corsair Padlock 3) locked up in a separate cabinet until transcription is completed, and content will then be deleted by reformatting the memory sticks, and the memory cards on the audio recorders. Each participant will be assigned a unique identification code used in the transcripts, to deidentify all participants. An overview table containing participant’s names and identification codes are kept locked up in a separate cabinet from the audio recordings. After deleting the audio recordings, only identification codes will be used. The table connecting participants to collected data will be deleted when relevant information has been retrieved and summarized, maximum one year after the end of the study.

Transcribing of audio recordings will be performed on an offline computer at UiT the Arctic University of Norway, by one of the researchers involved in the study, or by a certified company with education in the necessary security and privacy regulations. In the transcripts, unique identification codes will be used, and no sensitive or personal information will be transcribed. Any sensitive or personal information shared in meetings will be censored from transcripts.

Information, opinions, wishes, and needs provided by participants will be saved and used in publications, and to develop the e-health program. ABEL Technologies AS will be informed about the information that is relevant for developing the app with linked functionalities (no sensitive or other information about participants).

4.3 Dissemination

Results from this pre-study will be published as peer-reviewed article(s) and used in further research.

4.4 Ethics

This study was approved by the data protection officer at UiT the Arctic University of Norway and by the Norwegian Center for Research Data (Sikt, previously NSD). The Regional Committees for Medical and Health Research Ethics (REK) has been consulted and we received a conclusion that no application and approval was necessary for this study. Additionally, a risk assessment has been made guided by experts at UiT and has been accepted as sufficient to proceed with this pre-study.

Participation in this pre-study is informed and voluntary and all participants may withdraw from the study at any time without providing any reason(s).
5 SUMMARY

Prevalence rates of prediabetes and T2D are high and increasing worldwide. Consequences may be serious and impact morbidity, mortality, and quality of life, with economic costs exceeding 45 billion NOK in Norway in 2019. Lifestyle change is encouraged for people with prediabetes and T2D, and remission may be achieved. Moderate weight loss (5-10%) can induce important health benefits, but long-term weight maintenance is difficult and only successful in around 20% of cases. GPs and other HCP need new tools to prevent, treat and reverse T2D in Norway, and worldwide. Technological tools such as mobile phone-based applications and services can be valuable and may improve self-management and follow-up in people with T2D, encouraging and providing new and innovative ways for self-management. The aim of this pre-study is to prepare for the design of a comprehensive e-health program for lifestyle change in this target group, through qualitative focus group meetings, including adults with prediabetes or T2D. Both digital and physical meetings will be arranged, using questionnaires, paper prototyping, and audio recordings to gather information relevant to design an e-health program tailored to the needs of people with the disease.

The long-term aim is to use these results in a large RCT, planned to take place in Norway in 2024, to collect data to help answer research questions regarding the development and treatment of prediabetes and T2D.
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Abstract
Medical consultations for chronic diseases form an arena to provide information from health personnel to patients. This information is necessary for patients to understand how to deal with the possible lifelong symptoms and needed self-management activities. The amount of patient-generated health data is increasing. Today’s patients gather an increasing amount of personalised health-related information. Meanwhile, the health personnel get more patients to care for and fewer resources. This paper summarises information and communication technologies possibilities for improved diabetes consultations. It aims to inform how the medical consultation for chronic diseases needs to change drastically to meet today and future’s challenges.
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1 INTRODUCTION
Compared with the general population, those with chronic diseases (e.g., diabetes, cardiovascular diseases, and pulmonary diseases) require more frequent medical attention and symptom management [1]. Individuals from any age group, region and country can be affected by chronic diseases. Chronic diseases impose a significant economic burden on the global healthcare system [2], with predictions becoming more severe regarding the number of people affected and the costs to society.

Once an individual is diagnosed with a chronic disease, this often represents a life-long change in their life. First, the patient needs to understand their new condition and possibly define a health care plan together with the health personnel. This plan may include medication, exercise, therapy, and diet [3]. Then it should be explained and discussed during the medical consultations. After the first consultation, the following consultations often become periodic and are typically performed one to four times a year [4]. This scenario may be more complicated if the patient belongs to a vulnerable group such as children or the elderly. In this case, the medical consultation often involves others, such as parents, next of kin, and informal caregivers [5, 6], introducing additional challenges to the medical consultation.

1.1 Patient-generated health data
Especially in the last 5-10 years, patients have gained more access to health-related devices and information. It is now much easier to track, register and view physical activities, symptoms or treatments via smartphone applications (apps), commercial wearable devices [7], and Internet of Things (IoT) solutions.

This new information can be used in the decision-making process during consultations and help to define an individual health care plan for the patient. The information flow also expands outside healthcare settings via patient groups on social media [8] and the possibility of sharing patient-gathered health data through apps and cloud-based solutions. Nowadays, social media groups are also used as an alternative resource to prepare before a consultation about symptoms, treatment options, related illnesses, self-management devices, and other health-related issues [9]. Social media groups may complement the consultation with information support without bypassing the health personnel [10]. However, patients seeking missing information on social media can be exposed to misinformation [11] due to difficulty ensuring information quality and accuracy [12, 13].

2 OBJECTIVE
This paper discusses a new model of medical consultation for chronic diseases. As our example, we will focus on a specific chronic condition, type 1 diabetes. First, we describe the current practice for medical consultation. Then we present the proposed model and discuss its implications.
3 WHAT DO WE KNOW ABOUT MEDICAL CONSULTATIONS TODAY?

Medical consultations for chronic diseases are physical or remote meetings between patients and health personnel. A medical consultation represents an opportunity to clarify the patient’s understanding of their condition [14] and can provide procedures, tools and advice for managing their disease(s) and challenges. Studies have shown that if the patient is an active part of the consultation and the decision-making process, they become better informed about their treatment options [15] and self-management alternatives [16].

The success of a consultation is often determined by how well the patients and the health personnel communicate [17]. A systematic review, including studies from 67 countries, discovered that consultations usually last only a few minutes despite the importance of the health issue. Short consultations may adversely affect patients’ disease management and health personnel’s workload [18] and increase the risk of medical errors [19].

3.1 A Use case: type 1 diabetes consultations

Patients with type 1 diabetes may use devices from diverse vendors, such as continuous glucose monitors (CGMs), insulin pump systems, blood glucose meters or insulin pens, based on their needs and availability. These devices allow the patient to record and monitor glucose levels, medication (insulin) use, and daily food intake. The devices are connected to the vendors’ technological solution, typically a smartphone app for the patient, a web interface for the health personnel, and a cloud-based infrastructure that synchronises the collected information and possibly shares it with others such as relatives, family members, and health personnel.

The goals of diabetes treatment are to prevent or delay short- and long-term complications and optimise quality of life. Treatment goals and management plans should be created together with patients based on their individual preferences, health status, and goals. People with diabetes should have at least one annual consultation. This consultation should be a comprehensive medical evaluation that includes an assessment for diabetes complications and potential comorbid conditions together with a review of previous treatment and risk factor control. Together with the patient, the health personnel should then assess the need to adjust the individual treatment targets. There may also be a need to address diabetes-related psychosocial problems. In clinical practice, the health care provider will often have to prioritise the components of the medical assessment due to limitations in available resources and time.

Modern diabetes devices can improve diabetes care and the patients’ quality of life. A downside may be that data analysis from these devices can be very time-consuming and lead to “information overload” for both health personnel and the patient.

Additionally, the health personnel need to register summary statistics about these patient-gathered data inside the electronic health record (EHR) system, often manually using vendor-specific systems in addition to the EHR system. Although other relevant information such as physical activities, sleep duration, and stress may be discussed during the consultation, this information is usually neither registered nor followed up in the next patient consultation [20].

3.2 Community-based type 1 diabetes consultations

Some type 1 diabetes patients may participate in technical advanced Do It Yourself (DIY) projects. They are often well-educated patients, or engaged relatives, who have formulated, developed, and distributed solutions that answer specific problems to their needs in managing their disease [21].

The diabetes community’s effort has also been reflected in patient-started companies like Tidepool, where their technological solution can be used instead of vendor-specific solutions [22]. Their system integrates a subset of CGM devices from different vendors inside the same platform and makes the information available to the patients and health personnel.

4 PROPOSED MODEL

We argue for a new way of defining the consultation, where we propose the inclusion of three different phases: before, during and after the consultation. The motivation behind including also “before” and “after” consultations is the increased possibilities of information and communication technology (ICT) for chronic disease management. Furthermore, the consultation should be conceptualised as a continuous process over time, with a preparation (before), a physical or remote meeting (during) and a follow-up phase (after) [23]. Consequently, the proposed model aims to use various ICTs, some diseases-specific (e.g., CGMs, insulin pumps), some commercial devices (e.g., physical activity trackers, IoT devices), and introduce new practices both for patients and health personnel, supporting the increased information gathering and exchange (see Figure 1).
Before the consultation: patients could prepare themselves by looking at their self-gathered health data. Furthermore, make these available for the health personnel, e.g., physical activities, diet, and sleep, including disease-specific data, such as blood glucose values, insulin doses, carbohydrate intake, and comprehensive summary statistics.
During the consultation: The data collected before the consultation should be reviewed and registered, preferably automatically, into the EHR system during the consultation. Meanwhile, the necessary adjustments to treatment goals and management plans could also be discussed based on this data during the medical consultation.

After the consultation: What was discussed during the consultation should be made available after the consultation. This can include understandable summaries and follow-up plans for the patients and/or their relatives. Meanwhile, the health personnel could follow up with the patients via reminders before the upcoming visits and encourage them to follow their care plans discussed in the previous consultation. Additionally, the patients can make notes about the side effects of the treatment and note down topics to discuss during their next consultation.

Overall, the presented model includes various elements of remote monitoring and envisioning the medical consultation to be extended beyond the physical meeting between health personnel and the patient. Therefore, it could provide both parties with more information and better support in difficult situations, e.g., when the patients are not reaching their medical aims or have difficulties in their everyday life caused by their disease.

5 DISCUSSION

The adoption of commercial and medical devices in this model demands the use of third-party companies’ devices and software, often located outside the European Union and European Economic Area (EEA). Due to existing regulations, such as the General Data Protection Regulation (GDPR), and their compliance, such a model may raise different critical points and challenges [23], especially from a European perspective.

5.1 Medical devices

The GDPR is not the only regulation that may impact the successful adoption of all the technologies mentioned previously. The recent European Medical Device Regulation (MDR), established in May 2021, updated and extended the definition of medical devices.

The new MDR regulation now also covers health-related smartphone apps. Partially motivated by the fact that thousands of commercial apps are publicly available, and patients with chronic diseases are one of the most prominent target groups [24]. Digital health apps are used in both developed and developing countries [25], and if the intended function of the apps is compromised, it could harm the users (aka patients) [26].

The proposed model would require trust from patients, health personnel and authorities in commercial and medical devices to be considered as a source of information for the medical consultation. In a previous study [27], health personnel ranked the main criteria for recommending medical devices such as digital health apps to patients based on information quality and usability, which employ the openness of health personnel to use these medical devices as part of the medical consultation.

An open question still remains to be answered: Will this European regulation facilitate the integration of what today is not considered a medical device into the medical consultation? Or, on the other hand, will it slow down the integration?

5.2 Interoperability

Accepting the information gathered from commercial devices inside the medical consultation would require the information collected by the patients to be registered inside the EHR systems. Nowadays, there are technical and legal barriers to registering data generated from medical devices such as CGMs directly into EHRs.

Overall, one of the main challenges is to ensure interoperability and the possibility of data exchange using standards (e.g., FHIR, OpenEHR). Regarding the profiling of health sensor data, standardisation today is limited as well as the adoption of such standards for medical consultation for chronic diseases [23]

5.3 European health data space

The GDPR established in May 2018 has emphasised the potential value and challenges of managing e-health data, especially in terms of security and privacy issues.

Respecting patients’ privacy and confidentiality are increasingly becoming more critical, and they represent two of the core values in health care [28]. A key to adopting such technologies is the security and privacy of data, considering the highly sensitive nature of medical data (confidentiality, availability, integrity).

The proposed model in Figure 1 describes an extensive data transmission with many security and privacy challenges. Using these ICTs give access to a vast amount of personally identifiable information and possible target of cyber-attacks. For the following reason, the proposed model will be further worked on in collaboration with the EU-funded HEIR project – a secured Healthcare Environment for Informatics Resilience (grant agreement No 883275).

In the coming years, new legislation, such as the Data Governance Act in 2023, may potentially impact access to more data within the EEA and open the possibility of a Health Data Space. The model presented in Figure 1 could align with such regulations and facilitate data exchange across EEA countries.

5.4 Strengths and limitations

The model presented reflects the findings from previous studies [23, 27, 29], where ICTs were used in intervention for chronic diseases [23] or specifically for diabetes self-management [29]. Many health-related ICTs of today have significant relevance for daily clinical practice, and this model empathises how ICT and interoperability standards may impact future clinical practice.

Therefore, caution should be exercised in evaluating the feasibility of such a model. The medical devices used daily by patients with diabetes are, in practice, the intellectual property of third-parties companies. Consequently, health-related information is often accessible only via proprietary systems, limiting the execution of such a model.

5.5 Future research

Since this study represents an early stage of a new model for medical consultations, future research is now required to interpret this model as a proof of concept to demonstrate
its feasibility. In addition, resource implications and limitations regarding medical device accessibility should be considered.

6 CONCLUSION

Chronic disease consultations are complex. Multiple and diverse stakeholders are often involved, such as health personnel, policymakers, vendors, relatives, and patients. Unclear definitions of the involved technologies [30] and the absence of a shared language in describing them make it harder to integrate apps and new services with health sector stakeholders [31].

This latest introduction of a vast number of medical devices, and commercial wearable devices that enable patients to collect health-related data themselves, calls for new routines and a revision of today’s consultation model. Technological innovations are, to an increasing degree, being used by people with chronic conditions. However, consultations are still considered physical or remote meetings only and do not utilise all the potential that self-reported/gathered data can provide.

Regardless of the enthusiasm about these emerging technologies, we must address the adverse effects and risks these technologies can have on data security and privacy issues. Furthermore, we must facilitate the process and assume that patients will wear and adopt consumer technologies in everyday life and that health personnel will use them as part of the medical consultation.

In conclusion, such a model is technologically feasible, and its implementation in clinical practice will be dependent on the policymaking decision in the coming years.

7 SUMMARY

This paper has discussed a new model that views medical consultation as a continuous process in terms of preparation (before), a meeting (during), and a follow-up phase (after). We are in a phase where patients have more access to health-related information such as physical activities, symptoms or treatments via diverse technologies or social media communities. This new information can be used in the decision-making process during consultations and be used in refining the individual health care plan for the patient.

Designing a system that can possibly be integrated with the clinical EHR systems used for patient treatment and follow-up is conceptually possible. Although, mainly security, privacy and interoperability issues slow down the integration of such innovation in the medical consultation and the healthcare systems.
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Abstract
Many with intellectual disabilities (ID) have difficulties adhering to current physical activity guidelines. The goal of this study was to develop a mobile app for assisting people with ID to be more physically active. We implemented a solution that combines the digital and real world using augmented reality (AR). Eight people working with people with ID (special education teachers, social workers, psychologists, and researchers) tested the app and completed a usability test. Results indicate that a mobile app focusing on everyday life scenarios can have a potential value for the targeted user group, but AR solutions can be challenging.
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1 INTRODUCTION
Physical activity (PA) provides significant health benefits [1], and the World Health Organization (WHO) recommends young adults to perform at least 150 minutes of moderate PA every week [2]. However, people with intellectual disabilities (ID) are known to have difficulties achieving these recommendations [3]. Compared to the general population, they have lower PA levels and worse health [4; 3]. One of the barriers for participation in PA for individuals with ID is lack of interest and low PA related self-efficacy [5]. However, motivation for PA could be triggered by fun, use of rewards, and technology [6].

The availability of mobile applications (apps) for improving and motivating PA has greatly improved the last decades [7]. However, apps tend to generally be too complex for people with ID. It follows that people with ID need tailored apps that can motivate them and increase their PA [8]. The goal of this study was to develop an app for assisting people with ID to be more physically active. The app is part of an ongoing intervention with people with ID and is currently being tested and evaluated [9; 10].

2 METHOD
We implemented Sorterius, a Pokémon Go-inspired cross-platform app using the Unity game engine (Unity Technologies, SF, US, v2019.4).

The game uses augmented reality (AR), where players observe the real world through the smart phone camera. Digital content, in the form of 3D garbage objects, appears on the screen as the player walks around. Sorterius is based on previous work by Hauagland et al. [11; 12]. A thorough description of the design and implementation of Sorterius is described by Stellander [13].

The player’s goal is to help the game mascot, Sorterius, to clean the world. This is achieved by picking up virtual garbage as it appears on the screen (by tapping them). Players must correctly choose between several containers to throw the garbage in, depending on difficulty level. The player can choose between three difficulty levels: easy (one garbage container), medium (two containers), and hard (four containers). An internal step counter is used to determine how often new garbage objects should appear. Players are rewarded with daily virtual rewards, in the form of stars and positive feedback. A caretaker menu allows customization of level difficulty and to define the daily step goal and weekly star goal. Completing the daily step goal awards three stars. In addition, to further motivate usage, physical rewards can be defined (e.g., movie tickets), which will be awarded by the caretaker upon achieving the weekly star goal. Text-to-speech options can be enabled for players with limited reading skills.
Due to restrictive infection control measures related to the Covid-19 pandemic, we were unable to test the app in the target group. However, eight people with relevant background, i.e., special education teachers, social workers, psychologists, and researchers working with people with ID, tested the app, completed a System Usability Scale (SUS) questionnaire, and gave general open-ended comments to the solution. A SUS is used for collecting feedback on subjective aspects of usability of a system [14]. The scale is a 10-question questionnaire, where answers are given on a 5-point liker scale, ranging from strongly disagree to strongly agree. We customized the SUS questionnaire to address the limitation of who completed the questionnaire. Table 1 gives a list of the 10 customized questions.

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>I think the application would be regularly used by people with an ID</td>
</tr>
<tr>
<td>Q2</td>
<td>I think the application is too complicated for people with an ID</td>
</tr>
<tr>
<td>Q3</td>
<td>I think the application is easy to use for people with an ID</td>
</tr>
<tr>
<td>Q4</td>
<td>I think a person with an ID would need support to use the application</td>
</tr>
<tr>
<td>Q5</td>
<td>I think a person with an ID would think the different parts of the app</td>
</tr>
<tr>
<td>Q6</td>
<td>I think a person with an ID would think there are too many inconsistencies</td>
</tr>
<tr>
<td>Q7</td>
<td>I think a person with an ID would be able to learn to how to use the app</td>
</tr>
<tr>
<td>Q8</td>
<td>I think the application is too difficult for a person with an ID</td>
</tr>
<tr>
<td>Q9</td>
<td>I think a person with an ID would be comfortable using the app alone</td>
</tr>
<tr>
<td>Q10</td>
<td>I think it will require extensive training before this application can be</td>
</tr>
</tbody>
</table>

Table 1. Customized System Usability Scale (SUS) questions

Individual SUS scores for each question were calculated by subtracting one point (i.e., score-1) from all odd questions (positive polarity), whereas for even questions (negative polarity), participant responses were subtracted from five (i.e., 5-score) This gives 0-4 points for each question. Scores for all participants were added and multiplied by 2.5 to create a scale from 0-100 for each question. According to Sauro et al. [15], a score of 68 is an average score when analysed as a percentile rank and can be considered as a “Satisfactory” system. Alternatively, Bangor et al. [16] defined an acceptability scale, where a SUS score above 70 is considered “Acceptable”.

3 RESULTS

Figure 1 shows two game play screenshots, showing the visualization of the garbage on screen using AR. The app achieved an overall SUS score of 61. This is somewhat lower than the average score mentioned above of 68 [15] and corresponds to a “marginally acceptable” [16] system. Participant’s individual SUS scores ranged from 42.5 to 80.0, where half of participants gave a SUS score of 65 or higher. Individual raw (i.e., before inverting negatively framed questions and before multiplying with 2.5 to create 0-100 scale) SUS scores ranged from 2.1 to 3.9. An overview of SUS (range 1-5) mean and standard deviation for each question is given in Table 2. For questions Q1, Q3, Q5, Q7, and Q9 (banded in Table 1), higher score is better. For questions Q2, Q4, Q6, Q8, and Q10 (non-banded in Table 1), lower score is better.

![Figure 1. Example gameplay screenshots. Plastic garbage on medium difficulty (left). Food garbage on easy difficulty (right).](image)

<table>
<thead>
<tr>
<th>Question</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.4</td>
<td>2.4</td>
<td>3.3</td>
<td>3.6</td>
<td>3.5</td>
</tr>
<tr>
<td>SD</td>
<td>0.98</td>
<td>0.99</td>
<td>0.66</td>
<td>0.99</td>
<td>0.87</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.1</td>
<td>3.9</td>
<td>2.3</td>
<td>3.1</td>
<td>2.6</td>
</tr>
<tr>
<td>SD</td>
<td>0.60</td>
<td>0.33</td>
<td>0.83</td>
<td>1.05</td>
<td>1.22</td>
</tr>
</tbody>
</table>

Table 2. SUS Mean score and standard deviation (SD) for each question. Score range 1 to 5.

Regarding open-ended comments, a device with a larger screen (e.g., tablets) was suggested by several participants who reported difficulties when trying to observe objects in detail. Other participants also experienced glitches during testing and emphasized the need to resolve such issues before exposing the app to the target user group, to prevent irritation. One participant suggested to log failed sorting attempts and use this data to increase learning potential when sorting garbage. The same participant also
suggested to expand Sorterius and use it as a learning tool for sorting other item categories. Overall, participants gave positive comments of the general usability of the game.

4 DISCUSSION
The mobile app Sorterius show promising potential for being used by individuals with ID, and hopefully influence PA levels. Participants in this study believed people with ID would be able to learn how to use the app (Q4) and that they would use it regularly (Q1). However, one question (Q4) affected the overall score negatively, showing a high score for thinking the target group would need support to use the app. For this user group, relying on support from caretaker is common. Because of this, scoring high in this question may therefore not necessarily substantially affect the usability. In fact, engagement of support people may increase motivation for PA [6]. In the previous work by Haugland [12], this question was scored with a similar high SUS score. Haugland also implemented a Pokémon Go-inspired AR game. One possible explanation to this score, may be that people with ID can struggle with abstract concepts, and AR games may therefore be challenging for the target group.

There was also a large score difference between the individual with the highest score (SUS=80) and the individual with the lowest score (SUS=42.5). When completing the questionnaire, several participants indicated that it was difficult to generalize, because they worked with people with different levels of ID. Although one participant thought the app was usable for people with moderate to severe ID (with support), others thought that it would be too difficult for people with a moderate severity level. Variety in SUS-questionnaires is not unusual, but the SUS range was nonetheless wide in this usability test. This SUS-questionnaire may be hard to evaluate precisely without testing the app on the target user group.

This research has some limitations. The SUS questionnaire was translated to Norwegian and modified to target people working with ID. This could potentially affect the meaning of the questions. A validation of the SUS questionnaire in the Norwegian language is thus required as further research. In addition, due to the restrictions caused by the COVID-19 pandemic, we could not invite people from the actual target user group to test the app. These issues may affect the validity of results and have been specifically addressed in the ongoing pilot and feasibility study [9; 10].

5 CONCLUSION
The benefits of PA could also be achieved by people with ID. Using technology is one way to provide incentives to a target group outside the traditional marketing campaigns of technology development. The apps available in the market tend to be too complex for people with ID. This research has presented a tailored app aiming to motivate the target user group to do PA. The main contribution of this project is a cross-platform AR app combining a motivational tool for PA participation and learning (e.g., how to sort garbage), for a group that is often neglected in technology intervention in society. The app includes goal setting, involving the support people around the users with ID, which previously is shown to improve motivation towards PA in this user group. Future testing of the app should include users with ID to ensure the generalizability of this research and usability of the app. The evaluation of the test results shows that, although some of the test scores were low, we have created a “marginally acceptable” user interface for the targeted user group.

The developed solution can be expanded to target a broader range of users and projects. Using AR to address meaningful societal aspects, such as the environment, can be a helpful tool in raising awareness while at the same time strengthening the knowledge towards serious topics in an engaging digital environment. The final product has received exciting feedback from experts and testing participants.

Sorterius is currently being used in a pilot and feasibility study for a randomized control trial (RCT) intervention where one of the goals is to investigate whether tailored mHealth support can stimulate PA for individuals with ID [9; 10]. A Norwegian version is available in for free download in Apple’s AppStore [17] and in Google Play [18]. English, Portuguese, Italian, and Spanish versions are currently under development as part of the MOVE-IT project [19].
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Abstract
Few papers have described academic/faculty staff’s experiences with co-creation, or partnering with students in cross-disciplinary collaborations. The purpose of this paper is to share challenges and outcomes from two interdisciplinary student–staff co-creations of serious games for use in a Bachelor of Nursing program in Norway. Our experiences are discussed against an evidence-informed model of student–staff co-creation in higher education. Based on the lessons learned from these two projects, we propose ten key points for planning and conducting cross-disciplinary student–staff co-creation of serious games.
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1 INTRODUCTION
Stuckless, Hogan, and Kapralos [1] define a serious game (SG) as “an interactive computer application that (1) has a challenging goal, (2) is fun to play and/or engaging, (3) incorporates some concept of scoring, and (4) impacts to the user a skill, knowledge, or attitude that can be applied to the real world” (p. 146). Serious games used in health care can provide different forms of simulated environments (virtual reality, video, picture, animation), which provide opportunities to practice clinical reasoning and decision-making skills in realistic and safe environments [2]. However, for SGs to enable active, experiential, and problem-based learning, special efforts need to be made in the design and development of SGs [3]. For example, academic/faculty staff need to design the educational content in consideration of the target users, genre/story/context, and learning objectives and ensure evidence-based content. In addition, user–computer interaction design elements must be ensured [3] [4] [5]. Hence, it is important to employ interdisciplinary collaboration which ensure competence within relevant areas and disciplines.

Cross-disciplinary student–staff co-creation of educational tools, such as SGs, may facilitate two dual-value creation dimensions: co-production and value-in-use [6]. Such collaboration and value creation are also in line with the university’s vision and strategy for 2021–2024 [7], the White Paper [8], and the United Nations’ sustainability goals [9]. Few papers have described academic/faculty staff’s experiences with co-creation, or partnering with students in cross-disciplinary collaborations [10] [7]. Mercer-Mapstone et al. [10] call for papers sharing in more detail the challenges and possible negative outcomes of such partnerships. Hence, the purpose of this paper is to share challenges and outcomes from two SG co-creation projects. First, we present the two SGs. Second, we describe and discuss our experiences against an evidence-informed model of student–staff co-creation in higher education [6], which provides an interdisciplinary view for conceptualizing, designing, implementing, and evaluating co-creation in education. This model considers the following three key elements of co-creation: inputs (individual and environmental considerations), processes (barriers that can arise in co-creation, mechanisms needed to support student–staff co-creation, co-production, and value-in-use), and outputs (benefits for students and staff).

Finally, we propose ten key points for planning and conducting cross disciplinary student–staff co-creation of serious games.

2 THE TWO GAMES
2.1 “I-cannot-breathe”
The single-player SG “I-cannot-breathe” [Jeg-får-ikke-puste] aimed to teach nursing students clinical reasoning and decision-making skills in care for patients with COPD [11]. It was video-based and contained different quiz-based tasks that needed to be solved before continuing the game. The game was linear; users could not direct the nurse in the game or change paths based on their choices. The correct answers were demonstrated by the nurse through the video, and the answers could be viewed on the screen. Figure 1 shows a screenshot from one of four different scenarios.

This game was developed as part of the first author’s PhD project connected to the Department of Health and Nursing Science. The PhD candidate collaborated with health personnel and supervisors in developing the educational and evidence-based content. Four students from the Department of Information and Communication Technology chose development software, recorded the videos, assembled video clips and quiz-based tasks, and integrated these with necessary instructions on how to use the SG. The development software chosen by the students...
were Adobe Captivate 8, Adobe Premiere Pro CC, and Adobe Photoshop CS6. HTML5 was chosen for uploading to an internet address. Available platforms were PCs, laptops, and the newest tablets [12].

Figure 1. A screenshot from “I-cannot-breathe”

2.2 “Hans and the welfare technology”

The online, single-player SG “Hans and the welfare technology” [Hans og velferdsteknologien] was an interactive, non-linear story; the user’s choices in the quiz-based tasks determined the story. It aimed at teaching students to identify and reflect upon ethical and legal aspects in the use of welfare technology. Figure 2 shows a screenshot from the game, where the elderly man Hans rejects the offer of using a GPS tracker.

Figure 2. A screenshot from the SG “Hans and the welfare technology”.

This SG can be categorized as a visual novel, where a story is told using graphics and text and contains a low level of gameplay [13] [14]. A progress tracker based on points given for the different choices made in the dialogue and quizzes (yellow line in Figure 2) increased the level of gamification and resulted in automated feedback to the students on their overall achievement. They also received feedback and correct answers in the form of text.

This SG was developed as part of a larger project in connection to the Department of Health and Nursing Science, led by the second author. The second author collaborated with the first author and a nurse from the municipality health care services in developing the educational and evidence-based content.

Four students from the Department of Information and Communication Technology were responsible for the development of the SG—three for programming [13] and one for graphical design [14]. The development/programming software used by the students were JetBrains Rider, JetBrains WebStorm (for JavaScript, CSS, and HTML-elements), Git, Bitbucket, and Overleaf (LaTeX-editor). The design software chosen was Pixel art.

3 LESSON LEARNED

The challenges and outcomes of the two projects will now be described and discussed in light of the three key elements of supporting student–staff co-creation: inputs, processes, and outputs [6].

3.1 Inputs

Individual and environmental factors, such as individuals’ previous history and experiences with student–staff co-creation, individuals’ motivation, authenticity, and clarity of the activity, constitute the foundations of a co-creation activity before it begins. According to Dollinger and Lodge [7], these inputs are critical to the subsequent processes and outcomes of the experience.

3.1.1 Individual Considerations

In relation to individual experiences, the managers of the two projects (authors) were both nurses with no previous technical experience in SG development. They also had limited experience with student–staff co-creation and project management. The developers of the SG were bachelor students from the Department of Information and Communication Technology with different levels of design and programming experience. The students were recruited through the university’s own website, “Kompetansetorget” [The Competence Square].

The motivations of students and staff were quite different. The students conducted this project with the intention to pass their exam and get a bachelor’s degree. The academic staff aimed to implement the SGs as part of their course, conduct related educational research, and publish the results. As suggested by Dollinger and Lodge [6], motivation and aims should have been addressed at an early stage. Then, the effort for value creation could have been more intertwined.

3.1.2 Environmental Considerations

Important environmental considerations for a co-creation project include clarity of the activities or tasks that should be conducted in the student–staff co-creation process [6]. The most serious pitfall for a project is if one chooses a level of detail in the task description that is either too coarse or too fine [15]. In the first project, a formal agreement
between the two faculties was signed. This specified roles, contributions, and the sharing of resources and costs for development. In the second project, a formal agreement was intended, but only an informal agreement was made. This was due to many involved parties and the lack of a standard procedure for co-creation. In retrospect, the agreements (formal/informal) could have benefited from more details concerning supervisors’ roles and responsibilities and the handling of possible risks (3.1.2).

For SG development, it is important to make a detailed specification of the SG in collaboration with the developers [5]. These specifications include, for example, the game engine, database, software applications that fit with planned features in the SG, platform (touch-tablet, laptop, personal computer (PC), smart-phone), and, if desired, compatibility with a Learning and Management System (LMS). In addition, there are many other things that must be considered. What format and user–computer interaction design do we want (videos, graphics/photos, text) and how should users interact with the game (visual/audio, mouse/ touch)? Should the SG include different types of questions (e.g., single or multiple answer, drag-and-drop questions), and should it provide the ability for users to choose wrong answers deliberately and view the consequences of their choice? How about in-game assessment? Should users answer questions or complete tasks before they can continue, and do they receive points and a get a final score? What kind of feedback should the user receive during gameplay? And do we want a single- or multiplayer SG?

Depending on whether the game is linear or the user has the option to choose different paths, a storyboard and a decision tree must be developed. One should construct a storyboard for each SG scenario [16] [17]. Each storyboard must contain a detailed description of the SG story, educational content, actions in each video clip or screen with related quiz-based tasks, and questions with answers. Finally, depending on what type of game is developed, one may need special equipment during development (e.g., video cameras and microphones).

In both projects, the description or specifications of the game could have been more detailed, as indicated by the necessity of several adjustments during development.

3.2 Processes

3.2.1 Barriers

Certain mechanisms are needed to support student–staff co-creation. Some barriers that may arise during the processes of co-creation include role confusion, need for student–staff guidance, inexperience of participants, inclusion of assessment, time, and power imbalance [6].

In relation to organization and roles, the PhD project had a quite simple organization compared to the other project. Here, the SG development team consisted mostly of the PhD candidate and the four recruited students from the bachelor program in Multimedia Technology and Design. The students received supervision from domain experts, who attended the first meetings. After that, most communication with the students’ supervisors was through e-mail.

For the second project, the development team consisted of two faculty members (authors) from the Department of Health and Nursing Science, as well as four students and their supervisors from the Department of Information and Communication Technology (one from the bachelor program in Multimedia Technology and Design and three from the bachelor program in Computer Engineering). In addition, one nursing student and a consultant from the ICT department was involved in the co-creation of the SG.

In relation to barriers such as the inexperience of participants, we had no information about the level of experience of each student or how much guidance the students received from their supervisor during the SGs’ development. The two teachers (authors) responsible for the SGs’ development were nurses, not technicians, and were unaware of all aspects and risks in designing SGs. This caused a power imbalance between the students and academic staff. To carry out the SG development, these two projects were highly dependent on the students and supervisors from the bachelor program in Multimedia Technology and Design.

Dependence on others to be able to carry out a project may be indicative of a high-risk project [11]. Hence, recruiting students with desired skills and motivation, as suggested by Dollinger and Lodge [6], may decrease the risk of project failure. Further, it is important that the students can collaborate as a team. Hence, assistance in recruitment from teachers who knows the individual students may decrease the chances of project failure.

However, even if the right students are chosen, one has no insurance that the project will not be delayed. For example, the game “I-cannot-breathe” was not quite finished when the students submitted their bachelor thesis. The PhD candidate had to cover the expenses when one of the bachelor students finished the game. The consequences of not finishing this SG and the PhD project could have been great. As part of the environmental considerations (3.1.2), there should have been a backup plan for developments software and the involvement of the ICT department from day one. Based on experiences from the PhD project, such a backup plan was made for the game “Hans and the welfare technology.” Furthermore, a technical solution was chosen that made the clients less dependent on the students’ work in relation to adding text.

According to Dollinger and Lodge [6], lack of time and included assessment may cause barriers in the co-creation process. The students in the first project managed to participate in usability testing of the game “I-cannot-breathe” before submitting the bachelor thesis. The testing was beneficial to both the students and the PhD candidate: the students got input from users to improve the game, and the PhD candidate included the usability test as part of her research. In the project “Hans and the welfare technology,” a nursing student followed the whole design process and tested the game frequently. Usability testing was planned as part of the project. However, it could not be carried out due to trouble with recruiting nursing students. This was partly due to an overload of other course evaluations at that time and other research requests. In retrospect, we learned that one should plan the recruitment of students for educational research activities at an earlier stage and in better collaboration with leaders. It is important that such
evaluation activities are planned according to the overall education program and course evaluations. In addition, educational research activities in a study program should preferably be aligned to prevent evaluation overload and the consequences of technology from co-creation projects not being formally and scientifically evaluated. The latter may decrease the value of the final co-creation outcome.

3.2.2 Co-production

Communication and follow-up are important elements in student–staff co-creation [6], as in project management [11]. In retrospect, we recognize that meetings between the development team members and their supervisors could have been held on a more regular basis to agree on design and to discuss challenges in the design and development process. However, not all supervisors attended the scheduled meetings or contacted the project manager during the development process.

As mentioned in 3.1.2, we experienced that the specification of both games should have been more detailed. In retrospect, the two games could have benefited from earlier involvement of the students and their supervisors in planning the games. Then, some of the technical issues probably could have been avoided. For example, with “I-cannot-breathe,” we experienced that the chosen software did not quite fit with the desired functionalities/features within the SG. For example, there were too few possible options that could be chosen in the quiz-based tasks. In addition, the scoring of the tasks needed to be changed. To fit the desired design, the students had to make changes in the software (scripts). Unfortunately, these changes caused some technical issues. In the “Hans and the welfare technology” project, we tried to prevent similar problems by involving an ICT consultant in the meetings with the students. However, in the end, they still chose solutions that made it difficult to upload the editorial solution to the UiA’s servers. Thus, in retrospect, desired functionalities and options within the SG could have been better communicated to the students. Then, the software could have been chosen based on these needs.

In the “I-cannot-breathe” SG, all text and videos had to be included and assembled by the students. The first author spent much time reviewing the text for errors and the desired user interface design. In retrospect, it could have been advantageous to have used software that enabled the teacher to include and edit text and videos, rendering the teacher less dependent on the students. Hence, for the game “Hans and the welfare technology,” this kind of editorial solution was chosen.

3.2.3 Value-in-use

In a university context, value-in-use is related to how students or staff create value for themselves through the co-creation activity. This paper focus on the staff’s point of view. The game “I-cannot-breathe” was uploaded to the university’s database. When the SG was released for use, the number of students that could play the SG at the same time was underestimated. This caused technical glitches, such as sound and video lag when the game was tested by a large group of students for the first time. Fortunately, this was quickly adjusted by the ICT department. Assistance from the ICT department was also necessary when the game suddenly became unavailable. It turned out that the ICT department had to renew the license.

The game “Hans and the welfare technology” was not integrated into the university’s database but was only made available from an online address paid for by the students. Like the other SG, it suddenly became unavailable due to an unpaid license. However, in this case, all edited text in the game also disappeared and had to be readded.

The responsibility for follow-up for the two games could have been planned and formally handed over to the ICT department earlier. Maybe the risk of unpaid licenses and technical glitches could have been decreased, and the value-in-use increased.

3.3 Outcomes

There are a lot of benefits of co-creation of SGs with students [6] [10]. In our two projects, we had never been able to develop these SGs without collaboration with students from the Department of Information and Communication Technology. This was due to the high cost of purchasing consultant services and commercial SG software. Co-creation of SGs also enables teachers to contribute to game development and develop their own pedagogical and technological competences. As for the students, they can apply for real client projects and contribute to developing solutions based on clients’ descriptions. This can facilitate fulfilment of their course learning outcomes, such as the requirement to apply current knowledge and technology to analyses and solve problems for industry and the public sector. It could also be beneficial for students’ future employability. Hence, co-creation can be a win-win-situation across education programs.

However, co-creations of SGs are often low-budget projects that may decrease the options of functionalities. In addition, co-creation with students is a time- and resource-intensive activity with many risks involved. Therefore, the value of the co-creation process and possible risks must be weighed against the possibilities of using available open-source editorial tools or purchasing SG development software. However, for the latter, we need anchoring from our own department when it comes to financial resources, but also supervision from the ICT department to choose and evaluate appropriate tools for each project. It is important to ensure that the chosen software fit with the desired SG functionalities. Then, development and implementation of SGs as pedagogical tools could be a more available option for pedagogical staff. Perhaps, in the future, SGs could become the new slideshows.

The creation or use of open-source editorial software represents the most sustainable solution [9]; these enable faculty to improve or develop new SGs that align with changes in learning objectives and ensuring evidence-based content.

To enhance the outputs and value of co-creation [6], the university may benefit from providing some guidelines, technological infrastructure, and support for similar student–staff co-creation projects.

5 CONCLUSION

Based on our experiences of challenges and outcomes from the two co-creation projects, we end this paper by
proposing ten key points for planning and conducting cross-disciplinary student–staff co-creation of SGs:

- Make a decision on what level of fidelity and gamification is feasible in your project according to students’ technical skills, available time, and budget.
- If available in your organization, use a project template/handbook for student–staff co-creation projects.
- Create a strong interprofessional team (including the students) with well-defined responsibilities and agreements, preferably led by a person with competence in project management.
- The project should obtain an overview of its uncertainty/risk and how it should be handled.
- Develop comprehensive and detailed specification requirements for the SG in collaboration with the interprofessional team.
- Do not underestimate the time needed for faculty members and other professionals to develop and quality-ensure a storyboard and decision tree and the pedagogical academic content in the SG’s design.
- Chose a SG editorial software where the educational staff can be less dependent on students and technical consultants concerning adding and adjusting text and other content.
- There should be an established communication pattern in the follow-up; ensure that the responsibility for sustainability is formally handed over to the ICT department.
- Evaluation activities must be planned and anchored early in project development.
- Experience and knowledge from the project should be disseminated to serve as inspiration for similar student–staff co-creation projects.
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Abstract
The recent pandemic highlighted telemedicine’s potential for continuity of remote diabetes patients’ care. The study objective was to identify diabetes telemedicine services, benefits, and challenges in Norway. We searched for publications on the topic in PubMed, ScienceDirect, CINAHL, and Nora. Most of the included studies (7/15) focused on telemedicine for type 2 diabetes. Telemedicine benefits include improved self-management and cost and time effectiveness. Challenges include organizational and technical issues. To optimize the health system, telemedicine can be used for highly engaged diabetes patients. Creating clear and practical national and organizational telemedicine guidelines for diabetes management could solve the identified challenges.

Keywords
Diabetes; Telemedicine; Remote consultation; Videoconferencing; Remote sensing technology

1 INTRODUCTION

About 245,000 Norwegians (1 in 20) have been diagnosed with diabetes, and it is estimated that about 60,000 more could have undiagnosed diabetes in Norway [1]. The World Health Organization (WHO) describes diabetes as a chronic metabolic disease characterized by elevated levels of blood glucose or blood sugar [2]. There are serious and life-threatening complications associated with diabetes, including damage to vital organs such as the eyes, kidneys, nerves, and the heart [2,3].

To prevent these complications and premature death, people living with diabetes need constant, continuous, and coordinated care. This, however, becomes challenging when it involves travelling long distances to healthcare facilities or restricted access to healthcare due to disease outbreaks. The use of telemedicine could offer alternatives to standard care for people with diabetes [4]. Telemedicine basically involves healthcare delivery across geographical locations via electronic communication technologies [5]. Telemedicine solutions offer opportunities for the healthcare system to continue the care of long-distance patients living with diabetes, for example during infectious disease outbreaks [4,6]. Although Norway as a country adopted telemedicine at an early stage [7], very little is known about the benefits and challenges of using telemedicine solutions for diabetes care in Norway. Therefore, we conducted a scoping review to provide an overview of the evidence as preliminary assessment of the size and scope of available literature in this field.

The objective of this article is to identify what is known about the benefits, and challenges of telemedicine for diabetes in Norway. This includes benefits and challenges for all types of diabetes and within all areas where telemedicine for diabetes has been used in order to provide an overview of the field.

2 METHODS
We searched for publications with the keywords “Diabetes” AND “Telemedicine” OR “Remote consultation” OR “Videoconferencing” OR “Telemetry” OR “Remote sensing technology” in titles/abstracts AND Norway (where possible). The search was carried out in the following databases: PubMed, ScienceDirect, CINAHL, and Nora (Norwegian knowledge repository). Articles were included if they were 1) studies on use of telemedicine for diabetes care 2) conducted in Norway. No year or language limitations were used. The full search strategy is available in the Zenodo data repository [8]. All references were uploaded to EndNote 20 and X9 by Clarivate™, and duplicates removed. After that, the references were uploaded to Rayyan and DL, KFL, and EG carried out the first screening of titles and abstracts. In the second phase, the full texts of the remaining articles were downloaded. Two pairs of reviewers (HLN and KFL; DL and EG) carefully examined these full texts in order to confirm their eligibility. Eligibility incongruences were discussed with the other pair of reviewers until reaching an agreement. Articles that met the inclusion criteria were included in the qualitative synthesis. Benefits and challenges linked to technology were identified, summarized, and categorized using an inductive thematic analysis in NVivo 12 Pro for windows by QSR International.

3 RESULTS
A total of 542 records were identified and 15 met the inclusion criteria (see Figure 1). The search strategy and the list of excluded articles in the full-text screening, and the reasons for exclusion are available in the data repository [8]. Table 1 summarizes the publications included in this review.
3.1 Publication and targeted diabetes type

The 15 included studies were published between 2003 and 2020. Among these, 6 were randomized controlled trials [9-14]; 4 observational or qualitative studies [15-18]; 2 study protocols [19,20]; 1 feasibility and usability study [21]; 1 project summary [22] and 1 editorial article [6]. Of the 15 included studies, 7 were about type 2 diabetes only (7/15) [9,13,14,18,20-22]; 4 referred to both type 1 and type 2 diabetes [10-12,19]; 3 to diabetes in general [15-17]; and 1 publication was about type 1 diabetes [6].

The included studies identified challenges associated with the use of telemedicine technologies for diabetes in Norway. These challenges include technical and practical issues associated with outdated equipment and inadequate technological skills among staff [12,17,21], organizational issues as a result of interorganizational and interdisciplinary collaboration to deliver telemedicine services [11,16,18], and communication and information issues due to missing elements associated with traditional delivery of care such as physical examination and non-verbal communication.

All the identified benefits and challenges are summarized in Table 2.

4 DISCUSSION

This review aimed to identify what is known about the benefits and challenges of telemedicine for diabetes in Norway. Most of the included studies focused on the use of telemedicine for type 2 diabetes, followed by type 1 diabetes.

We did not find any publication on telemedicine for gestational diabetes, which could be of relevance, for example during infectious diseases outbreaks. The results are summarized in table 2.

Although the included studies reported no significant changes in HbA1c between the intervention and the control groups [9,13], there was a decline in HbA1c levels among all participants. Similarly, mobile applications as an advanced telediabetes method have been shown to reduce HbA1c levels in people living with type 1 and 2 diabetes, as well as minimize the occurrence of hypoglycaemic events [4,23]. There is also a reported increase in quality of life among individuals with type 1 and 2 diabetes who use mobile applications for self-management. This is due to the improved design and development of these technological tools with features such as bolus calculator, carbohydrate counting, automated glucose pattern feedback, and the ability to share one’s data with healthcare providers [4].

Iversen et al. [10] found that there was no significant difference between the use of telemedicine and usual care for treating foot ulcers. Cost and time effectiveness can be realised from the use of telemedicine as an alternative to usual care in remote regions in Norway since patients can visit their local health facilities while having access to specialist care. Lee et al. [24] associated cost-effectiveness with the use of telemedicine for retinal screening, telemonitoring, and telephone reminders in diabetes management. It seems that telemedicine can be offered as a low-cost alternative to people living with diabetes in Norway who are already engaged in the health system to ensure cost-effectiveness without compromising on the quality of care [25].

The use of telemedicine can increase the knowledge and skills of healthcare providers in diagnosing and treating diabetes complications [15,17]. However, this acquired knowledge will not be useful if there are identified organizational challenges associated with the use of telemedicine services and technologies. Challenges encountered during the use of telemedicine for diabetes care were; The problem of identifying who is responsible.
for the care of the patient because healthcare professionals are working across different management systems and organizational structures [11,16,18], technical, and practical challenges where available equipment are outdated, and applications do not work as intended [12,17,21]. These challenges need to be properly and effectively addressed. Aberer et al. [4] suggest political and structural adjustments as a solution to diabetes telemedicine-related challenges. Adjustments made at the national and organizational level for the use of telemedicine for diabetes can contribute immensely to improved telemedicine services and quality of life of people living with diabetes in the country.

4.1 Limitations
Our review focused only on telemedicine and diabetes in the Norwegian context, and we used only few keywords in our data search. Therefore, we might have missed relevant publications on the topic carried out within the Norwegian context. Our findings cannot be generalized to other countries or to other fields where telemedicine is used. All publications we found were focusing on Type 1 and Type 2 diabetes, and none in gestational diabetes. Future research could also study the potential benefits of telemedicine for managing gestational diabetes in Norway.

5 CONCLUSIONS
There is evidence to suggest that telemedicine for diabetes management and care can be adopted in Norway to supplement the usual care. People living with diabetes who are interested in and enthusiastic about monitoring their condition can be offered telemedicine services as an alternative to usual care, especially those who live in remote areas and for follow-up purposes. Telemedicine as a supplement to usual care is beneficial to both the health system as a whole and to people living with diabetes in terms of reduced cost and efficiency of care.

Creating clear and practical national and organizational guidelines for telemedicine for diabetes care in Norway could be a way to solve the various identified challenges associated with its use.
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Publication type</th>
<th>Diabetes type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotvold GH, et al. (2003)</td>
<td>Observational / Qualitative study</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Årsand E, et al. (2010)</td>
<td>Feasibility and usability study</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Holmen H, et al. (2014)</td>
<td>RCT</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Torbjørnsen A, et al. (2014)</td>
<td>RCT</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Hernández C, et al. (2015)</td>
<td>Summary of project</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Iversen MM, et al. (2016)</td>
<td>Study protocol</td>
<td>Type 1 and Type 2 Diabetes</td>
</tr>
<tr>
<td>Kolltveit BC, et al. (2016)</td>
<td>Observational / Qualitative study</td>
<td>Diabetes in general</td>
</tr>
<tr>
<td>Smith-Strøm H, et al. (2016)</td>
<td>RCT</td>
<td>Type 1 and Type 2 Diabetes</td>
</tr>
<tr>
<td>Kolltveit BH, et al. (2017)</td>
<td>Observational / Qualitative study</td>
<td>Diabetes in general</td>
</tr>
<tr>
<td>Kolltveit BH, et al. (2018)</td>
<td>Observational / Qualitative study</td>
<td>Diabetes in general</td>
</tr>
<tr>
<td>Smith-Strøm H, et al. (2018)</td>
<td>RCT</td>
<td>Type 1 and Type 2 Diabetes</td>
</tr>
<tr>
<td>Torbjørnsen A, et al. (2018)</td>
<td>RCT</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Birkeland KI. (2020)</td>
<td>Editorial</td>
<td>Type 1 diabetes</td>
</tr>
<tr>
<td>Iversen MM, et al. (2020)</td>
<td>RCT</td>
<td>Type 1 and Type 2 Diabetes</td>
</tr>
</tbody>
</table>

Table 1. Summary of publications included in the review (n=15)
<table>
<thead>
<tr>
<th>Benefits</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved self-management and technology used as a self-help aid [9,13,14,21]</td>
<td>No significant effect or impact (No differences in HbA1c-level, no significant effect on foot ulcers treatment, no significant difference in consultations, no significant impact on self-management) [9,10,13]</td>
</tr>
<tr>
<td>Alternative or supplement to usual care [10-12]</td>
<td>Technical and practical challenges (outdated equipment, technical problems, technological skills among the staff, app-related) [12,17,21]</td>
</tr>
<tr>
<td>Increase in wound assessment knowledge and skills in the nursing staff [15,17]</td>
<td>Organizational challenges (health care professionals working across different management systems and organizational structures, between the primary care sector and the specialist care sector – who is responsible for the care?) [11,16,18]</td>
</tr>
<tr>
<td>Cost-effectiveness (avoidance of costly institutional care, e.g., hospital admissions) [22]</td>
<td>Communication and information challenges (lack of information from physical examinations and nonverbal communication, communication among stakeholders across health care tiers) [6,22]</td>
</tr>
<tr>
<td>Time effectiveness (quicker to grade the level of retinopathy) [18]</td>
<td>The documentation process was time-consuming [15]</td>
</tr>
<tr>
<td>Greater reach and reduced travel distance [10,11]</td>
<td>The Norwegian legislation on data privacy and transfer was identified as a major limitation for the deployment of integrated care [22]</td>
</tr>
</tbody>
</table>

Table 2. Benefits and challenges associated with the use of telemedicine technology
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Abstract
This paper describes the development of an easily applicable web-based IT solution that enhances interactive communication (the interactive communication model) and ensures comprehension in nursing practice. The model seeks to identify knowledge and skills allowing tailored communication and seeks to ensure comprehension and recall between nurses and patients. Results from testing the model shows that it has the potential to enhance self-care in citizens receiving community nursing and creates a basis for a more holistic nursing approach.
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1 INTRODUCTION
Modern healthcare systems are developing in a way that compel patients and citizens to become more active in the management of their own disease(s), health, and life situation. This development changes the role of modern patients and the skills needed to navigate the healthcare system. There is increasing pressure on healthcare resources due to demographic changes with more elderly people and thus, an increase in the prevalence of chronic diseases [1]. A strategy for handling the increasing pressure on healthcare resources is to reduce the length of stay in hospitals and promote more healthcare in patients’ and citizens’ own homes. This strategy calls upon more (self) rehabilitation actions, where the goal is to strengthen self-management and self-care among citizens and patients. This requires a general adherence to treatment (during the self-management of chronic disease(s)) and an ability to be an active part in shared decision making with healthcare professionals, thus requiring that citizens and patients increase their understanding and application of health information [2–4]. Overall, the development in modern healthcare systems set some requirements to citizens’ and patients’ level of self-management and patient empowerment. Health literacy (HL) can be considered a prerequisite for these concepts and plays an important role in strengthening them [5]. HL is defined by the World Health Organization as ‘the cognitive and social skills which determine the motivation and ability of individuals to gain access to, understand and use information in ways which promote and maintain good health’[6]. As seen in the definition, HL is a complex and broad concept that comprises multiple personal skills and different levels (access, understand and use), which make it difficult to access [7].

A Danish study shows that 10-20% of the Danish population experience difficulties with the ability to interact with healthcare professionals and the ability to understand health-related information well enough to act on it (two important dimensions of HL) [8]. This suggest that they do not have the necessary HL skills to handle their health sufficiently, which produces a higher risk of adverse health effects for example improper use of healthcare services and medications, poor self-management, and poor health outcomes [9]. This is problematic when considering the development in healthcare systems that emphasis a higher level of self-management and self-care. Based on this, clear communication and ensuring recall and comprehension becomes more essential in patient-provider interactions. It is particularly important in relation to patients with chronic disease(s) because self-management educational efforts and counselling are key elements in handling everyday life with chronic disease(s) and strengthening self-care. Clear communication and ensuring comprehension become even more important if patients with chronic disease experience challenges in accessing, understanding, and applying health-related information necessary to efficiently manage their health and make informed health decisions [10]. Patient-provider communication has been proposed as a potential pathway through which HL might influence health outcomes, especially in individuals with chronic disease(s). Hence, tailoring communication to the individual level of HL, might have a positive influence on health outcomes [11,12]. Nurses play an essential role in providing education and counselling to patients with a chronic disease through communication – it is considered a core competency in nursing practice [13]. However, nurses rarely use
development of communication that focus on recall and comprehension in their interaction with patients [14]. On this basis, this pilot study focuses on the development of a web-based interactive communication model (ICM) that both seeks to identify knowledge and skills (HL) allowing tailored communication and seeks to ensure comprehension and recall between nurses and patients.

2 METHODS

This study includes two phases: the development of the ICM and a pilot study of the model in community nursing.

2.1 Development of the interactive communication model

The IT-based ICM is designed based on data from 335 community nurses in Aalborg Municipality. The 335 community nurses participated in workshops (14 workshops) centred on user-involvement. The community nurses discussed and made a comprehensive answer to several questions about existing practices and challenges in (self) rehabilitation. The discussion was carried out in groups of 4-6 community nurses. The knowledge and experience gathered from practice formed the basis for the development of the ICM, which was subsequently qualified via recognized methods, to make citizens more self-reliant (regardless of HL level), identified via systematic literature search. In this way, synergy has been created between theory and practice, and a best-practice approach was mapped for the development and application of strategies that strengthen self-care and the degree of self-help in citizens with chronic disease(s). The workshops were facilitated by one researcher (LKEH, first author of the present paper) who’s a registered nurse (RN). LKEH have a solid experience of work in healthcare. The content of the ICM was created based on the material from the workshops combined with the best-practice approach identified through the systematic literature search. The ICM is implemented as a web-based IT solution to enable a straight-forward integration with the software on the nurses’ working tablet. The IT solution contained all the steps and information needed to use the ICM in everyday nursing practice and it is easy to make accessible on the start page of their working tablet.

2.2 Pilot study

Following an observational approach, the focus was on observing nurses’ actions in an everyday community nursing context and the aim was to observe responses and challenges related to the use of the ICM as part of community nursing practice. One district of community nursing was selected as setting for the pilot study. The district comprises six community nurses, who were included in the study. The community nurses were introduced to the ICM prior to observation. Participant observations and informal interviews were used as general data collection methods.

The observations were conducted by LKEH. The presence of the researcher could, however, affect the observations and this must be considered. To minimize the effect of the researcher, she adapted to the clinical environment by wearing the same uniform as the community nurses and no nameplate. In this manner, there was access to the healthcare environment while at the same time showing not to be seen as healthcare personnel handling citizens with care needs. Thus, the researcher could participate without being directly involved or being a distraction.

Participant observations were carried out for five weeks and guided by the aim of the pilot study. During the observations the researcher took thorough notes guided by an observational guide. Informal interviews were primarily conducted in the community nursing cars when driving between visits among citizens with care needs, but also sometimes in the coffee room. These informal interviews were mainly conducted to add further information to the observations and to create a more comprehensive understanding of what had been observed. Notes form both the observations and the informal interviews were transcribed after each observation. Six community nurses completed a brief survey (8 questions) about their use of the ICM at the end of the pilot study. The survey was constructed based on literature and focuses on evaluation of using the ICM in community nursing; for instance, they were asked to evaluate if the model enhances their awareness on knowledge and competences among their citizens on a Likert scale (see Appendix A). SurveyXact was used to distribute and administer the surveys.

2.2.1 Ethical considerations

Permission to carry out the pilot study was given by the head nurse in the selected district. Oral consent was obtained from the six community nurses in the district in accordance with the Declaration of Helsinki [15] after they were informed of the purpose, method and publication of the pilot study, that participation was voluntary, and they could withdraw at any time. No ethical approval was required for this type of pilot study. Citizens present in the observations were informed of the purpose of the pilot study and that the researcher was bound by professional secrecy in her role as health care professional.

2.3 Analysis

2.3.1 The interactive communication model (ICM)

Data from the 14 workshops (335 participating community nurses) were analysed using thematic analysis [16]. Thematic analysis is a basic qualitative analytically approach that seeks to identify themes or patterns in the gathered material (in this case material gathered from the 14 workshops). The analysis was characterized by an inductive data-driven approach, which resulted in themes that are closely linked to data. The coding of data can take place without relation to a specific framework or a specific analytical (pre) understanding.

The material from the 14 workshops were read and coded openly conducting descriptive coding [17]. The material was read several times and meaning units related to challenges with conducting community nursing aiming to strengthen self-care among citizens receiving community nursing were detected. These meaning units were then assigned a code describing their content. Meaning units and data text were scrutinized. On this basis, relevant categories and themes and categories were identified throughout the data material. The analysis comprised continuous discussions between authors and a lecturer in thematic analysis to reach consensus. The original data was re-examined in case of discrepancies.
2.3.2 The pilot study

The transcribed notes from observations and informal interviews were also analysed using thematic analysis [16]. The material was read several times and meaning units related to using the ICM were identified. These meaning units were then assigned a code describing their content. Meaning units and data text were scrutinised thoroughly. On this basis, relevant categories and themes, related to challenges with using the ICM to strengthen self-care in community nursing, were identified throughout the data material.

Data from the brief surveys were analysed using basic statistics [18]. Data from the observational study, and the informal interviews, was combined with data from the surveys, hence, data triangulation was carried out.

3 RESULTS

This presentation of results will comprise three sections: the content of the ICM, results from the pilot study and results from the survey.

3.1 The interactive communication model

3.1.1 Content in the ICM

The material from the 14 workshops, in conjunction with relevant research literature, has formed the basis for the development of the ICM with integrated teach-back. The ICM is inspired by Schillinger et al. [19] and comprises the following components:

- Repetitions: The model is initiated with a repetition of key points (very few sentences) from the last visit / learning session. The community nurse simply repeats key points and provides no new information at this stage. By the first visit, the community nurse cannot perform repetitions, but instead the citizen is presented to the plan for enhancing their knowledge and self-care.

- Uncover skills and seek the citizen’s perceptions: This allows the community nurse and citizen to reach a common understanding. Moreover, it helps the community nurse assess how to tailor information and instructions for the individual citizen.

- Clear information without using medical language: The community nurse provides information, instructions, and guidance are provided based on predefined material made available to the community nurse from the start page of her /his working tablet. The information, instructions and guidance are supplemented by the delivery of easy-to-understand material to the citizen.

- Ask for understanding: The community nurse asks the citizen directly if they have understood the given information and what has been discussed.

- Check for understanding – teach back: The community nurse uses the teach-back technique to ensure that the citizen understands the information/instructions and what has been discussed. The community nurse asks the citizen to retell (in their own words) the information and instructions provided. This stage may also involve the citizen having to demonstrate the performance of a ‘task’, for example, the community nurse asks the citizen, with chronic obstructive pulmonary disease, to demonstrate their inhalation technique. This an indirect method to check for understanding.

3.1.2 Development of the web-based IT solution

The ICM must be easily accessible and an efficient tool for community nurses, therefore it is made available as a web-based IT solution. The tool is entitled ‘personalised support for self-care’ and can be accessed from the start page of the community nurses’ working tablet.

![Figure 1. Illustration of the interactive communication model (ICM) inspired by Schillinger et al. [19].](image)

![Figure 2. Screenshot of the start page of the web-based IT solution ‘Personalised support for self-care’](image)
The content of the IT solution is selected based on the most prominent diseases and reasons for receiving community nursing in Northern Jutland. People receiving community nursing are often very vulnerable with multiple health-related challenges and comorbidities – setting high requirements to their level of HL. The idea is that the ICM (made available in the web-based IT solution) supports community nurses in accommodating citizens’ broad range of information and communication preferences. Instead of assuming what people know, the model uncovers what they know, thus, it is a more objective approach to accessing knowledge and skills.

Further, the IT solution demonstrates how to use the ICM in relation to the most prominent diseases such as COPD, diabetes, cardiovascular diseases etc. It is demonstrated how the nurse should perform the individual steps related to the specific disease - all the way down to how questions should be formulated and asked to uncover citizens’ knowledge and level of skills (step 2 - *ask for understanding*) and how information is provided in a concise easy-to-understand manner without medical language (*step 3 – clear information without using medical language*). Hence, the nurses do not have to decide for themselves what characterises easy-to-understand language as it is provided by the web-based system. The information and instructions formulated in the system has been developed in the following manner: information about the specific diseases is inspired by an acknowledged national patient centred webpage (sundhed.dk) and pedagogical tools with a focus on increasing and ensuring understanding with the recipient [20,21]. The material in the system is kept on a readability of 6\textsuperscript{th} grade level and, thus, the community nurse provides information and guidance on this level when using the ICM. The material was read thoroughly by independent reviewers to ensure concise and easy-to-understand language not exceeding 6\textsuperscript{th} grade level. It should be noted that the system also provides different links and video material (easy-to-understand that can be used by the community nurses in *step 3 – clear information without using medical language*) relevant for the specific diseases.

Even though, the information and instructions in the system serves as a guide to learn the ICM technique, the goal is that the community nurses adapt the communication technique into their everyday practice. Hence, the system is intended to facilitate the use of a very easy-to-understand language, as well as to check the understanding of information by the recipient.

The web-based IT solution was informally tested and evaluated by two nurses prior to the pilot study.

### 3.2 Results from the pilot study

#### 3.2.1 Proper introduction and training prior to use

The use of the web-based ICM model requires adequate training and support. It requires understanding and experience with the different steps in the model and an understanding of the purpose in each step. When the community nurses started using the model (in the beginning of the pilot study), they were a little unsure of how they could integrate it into their communication without it being ‘staged’ or ‘forced’. As a result, it took some time for the community nurses to get comfortable with using the ICM. However, with enough practice and use, the community nurses managed to integrate it over time and, thus, making their communication more interactive. On this basis, the ICM can serve as a development and training of community nurses’ interactive communication skills.

The community nurses were briefly introduced to the use of the ICM prior to the pilot study. When the community nurses adapt the ICM, it can be performed in approximately five minutes – and subsequently have an overall time reducing potential. The time reducing potential of the ICM

---

**Figure 3.** Screenshot of the pull-down menu with items representing the most prominent diseases and reasons for receiving community nursing: ‘The interactive communication model’, ‘COPD’, ‘Diabetes and insulin’, ‘Diabetes and diabetic ulcers’, ‘Venous ulcers’, ‘Arterial ulcers’, ‘Compression’, ‘Heart failure’, and ‘Medicine dispensing’.

The IT solution comprises a general description of the ICM and how to perform each individual communicative step in the model (the first item in the pull-down menu – see figure 3). The description is supported with a graphical illustration of the different steps in the model. The instructions on how to use and implement the different communicative steps in the model and incorporate it in practice creates the foundation for emphasising use of interactive communication in community nursing.
is supported by the results from the survey – see paragraph 3.3 below.

3.2.2 A more uniform communication practice

A prominent result of the pilot study is that the web-based ICM ensures clear communication without use of medical jargon and make tailored communication easily accessible. It emphasises a focus on reducing the use of medical words and how difficult it can be to use very simple language when explaining health-related information. The community nurses became more aware of their own communication technique and use of words. Concrete formulations/explanations with regards to the most widespread diseases and community nursing services is available in the system and therefore the community nurses do not subjectively have to decide what is easy to understand health-related information. It became clear in the pilot study that the ICM contributes to a more uniform approach to communication among community nurses. It was also observed that some of the community nurses preferred to use the system (with the ICM) as preparation prior to visits with citizens needing community nursing and others used it as a guide during the visits.

3.2.3 Assessment of understanding and allowing a more holistic approach

The ICM allows identification of understanding and skills among citizens receiving community nursing. An important step in the ICM is the check for understanding via the teach-back technique – results from the pilot study shows that the community nurses often thought that their citizens had more knowledge of their disease and situation than they had. The community nurses expressed that the ICM allowed a more accurate identification of their citizens’ understanding and skills.

Further, the community nurses expressed that the ICM allowed for a more holistic nursing approach as it made it easier to identify the individual challenges among their citizens and tailor communication accordingly. They felt that the ICM allowed them to access ‘the whole situation’ and not just was allocated for the nursing visit. These results are in accordance with the results from the survey – see paragraph 3.3 below.

3.3 Results from the survey

The following will present a short summery of the results from the brief survey at the end of the pilot study. Six community nurses were asked to rank their answers on a Likert scale: not at all, a little, some, greatly and completely (see appendix A).

1. 83% of the community nurses think that the ICM greatly or completely increases citizens’ knowledge of their own disease(s) and life situation, while the remaining 17% ranked it to some extent.

2. 67% of the community nurses think that the ICM greatly or completely increases citizens’ self-care, while the remaining 33% think its increases self-care to some extent.

3. All community nurses (100%) think that the ICM completely or greatly enhances their experience of more holistic nursing.

4. All community nurses (100%) think that the ICM completely or greatly help them find out what and how much a citizen knows about their own disease(s) and life situation.

5. 50% of the community nurses think that the ICM completely or greatly increases their focus on not using medical terms, while 33% think it increases their focus to some extent. The remaining 17% think it does not increase their focus on this at all.

6. All community nurses (100%) think that the ICM completely or greatly increases their focus on ‘checking’ citizens’ understanding of the information and guidance they provide as nurses.

7. 66% of the community nurses think that the web-based system is useful, while 17% find it useful to some extent. 17% does not find it useful at all.

8. 33% of the community nurses think that the ICM greatly reduces their time consumption with citizens, while 33% think it reduces time consumption a little. 33% does not think the ICM reduces time consumption at all.

4 DISCUSSION

The aim of this pilot study was to develop an easily applicable communication model that enhances interactive communication and ensures comprehension in nursing practice. This has been accomplished by the development of the ICM and making it available as a web-based IT solution. A strength of this pilot study is that the ICM has been developed based on a high degree of user-involvement – the end users (in this case the community nurses) were involved in the development, which create a sense of ownership. The ICM proved able to identify level of knowledge and skills among citizens receiving community nursing and thus, allowing community nurses to target their communication accordingly. It is known from the literature that nurses often overestimate the level of HL (e.g., level of knowledge and skills) [22,23]. Results from the pilot study suggest that the ICM provides a more objective approach to assessing the level of knowledge and skills allowing a more accurate estimation. The more accurate assessment of knowledge and skills (and thereby indication of HL level), further, promotes targeted communication in the citizen-nurse interaction and might enhance self-care among citizens receiving community nursing. The community nurses, further, expressed an experience of providing more holistic nursing, which is rather interesting considering the increasing scarce health resources that put restraints on the time available to perform nursing tasks. Based on this, it is reasonable to assume that the ICM can support efficient and holistic nursing by providing a more objective approach for assessing the level of knowledge and skills. This is supported by the results from the survey – see paragraph 3.3 below.
It became clear in the pilot study that the ICM is a communication technique that nurses can adapt into their everyday practice with adequate training and support. However, it takes time to incorporate the ICM (communication technique) into existing nursing practice, so an initial extra time consumption must be expected in this regard. The literature shows that nurses can be dubious of using universal precautions and simple language because they are concerned it will offend or patronise highly literate citizens and patients [24]. Even though, the ICM emphasizes simple language without medical terms, it seeks to uncover skills (in step 2) that allows tailored information to the individual citizen or patient and primarily aims to meet them at their individual level.

The ICM is made available as a web-based IT solution that can easily be accessed from community nurses’ working tablet, which promoted the use. It was observed in the pilot study that some of the community nurses preferred to use the system (with the ICM) as preparation prior to visits with citizens needing community nursing and others used it as a guide during the visits. In this regard, it should be noted that there is a possibility of the system ‘stealing’ the attention, and therefore, efforts should be made to ensure that nurses become so well versed in the ICM model that this is not the case. The ICM seemingly contributes to a development and expansion of communication techniques among community nurses. One could argue that nurses are already sufficiently trained in communication skills and educated to use communication efficiently in their practice, but on the contrary, literature shows that basic communication techniques are rarely used [13,14]. Additionally, the nursing profession is undergoing a change due to the development in modern healthcare; the conducting part of nursing is increasingly reduced, while the communicative/guiding part is emphasized to support the self-care line of thought in modern healthcare systems and thus, make citizens and patients more active [25]. This changes the requirement to communication skills and techniques in nursing care, as it becomes one of the most valuable factors in supporting self-care in modern healthcare systems. If nurses overestimate HL (knowledge and skills) and assume their citizens and patients have more knowledge and skills than they actually have, then it becomes difficult for nurses to target the communication according to individual informative and communicative preferences (which is rather important to support self-care in people) [22,23]. The ICM can be considered an objective supplement to nurses’ subjective estimation of knowledge and skills in citizens and patients, as it uncovers this by simple communication techniques. At the same time, the ICM also ensures recall and comprehension when providing information and guidance. When the community nurses were introduced to the ICM prior to the pilot study, they expressed concerns with regards to time consumption. The results, however, shows that this is not the case if they receive enough training and adapt the ICM into their everyday working practice (e.g., that they develop and expand their interactive communication techniques).

The web-based IT solution was informally evaluated prior to use but useability test or heuristic evaluation were not performed. However, the community nurses found it intuitive and easy to assess the material in the system during the pilot study. The challenges were as mentioned, to learn the communication techniques and adapt them into their nursing practice. The web-based IT system serves as an important platform to learn and adapt the communication techniques that the ICM comprises.

A limitation to this pilot study is that observations were carried out by one researcher. The observations were carried out continuously for five weeks and allowed the researcher to adapt to the environment and build trust. Another limitation is that the survey results are based on six respondents; it was conducted at the end of the pilot study and contributed to the primary data material gathered through observation and informal interviews.

Hopefully, the results from this pilot study can create the foundation for testing the web-based ICM in a larger scale.
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Appendix A: Results from brief survey about community nurses use of the interactive communication model

<table>
<thead>
<tr>
<th>Question</th>
<th>Not at all</th>
<th>A little</th>
<th>Some</th>
<th>Greatly</th>
<th>Completely</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. To what extent do you think the interactive communication model increases citizens' knowledge of their own disease(s) and life situation?</td>
<td>0%</td>
<td>0%</td>
<td>17%</td>
<td>50%</td>
<td>33%</td>
</tr>
<tr>
<td>2. To what extent do you think the interactive communication model increases citizens' self-care?</td>
<td>0%</td>
<td>0%</td>
<td>33%</td>
<td>50%</td>
<td>17%</td>
</tr>
<tr>
<td>3. To what extent do you think the interactive communication model enhances your experience of a more holistic nursing?</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>4. To what extent do you think the interactive communication model helps you find out what and how much a citizen knows about their own disease(s) and life situation?</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>33%</td>
<td>67%</td>
</tr>
<tr>
<td>5. To what extent do you think the interactive communication model increases your focus on NOT using medical terms in communication with citizens?</td>
<td>17%</td>
<td>0%</td>
<td>33%</td>
<td>33%</td>
<td>17%</td>
</tr>
<tr>
<td>6. To what extent do you think the interactive communication model increases your focus on 'checking' citizens' understanding of the information / guidance you provide as a nurse?</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>83%</td>
<td>17%</td>
</tr>
<tr>
<td>7. To what extent do you think the web-based IT solution is useful?</td>
<td>17%</td>
<td>0%</td>
<td>17%</td>
<td>33%</td>
<td>33%</td>
</tr>
<tr>
<td>8. To what extent do you think the interactive communication model reduces your time consumption with citizens?</td>
<td>33%</td>
<td>33%</td>
<td>0%</td>
<td>33%</td>
<td>0%</td>
</tr>
</tbody>
</table>
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Abstract
This review provides an overview of the existing research on social media, autism, and physical activity. We searched for publications on PubMed, PsycInfo, Embase, Education source, ERIC, IEEE Xplore, and the proceedings from conferences on health informatics and autism. Eight studies were included in this review. Studies reported mixed results on the link between social media, physical activity, and autism. Technology usage is related to sedentary time. However, physical activity interventions delivered through social media provide several benefits. Further research with stronger designs is needed to increase the knowledge of the role of social media on physical activity and autism.
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1 INTRODUCTION
Autism spectrum disorder (ASD) is a highly heritable neurodevelopmental condition characterized by distinctive patterns of social interaction and communication, and restricted and repetitive behaviours [1]. Limited evidence shows that autistic children and adolescents have a moderately decreased physical activity level compared with their neurotypical peers [2]. They are therefore a special risk group for health challenges, including obesity, diabetes, and depression. Autistic adults also report being less frequently physically active, showing less positive attitudes towards physical activity, having less perceived behavioural control of performing physical activity, and encountering more physical activity barriers [3].

Regular physical activity helps to prevent and manage noncommunicable diseases, to maintain healthy body weight and can also improve mental health, quality of life and well-being [4]. The World Health Organization recommends physical activity and limitation of the time spent being sedentary for both children, adolescents, adults, and also to individuals with disabilities, including autism [5].

Children and adolescents living with a disability such as ASD are recommended to spend at least 60 minutes a day in moderate-to-vigorous-intensity physical activity at least three days a week [5]. Adults living with a disability are recommended to spend at least 150 minutes in moderate or higher intensity physical activity throughout the week [5]. In addition to the benefits on health outcomes, regular physical activity might be beneficial for autistic children and adolescents to improve manipulative- and motor skills [6-9], social functioning [10, 9], communication and social skills [8, 9], and has a positively impact on sleep and mood [6].

Both sedentary behaviour [11, 12] and physical activity behaviour [12] have been linked to the use of social media in neurotypical individuals. However, not much is known about how social media are linked to physical activity and autism in the literature.

2 OBJECTIVE
The objective of this review is to provide an overview of the existing research linking social media, autism, and physical activity.

3 METHOD
In order to provide an overview of the existing research linking the use of social media, physical activity and autism, a scoping review was carried out. This scoping review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analysis, extension for scoping reviews (PRISMA-ScR) [13].

3.1 Search strategy
This scoping review includes a secondary analysis of a broader review on social media and autism. The main search was conducted to identify publications that included in their titles and abstracts terms related to autism and terms related to social media. Figure 1 gives the search terms that were used in the query.

The search covered the following six databases: PubMed, PsycInfo, Embase, Education source; ERIC, and IEEE Xplore. No date or language limitations were used. The search was carried out on the 30th of March 2022. Articles specifically dealing with social media, physical activity, and autism were identified in the main databases. An additional search was carried out across the latest online available abstract books or conference proceedings from three conferences in the field of health informatics: Scandinavian Conference on Health Informatics (SHI,
period 2012-2019), Medical Informatics Europe (MIE, period 2014-2021), and the World Congress in Medical and Health Informatics (MedInfo, period 2010-2019). We also searched proceedings from two conferences focused on autism: Autism Europe (period 2010-2019), and the International Society for Autism Research (INSAR, period 2010-2021).

| (“Autism Spectrum Disorder” OR “Autism” OR “Asperger Syndrome” OR “Pervasive Developmental Disorder”) AND (“Social media” OR “Facebook” OR “Twitter” OR “Instagram” OR “YouTube” OR “TikTok” OR “WhatsApp” OR “WeChat” OR “Weibo” OR “Telegram”) |

Figure 1. Search query

3.2 Inclusion and exclusion criteria
Publications were included in this review if they referred to: 1) social media, 2) autism, and 3) physical activity, and were primary studies or review papers reporting results. Opinion papers, study protocols, editorials, and letters to editor not reporting results, were excluded.

3.3 Eligibility, data extraction and quality of the evidence assessment
All captured references from the initial search were uploaded to EndNote 20 (Clarivate Analytics, Philadelphia, PA, US) and Rayyan (Rayyan, Cambridge, MA, US) [14]. After removing duplicates, the eligibility of the papers was assessed in two steps: first by checking titles and abstract, and then by checking full text. The selection of articles was done by one reviewer (EG) and verified by a second reviewer (ANH). A third reviewer (AH) looked for possible full-text articles related to the included conferences abstracts. One reviewer (EG) extracted the following data from the articles: country of origin, publication year, study design, participant characteristics, and main findings.

The quality of evidence of the included studies on the findings linking social media, physical activity, and autism was assessed by one reviewer (EG) by following the Grading of Recommendations Assessment, Development and Evaluation (GRADE) guidelines [15].

4 RESULTS
4.1 Sample description
A total of 1998 references were identified in the database search. After removing 188 duplicates, a total of 1810 records from the search in databases were assessed for eligibility. 1703 references were excluded during title and abstract screening. A total of 107 publications dealing with autism and social media were reviewed in full text. Five publications met the inclusion criteria [16-20]. Three additional abstracts were obtained from the manual search in conference proceedings and were included in this review [21-23]. These abstracts were replaced with their respective full-text articles [24-26]. The PRISMA flowchart of the selection procedure is reported in Figure 2.

A summary of all included studies, sorted by GRADE score, can be found in Table 1. All eight included studies were published between 2015 and 2021. Two of these studies were from Turkey [16, 20], two from USA [17, 18], two from USA and UK [24, 25], one from USA, Canada and UK [26], and one from Ireland [19].

Among the eight included publications, four were interventional studies that used specific social media channels to deliver a physical activity intervention to parents of autistic children [16-18, 20]. The other four publications were observational studies that used social media to recruit autistic adults or parents of children diagnosed with autism. These studies used interviews or surveys to get information on different aspects related to their physical activity behaviour [24-26, 19].

The GRADE assessments related to level of evidence of the findings linking social media, physical activity and autism were graded as moderate in two of the studies [26, 20], low in five studies [24, 25, 16-18], and very low in one study [19].

4.2 Participants and main findings
Three of the included studies were specifically focused on autistic adults [24-26]. One of these studies (Kim et al.)[26] used an online survey that involved 229 autistic adults plus 10 interviews (four interviews with experts on autism and six with autistic adults). That study shows that there is moderate evidence linking sedentary time in autistic adults with technology usage time [26]. The two other studies (Balgrave et al.; and Colombo-Dougovito et al.)[24, 25] interviewed 23 autistic adults. These two studies indicate that there is low evidence referring to the features or functionalities that a technology-based intervention could have to increase physical activity in adults (i.e., importance of creating non-competitive experiences, importance of considering sensory factors, importance of listening to insight of autistic adults, as well as encouraging and providing social support) [24, 25].

One further survey study (Kindregan et al.)[19] gathered information from 221 parents, 48% of which had a child with a diagnosis of ASD. Answers from these parents indicate that autistic children spend significantly less time per week being physically active compared to neurotypical kids, and significantly more time is spent being sedentary (including watching television or using a computer) [19].

Four included articles were intervention studies involving families with a child who had a diagnosis of ASD [16-18, 20]. Two of these publications are findings from the same 4-week intervention using Facebook private groups (Healy et al.; Healy et al.)[17, 18]. The intervention consisted of delivering instructional and motivational strategies to parents of 13 families and were aimed at stimulating their autistic child aged 6-16 years old [17, 18]. These two studies indicate that there is low evidence indicating that parents perceived the private Facebook groups intervention successful as a source of motivation, as a reminder to take action, and as a source of social support [17, 18].
Two other intervention studies analysed the feasibility and effects of a physical activity intervention delivered to parents of autistic children on a WhatsApp group (Esentürk et al.; Yarimkaya et al.) [16, 20]. The feasibility study included 14 parents and showed that a 4-week intervention was feasible to increase physical activity levels of their autistic child aged 9-14 years old ([Esentürk et al.][16]. The subsequent randomized 6-week intervention involving 42 families indicate moderate evidence linking a significant increase in the physical activity level of autistic children aged five years old with the experimental intervention delivered through WhatsApp (Yarimkaya et al.][20].

5 DISCUSSION

5.1 Summary of findings
There is very little evidence linking social media, physical activity, and autism. The present review shows that the usage of social media as platforms that can be used for physical activity training, but also that this topic is under-studied, and the rigour of studies can be improved in future research projects.

5.2 Cons and pros of social media and physical activity in autism
Although physical activity as an alternative or complimentary intervention shows promise for autistic individuals [6-8, 10, 9, 27], currently there are not any stand-out recommended interventions with clear gains within developmental domains such as social or motor development [1, 28].

Findings from two of the included studies indicate that using social media and other technologies is related to an increased sedentary time among both autistic children and adults [26, 19]. These findings agree with previous research with neurotypical population [11, 12].

However, social media could also be used to promote physical activity among their users [29]. The ubiquity and high usability of social media make these channels an environment of great potential to motivate their users to increase physical activity, including autistic children and adults. Research shows that interventions delivered through private social media channels, such as Facebook private groups and WhatsApp, can be successful sources of motivation [16-18, 20]. These channels can be used to send reminders to parents of autistic children, but also represent powerful environments of social support through interaction with others on the platform that can be helpful to instigate taking action and engage in physical activity [29]. Besides, the availability of social media for parents and autistic adults might be preferred by many as compared to more time-consuming interventions delivered by on-site interventionists.

5.3 How social media interventions should be to have a positive effect on physical activity for autistic individuals?
Interventions delivered through social media have proven to be effective to increase physical activity among neurotypical population [30] and probably could be beneficial among individuals with ASD too. Findings in our review indicate that there are a series of functionalities and features that should be considered when designing a physical activity intervention to be delivered through social media and targeting individuals with ASD.

Although there is very little evidence, using a participatory approach, where insight and perspectives of autistic adults are included, could make interventions addressed to them more accessible and increase their use [24]. According to autistic adults these interventions should be encouraging and providing social support for physical activity participation [24]. However, participation of autistic individuals should be social but not competitive [22]. In addition, because sensory factors play a key role in the success of physical activity experiences for autistic individuals [22], considering sensory stimuli when planning for physical activity participation seems to be of relevance [24].

5.4 Activity trackers for physical activity interventions
The connection of activity trackers to social media could also be considered in order to increase physical activity among autistic individuals. Activity trackers have proven to be an effective feature in promoting a positive behaviour change [31, 32].

The use of consumer-based physical activity trackers as a motivational tool in physical activity interventions are becoming more common. Although there are few intervention studies using such trackers in neurodivergent populations, a study by Garcia et al. [33] indicate that it is feasible to use a Fitbit in this setting for youth with ASD. A similar study by Michalsen et al. [34] is currently ongoing among people with intellectual disabilities.

However, using consumer-based physical activity trackers have some privacy related challenges that have to be considered. For instance, the ownership of collected data is often unclear (i.e., is it owned by the vendor or the tracker owner?), and it is rarely possible to prevent data from being stored in vendor-owned cloud servers (often located abroad).

Integrating behaviour change techniques that have proven to be effective among neurotypical population [31], such as goal setting, feedback, and monitoring, prompts or rewards, might also help to increase physical activity among autistic individuals.

5.5 Limitations
Only one author screened the papers and assessed the quality of evidence. Although we did not use any language or year limitation on our search, we have only identified eight studies dealing with autism, physical activity, and social media. We believe the search engine and covered databases and conference proceedings allowed us to capture relevant publications in this field. However, we might have missed studies that included different keywords, were indexed in different databases, or presented in different conferences.

5.6 Conclusions
Social media could represent an effective media for promoting physical activity to autistic children and adults. However further research with stronger design is needed to understand the current role of these channels in relation to physical activity and sedentarism, and the potential of social media on physical activity and autism.
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Figure 2. PRISMA flowchart of the selection process

<table>
<thead>
<tr>
<th>Paper</th>
<th>Study design and method</th>
<th>Participants</th>
<th>Findings</th>
<th>GRADE level of evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yarimkaya et al. [20]</td>
<td>Randomized study (6-weeks intervention to parents on WhatsApp group)</td>
<td>42 families (parent and child dyads), 21 intervention/21 control group</td>
<td>Significant increase in the physical activity level of children with ASD in the experimental group compared to the control group. Parents reported benefits (increased levels of physical activity; promoted family participation; improved movement skills; and reduced technological tool addiction); and usefulness of the intervention (support for physical education; useful information provided by intervention; support to create new routines)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Kim et al. [23]</td>
<td>Observational study (online survey and interviews)</td>
<td>229 autistic adults</td>
<td>Adults with ASD used their smartphones more than four hours per day. Sedentary time was significantly correlated with technology usage time ($r = 0.34, p &lt; 0.001$).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Colombo et al. [22]</td>
<td>Observational study (interviews)</td>
<td>23 autistic adults</td>
<td>Importance of creating non-competitive and social experiences. Sensory factors play a key role in the success of physical activity experiences for autistic adults.</td>
<td>Low</td>
</tr>
<tr>
<td>Balgrave et al. [24]</td>
<td>Observational study (interviews)</td>
<td>23 autistic adults</td>
<td>Physical activity can be made more accessible for autistic adults by: (1) listening to the perspectives and insight of autistic adults, (2) considering sensory stimuli when planning for physical activity participation, and (3) encouraging and providing social supports for physical activity participation.</td>
<td>Low</td>
</tr>
<tr>
<td>Authors</td>
<td>Study Type</td>
<td>Participants</td>
<td>Findings</td>
<td>Rating</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------------</td>
<td>--------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Esenturk et al. [16]</td>
<td>Intervention study (4-weeks intervention to parents on WhatsApp group)</td>
<td>14 parents and their children with ASD</td>
<td>WhatsApp-based physical activities were a feasible intervention to increase the physical activity level of their children with ASD and stated that the contents of the physical activity shared in the WhatsApp group were useful.</td>
<td>Low</td>
</tr>
<tr>
<td>Healy et al. [18]</td>
<td>Feasibility study (4-weeks intervention to parents on private Facebook group)</td>
<td>13 families with a child (age 6-16 years) with ASD</td>
<td>All parents were satisfied or very satisfied with their overall experience of the project.</td>
<td>Low</td>
</tr>
<tr>
<td>Healy et al. [17]</td>
<td>Intervention study (4-weeks intervention to parents on private Facebook group)</td>
<td>13 families with a child (age 6-16 years) with ASD</td>
<td>Parents reported an overall positive perspective of the intervention. The parents perceived the intervention to be particularly successful as a source of motivation, a reminder for them to take action, and as a source of social support.</td>
<td>Low</td>
</tr>
<tr>
<td>Kindregan et al. [19]</td>
<td>Observational study (online survey)</td>
<td>221 parents responded survey. 48% of them had a kid with ASD</td>
<td>56% of children with ASD spent over 6 h per week in sedentary behaviour such as watching television or on a computer, significantly more than typically developing children at 33% (p&lt;0.05).</td>
<td>Very low</td>
</tr>
</tbody>
</table>

*Table 1. Summary of included studies*
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Abstract
Performing regular physical activity can be challenging. Integrating chatbots with social media platforms and physical activity sensors can potentially increase physical activity. The objective of this study was to identify design preferences for integrating an activity tracker supported chatbot in a social media platform. Norwegian adults (n=120) responded to an ad-hoc online survey. User preferences included adding a step goal feature that can be renewed every week and communicating with the chatbot once per day. Preferences of all types of potential users for a social media chatbot for physical activity should be explored to produce a well-accepted intervention.
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1. INTRODUCTION
1.1 Physical activity
Efforts are being made in recent years to encourage regular physical activity among the global population. To that effect, the World Health Organization (WHO) has developed physical activity guidelines and recommendations for individuals of all ages and health status. For adults (age 18-64), these guidelines states that at least 150-300 minutes of moderate physical activity, or at least 75-150 minutes of vigorous physical activity, or a combination of these should be performed each week [1]. Although there is an increase in the promotion of regular physical activity and its benefits, such as improved cognitive function and quality of life, the prevalence of physical inactivity remains high [1, 2]. Like any healthy habit, it is challenging to start and continue doing physical activity on a regular basis [3]. Innovative and engaging solutions may increase motivation to maintain regular physical activity, for instance by using chatbots [4].

1.2 Use of internet, social media, and physical activity tracking in Norway
There is an increasing trend in internet use globally. In Norway, about 99% of the population have access to internet [5]. Similarly, there was an increase in the number of social media users, with about 83.2% of the Norwegian population using social media in 2021 [5]. In 2021, 24% of the Norwegian population had access to a smartwatch [6], while 96% had access to a smartphone in 2020 [7]. In addition to wrist-worn physical activity trackers, smartwatches and smartphones can also be used to track physical activity [8]. Dalene et al. [9] observed that Norwegian adolescents have increased their sedentary time with the availability of smartphones and internet access [9]. Laranjo et al. [10], in a meta-analysis of physical activity interventions, concluded that the use of smartphones is effective in increasing physical activity behaviour.

1.3 Chatbots as digital health interventions
A recent introduction to the healthcare system and digital health interventions is the chatbot, also called conversational agent, an application software that employs simulated text and speech to communicate with individuals. In healthcare, chatbots have been used to promote health information, reproductive health, healthy diet, weight loss, mental health, and physical activity [3, 11, 12]. Both rule-based and artificial intelligence chatbots with or without a social media element have been developed for promoting physical activity [3, 11-14]. It has been suggested that integrating chatbots with social media and sensors might increase their utility and subsequently enhance their ability to motivate users [11].

1.4 User preferences for chatbots or digital physical activity intervention
The integration of chatbots with social media and sensors following a participatory health approach would potentially be more powerful. In a participatory approach, the user becomes the central focus [15], and therefore their opinions and interests are relevant for developing health interventions. Involving users and users' preferences when designing a social media chatbot, aimed at increasing physical activity, could have several advantages, such as increasing the interest, motivation, and engagement of future intervention end-users, and/or raising their awareness of the importance of being physically active [16].

The objective of this study was to determine the design preferences of Norwegian adults for an activity tracker-supported chatbot integrated into a social media platform.
2 METHOD
We designed an anonymous survey to gain insight into potential users’ preferences for the chatbot. To ensure the anonymity of the participants, no direct or indirect personal questions were included in the survey.

2.1 Questionnaire design
Nettskjema [17], an online tool for creating questionnaires was used. Nettskjema is a tool developed by the University of Oslo where security and privacy are ensured when gathering data through online questionnaires. It is available to researchers and students at all universities in Norway through their university license.

We created an ad-hoc survey that included questions about physical activity behaviour and social media habits. In general, the survey was designed to get information that would help with the design- and development of a chatbot for physical activity. The link to the survey was posted on the second author’s (HS) Facebook page and a Discord page for members at the Department of Computer Science at UiT The Arctic University of Norway. Discord is a social media platform originally created to enhance communication while playing games online [18]. The questionnaire was available for 1235 potential respondents. Questions were written in Norwegian and contained 16 questions. Table 1 lists an English translation of each question in the questionnaire. Data were collected in September 2021.

<table>
<thead>
<tr>
<th>#</th>
<th>Questions and answer options</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is your gender? (Male, Female, other/do not want to answer)</td>
</tr>
<tr>
<td>2</td>
<td>What is your age? (10-year age groups)</td>
</tr>
<tr>
<td>3</td>
<td>Which social media platform do you spend most time on, most days? (Facebook, Messenger, Snapchat, Instagram, WhatsApp, Discord, Slack, Reddit, Other)</td>
</tr>
<tr>
<td>4</td>
<td>Do you use an activity tracker? (Yes, No)</td>
</tr>
<tr>
<td>5</td>
<td>If yes, which activity tracker brand do you own? (Garmin, Apple watch, Fitbit, Samsung watch, Samsung Galaxy Fit, Polar Watch, Other)</td>
</tr>
<tr>
<td>6</td>
<td>How often are you physically active for at least 30 minutes during a week? Everything from walking to exercising at the gym. (&lt;1 time/week, 1-2 times/week, 2-4 times/week, 5-7 times/week, &gt;7 times/week)</td>
</tr>
<tr>
<td>7</td>
<td>Which physical activity do you do most often? (Walking, Gym, Jogging, Mountaineering, Skiing, Home exercising, Swimming, Other)</td>
</tr>
<tr>
<td>8</td>
<td>Would you consider using a social media chatbot, connected to a physical activity tracker, to motivate you to do physical activity? (Yes, Maybe, No)</td>
</tr>
<tr>
<td>9</td>
<td>Which language do you prefer to communicate with a chatbot on? (Norwegian, English, Option to choose between the two, Don’t know)</td>
</tr>
<tr>
<td>10</td>
<td>How many times a day do you prefer to communicate with a chatbot about becoming more physically active? (&lt;1 time, once, 1-2 times, 2-3 times)</td>
</tr>
<tr>
<td>11</td>
<td>When do you prefer to communicate with/receive reminders from a chatbot? (Morning, before noon, afternoon, night)</td>
</tr>
<tr>
<td>12</td>
<td>Do you prefer the chatbot to initiate the conversation? (Yes, No, Don’t know)</td>
</tr>
<tr>
<td>13</td>
<td>Do you want a function for setting daily step goals (Yes, No, Don’t know)</td>
</tr>
<tr>
<td>14</td>
<td>If you wanted a function for setting daily step goals, how often would you like to set new goals? (Daily, weekly, monthly, anytime, do not want that function)</td>
</tr>
<tr>
<td>15</td>
<td>Do you want to communicate with the chatbot using free-text or choose between pre-defined questions and answers? (Free-text, pre-defined questions/answers, want both options)</td>
</tr>
<tr>
<td>16</td>
<td>From which device would you like to use the chatbot? (PC, Mobile phone, Tablet, Watch)</td>
</tr>
</tbody>
</table>

Table 1: Questionnaire translated to English. Answer options in parenthesis.

2.2 Statistical analysis
For the general survey participants, descriptive statistics were used to analyse the results for gender and age groups. We used Crosstabulation to analyse the correlation between the following: how often the participants are physically active for at least 30 minutes during a week, and their use of activity trackers; and participants’ willingness to use a social media chatbot connected to a physical activity tracker and their use of activity trackers. Further analyses were done on the results of participants who were willing to use a social media chatbot connected to a physical activity tracker. Descriptive statistics were used to analyse the results for these participants’ preferences for whether the chatbot initiates the conversation and the mode of communication with the chatbot i.e., using free-text or pre-defined questions and answers. We used Bar charts to illustrate how often these participants are physically active for at least 30 minutes during a week, and the number of times a day these participants prefer to communicate with a chatbot about becoming more physically active. Crosstabulation was used to analyse the correlation between this group of participants’ preferences for a step goal feature and how often they prefer to set new goals. All statistical analyses were done using SPSS (version 25; IBM Corp).

3 RESULTS

3.1 Participant characteristics
A total of 120 individuals answered the online survey, of which 58.3% (70/120) identified themselves as male. There were 72 participants aged between 18 and 25 years (60%). Only 3.3% (4/120) of the survey participants were aged between 36 and 45 years. Approximately 6% (7/120) of the participants were aged between 46 and 55 years, and eight participants were aged between 56 and 65 years (6.7%).

3.2 Self-reported physical activity and use of activity tracker
The majority of the survey participants (43.3%; 52/120) did at least 30 minutes of physical activity 2-4 times per week. Thirty participants (25%; 30/120) indicated doing at least 30 minutes of physical activity more than five times per
week. A total of 67 participants among the 120 respondents indicated they use activity trackers (55.8%). Of those who did at least 30 minutes of physical activity 2-4 times a week, 59.6% (31/52) use an activity tracker. Approximately 30% (20/67) of those who did at least 30 minutes of physical activity more than five times a week use an activity tracker (see Table 2).

<table>
<thead>
<tr>
<th>Physical activity per week ≥30 mins</th>
<th>Activity Tracker Use</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; once</td>
<td>No 10</td>
<td>Yes 5</td>
</tr>
<tr>
<td>1-2 times</td>
<td>No 12</td>
<td>Yes 11</td>
</tr>
<tr>
<td>2-4 times</td>
<td>No 21</td>
<td>Yes 31</td>
</tr>
<tr>
<td>5-7 times</td>
<td>No 7</td>
<td>Yes 15</td>
</tr>
<tr>
<td>&gt; 7 times</td>
<td>No 3</td>
<td>Yes 5</td>
</tr>
<tr>
<td>Total (%)</td>
<td>53 (44)</td>
<td>67 (56)</td>
</tr>
</tbody>
</table>

**Table 2.** Participants’ physical activity per week and use of activity tracker (n=120).

### 3.3 Willingness to use a social media chatbot integrated with an activity tracker?

A total of 29 participants answered Yes to being willing to use a social media chatbot integrated with their activity tracker for motivation to do physical activity (24.2%). 25% (30/120) answered No and 50.8% (61/120) answered Maybe to the same question. Among the respondents who would like to use a social media chatbot integrated with an activity tracker, 69.0% (20/29) currently used an activity tracker; versus 36.7% (11/30) of those who answered No, and 59.0% (36/61) of those who answered Maybe (see Table 3). There is a significant association between the use of an activity tracker and the willingness to use a social media chatbot integrated with an activity tracker (Chi-Square = 6.748; p value = 0.034).

<table>
<thead>
<tr>
<th>Use chatbot connected with activity tracker</th>
<th>Activity Tracker Use</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No 9</td>
<td>Yes 20</td>
</tr>
<tr>
<td>Maybe</td>
<td>No 25</td>
<td>Yes 36</td>
</tr>
<tr>
<td>No</td>
<td>No 19</td>
<td>Yes 11</td>
</tr>
<tr>
<td>Total (%)</td>
<td>53 (44)</td>
<td>67 (56)</td>
</tr>
</tbody>
</table>

**Table 3.** Participants’ willingness to use a social media chatbot integrated with an activity tracker (n=120). Chi-Square= 6.748; p-value<0.05

### 3.4 Respondents interested in a social media chatbot connected to an activity tracker

About 34.5% (10/29) of the participants interested in a social media chatbot connected to an activity tracker indicated doing at least 30 minutes of physical activity 2-4 times per week. Similarly, another 34.5% (10/29) of the same group of participants reported doing at least 30 minutes of physical activity more than 5 times per week (see Figure 1).

More than 50% (15/29) of these participants would prefer to communicate once per day with a chatbot for physical activity. About 10.3% (3/29) of participants would prefer to communicate with a chatbot for physical activity either less than once per day or 2-3 times per day, respectively (see Figure 2).

Most participants (89.7%; 26/29) would prefer the chatbot to start the conversation about becoming more physically active. Two of the 29 (6.9%) participants did not know whether or not they would prefer the chatbot to start the conversation, and one person said No.

**Figure 1.** Physical activity per week of participants willing to use a social media chatbot (n=29).

Most participants (55.2%; 16/29) also preferred to use both predefined text and free text to communicate with the chatbot. Among those aged between 18 and 25 years, 68.8% (11/16) would prefer this option to use both predefined and free text. More participants (31.0%; 9/29) preferred to use predefined text than free text (13.8%; 4/29) to communicate with the chatbot.

**Figure 2.** Participants’ preferred number of daily communications with a social media chatbot (n=29).

Twenty-six (89.7%) of the 29 participants would prefer to have a step goal feature for the chatbot. Most of these participants (42.3%; 11/26) would prefer to set a step goal...
on a weekly basis, followed by 34.6% (9/26) who would prefer to set a step goal on every month (see Table 4).

<table>
<thead>
<tr>
<th>Frequency of setting new step goal</th>
<th>Step Goal Feature</th>
<th>Don’t know</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anytime</td>
<td>No</td>
<td>0</td>
<td>4 (13.8)</td>
</tr>
<tr>
<td>Daily</td>
<td>Yes</td>
<td>4</td>
<td>0 (6.9)</td>
</tr>
<tr>
<td>Weekly</td>
<td></td>
<td>11</td>
<td>12 (41.4)</td>
</tr>
<tr>
<td>Monthly</td>
<td></td>
<td>9</td>
<td>10 (34.5)</td>
</tr>
<tr>
<td>No answer</td>
<td></td>
<td>0</td>
<td>1 (3.4)</td>
</tr>
<tr>
<td>Total (%)</td>
<td></td>
<td>1 (3)</td>
<td>26 (90)</td>
</tr>
</tbody>
</table>

Table 4. Participants’ preferences for setting step goal (n=29).

4 DISCUSSION

In this study, we aimed to determine the design preferences of Norwegian adults for a chatbot integrated into a social media platform. The majority of the survey participants were young adults aged between 18 and 25 years. About one in three participants did at least 30 minutes of physical activity 2-4 times per week. More than half of the survey participants used an activity tracker and more than half of these do at least 30 minutes of physical activity 2-4 times per week.

Compared to previous chatbot studies addressed in this paper [3, 11-14], the present study focuses on a young Norwegian population, and it includes a bigger sample.

Twenty-nine participants, approximately 24%, and more than half of the total survey participants said Yes and Maybe, respectively, to using a social media chatbot connected to an activity tracker. The preferences of these 29 participants include 1) communicate with the chatbot once per day 2) the chatbot starts the conversation about physical activity 3) use both predefined and free text to communicate 4) a step goal feature and 5) set a step goal every week.

4.1 Using a social media chatbot connected to an activity tracker

Our findings show that most of the participants who were willing to use a social media chatbot connected to an activity tracker were active individuals who already used an activity tracker. This suggests that such a chatbot would most likely be used by individuals who are already interested in doing physical activity. Increasing physical activity among the general population, especially those with a sedentary lifestyle is the motivation for developing a social media chatbot for physical activity.

More than 40% of the survey participants did not use activity trackers, and about 80% of them said they would either not use the proposed chatbot or maybe use it. Not owning a wearable activity tracker could have been a deterrent to using a social media chatbot integrated with an activity tracker. Potential users may be unwilling to buy a wearable activity tracker. However, activity trackers are often included in phone applications, some of which are available for free. The participants’ responses could have been as a result of misunderstanding the use of the word activity tracker.

Regardless, digital interventions, especially the ones intended for the promotion of a healthy lifestyle, should be developed in an all-inclusive manner [19]. Users should have the opportunity to customize or tailor these interventions, thereby attracting the interest of the majority of the potential users in the general population.

4.2 Participatory health: User preferences

End users or potential users should be an integral part of the design and development of services and solutions targeting them, including digital health interventions [19, 20]. Taking into account user preferences when designing the social media chatbot will help produce a chatbot that is easily accepted and adopted for long-term use.

Furthermore, it will allow users to actively participate in a decision about their current and/or future health. In our study, survey respondents indicated they preferred the chatbot to start the communication, and they preferred to communicate with it only once per day. Previous research shows that youth are interested in interacting with small talks with chatbots [21]. The human semblance of chatbots, use of emojis and use of colloquial tones that emulate human emotional expressions are also preferred features that increase their engagement [22].

Our study results also revealed that potential users of a social media chatbot connected to an activity tracker preferred to use both predefined text and free text to communicate. Having the option to use both predefined questions and answers and free text allows the user to choose which mode of communication is most appropriate at a particular time. For example, if the user is walking while communicating with the chatbot, the user might prefer to use predefined questions and answers since it might be the most convenient. Providing users with different ways to use a feature of functionality could be one way to potentially increase their engagement with the social media chatbot.

The participants in our study preferred including a step goal feature in the social media chatbot, which they can set weekly. Since most of the participants use activity trackers, they may be familiar with the concept of goal setting, which is available on most modern activity trackers. Setting goals is a means to personalize and promote physical activity among users of digital health interventions, especially when it can be done using practical and complementary interactive tools [23, 24]. For most people, achieving a set goal may provide motivation and a sense of satisfaction. Achieving set step goals using a social media chatbot could encourage users to be more motivated to increase their physical activity in general.

4.3 Strengths and Limitations

Findings may be somewhat skewed because most respondents were young adults aged between 18 and 25 years. In addition, the survey is likely to mostly have been answered by individuals with knowledge in computer science, due to the background of the second author and the channels used for sharing the survey link. The findings may therefore not be generalizable to the general population.

To the best of our knowledge, our study is the first to explore the preferences of potential users in Norway for a
chatbot connected to an activity tracker and integrated into a social media platform.

5 CONCLUSION

The development of a social media chatbot connected to an activity tracker for increasing physical activity is aimed at individuals with little to no physical active, however, it may be more attractive to active individuals who already use an activity tracker. The results of this survey underscore the importance of exploring user preferences for physical activity digital interventions, including social media chatbots.

By doing so, important issues like exploring the preferences of individuals with sedentary lifestyles for such digital interventions will be highlighted. Preferences of all types of potential users for a social media chatbot for physical activity should be explored to produce a well-accepted intervention.

Further research should explore individuals with sedentary lifestyles' preferences for a social media chatbot connected to an activity tracker for increasing physical activity. In addition, exploring users’ preferences for interacting with other users of the social media chatbot could contribute to enriching the experiences of potential users.
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Abstract
The availability of direct-to-consumer genetic testing services and genome sequencing data bring novel opportunities for applications like genomic risk scoring where a polygenic disease risk score is calculated considering the statistical distribution of the disease associated SNPs. Nowadays, various websites are offering polygenic risk score estimations for various complex diseases. However, these services require the upload of the genomic data to their sites, which is a fairly sensitive personal data. Since, genome data uniquely identifies a person, anonymization is not sufficient alone and may become a threat in the long run. A potential solution is the use of cryptographic techniques along this goal. We propose to deploy homomorphic encryption, a technique which enables to do computation in encrypted data, for a web server providing polygenic risk score estimation. We implemented a proof-of-concept software to measure the performance of such a service with current technology. We also developed a GUI which facilitates the usage of homomorphic encryption for non-technical users. We conclude that recently developed homomorphic encryption libraries enable practical privacy-preserving genomic risk scoring services. Homomorphic encryption is becoming a strong alternative for practical secure privacy-preserving personalized medicine applications.
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1 INTRODUCTION
With the availability of direct-to-consumer genetic services, new types of web services are becoming available such as genotype imputation and polygenic disease risk prediction. A polygenic risk score (PRS) is an estimation of an individual’s tendency to diseases which is calculated by considering statistical distribution of SNPs. Although, PRS cannot be used directly for diagnosis, it provides valuable information for risk stratification, prediction of the drug response or prognosis. To benefit from such services, the upload of the genomic data to the server side is required. On the other hand, genome data is strictly personal and sensitive. Uploading genomic data to a web server leads to privacy issues. There is a requirement for a new generation of genomic services which are privacy-preserving services and compatible with regulations like GDPR and CCPA.

Contributions
In this work we demonstrate a proof-of concept implementation of a privacy-preserving web server which computes genomic disease risk scores from encrypted data. We accomplish this task by using new Homomorphic Encryption tools. In our use case scenario, the user sends her genomic variants encrypted to the insecure cloud server where all the operations are performed in the encrypted domain. The user gets back the results where she will decrypt the results on the fly. In this way, privacy preserving versions of the existing web applications become practical. This is of critical importance, considering thousands of genomes are now being sequenced each day. This opens the way to get genomic consultancy about complex diseases without revealing sensitive variants and can be considered as a step towards the goal private personalized medicine services.

The source code of the implementation of the case study is available in the GitHub repository: https://github.com/Shaedul/GenomeAnalysis_PySEAL

2 RELATED WORK
It is well known that genomic data is sensitive: it contains personal and confidential information such as the ancestry of an individual and of his/her kin, and their susceptibility and predisposition to specific diseases such as Alzheimer’s, schizophrenia, and cancer. Therefore, the leakage of genomic data leads to irreversible ethnic and social discrimination (e.g., see [12]). Genomic data should be stored, processed, and shared in a privacy preserving manner.

Several methods have been proposed to enable genomics privacy. The most common choice, anonymization, is however provably ineffective in this case [9]. Very little piece of information, like 100 independent SNPs are enough to identify a person uniquely [13] and other sources
of information such as social media can be used to link with personal attributes [9]. Therefore, the natural choice is to resort to cryptographic methods. A practice which is also compliant with legal requirements in directives such as the Europe’s General Data Protection Regulation (GDPR) and the California Consumer Privacy Act (CCPA), is to encrypt the databases. This step is not enough though to ensure protection from privacy violation: if, for the purpose of processing, encrypted data sets are shared but decrypted before use, the risks of privacy violation remain.

Alternative methods are using cryptographic protocols such as Differential Privacy, Secure Multiparty Computation (SCM) and Homomorphic Encryption (HE). Each method has its own pros and cons and has different use cases in genomics.

Secure multiparty computation allows to collaboratively evaluate a function without revealing information to the parties. Jagadeesh et al. proposed to use SMC to identify diagnosis for monogenic rare diseases while preserving privacy for the remaining variants [11]. Later Akgun et al. improved the performance of the protocol [2]. Cui et al. proposed to use secure function evaluation to implement a privacy-preserving Human Leukocyte Antigen (HLA) matching [6].

Homomorphic encryption technique enables to perform computation inside encrypted data. In this way, computationally expensive operations can be privately outsourced to an insecure party like a public cloud. The existence of a fully homomorphic scheme is first proven by Gentry [8]. The first implementations of fully Homomorphic Encryption were far from being practical. It was considered as much slower than Secure Multiparty computation [11]. However, recent improvements in the implementation techniques and novel libraries enabled to perform practical applications.

Erman et al. used Paillier encryption system to implement a privacy-preserving cardiovascular disease risk analysis [3]. In [15] the authors developed a secure framework to conduct the rare variants analysis with a small sample size. Blatt et al. demonstrated that GWAS analysis of a real data set consisting of 25,000 individuals can be executed practically on encrypted data [4]. Recently, Harmanci et al. developed a secure imputation web server based on homomorphic encryption where untyped variant data is predicted from available genotype data with the help of a reference panel [10]. The applications of HE is becoming more available and practical in genomics area.

2.1. Polygenic risk scoring

Estimating the susceptibility to a disease is invaluable in medicine considering outcomes such as early diagnosis and prevention of common adult-onset conditions. Mendelian traits can point out significant outcomes such as the use of BRCA mutations, but they generally cover a small fraction of the population since they rely on rare variants. However, recent GWAS studies pointed out that, for most complex but they generally cover a small fraction of the population since they rely on rare variants, we have considered the effect sizes provided in this work. For the top-SNP approach, where the authors consider the most significant SNPs, we benefit from the same list of SNPs. In this model the following scores were used:

\[
\text{PopulationScore}_{\text{snps}} = \text{Frequency}_{\text{snps}} \times \beta_{\text{snps}}; \\
\text{Z-score} = \frac{\text{PopulationScore}_{\text{snps}}}{\sigma_{\text{population}}}
\]

where \(\beta\) is the reported effect size, \(\text{Frequency}_{\text{snps}}\) is the allele frequency for the effect allele and \(\text{Effect-allele-count}_{\text{snps}}\) is the allele count of the genotype data (0, 1 or 2) and \(\sigma_{\text{population}}\) is the standard deviation of the population. This final Z-score is considered as the normalized metric for disease probability.

2.2. Homomorphic encryption

This cryptographic technique enables to perform computation on encrypted data with the help of a Homomorphic property, i.e. for every input plaintext pair \(x, y\), we have:

\[
\text{Enc}_c(x + y) = \text{Enc}_c(x) \oplus \text{Enc}_c(y),
\]

where \(\text{Enc}\) denote the encryption function, \(k\) the encryption key and \(\oplus\) the homomorphic addition, respectively. The user encrypts the sensitive data by a public key and sends the encrypted data to an insecure party like a public cloud. Here, the insecure party performs operations in the encrypted data, without reaching the exact values of the data and sends the encrypted results to the user back. Here, the user decrypts the data with the secret key and obtains the desired result in his side. In this way, Homomorphic Encryption (HE) enables private outsourcing of computationally expensive operations to public clouds. This brings great flexibility from the security regulations (like GDPR) points of view since, even in the case of a data breach at the cloud side, no sensitive information is lost.

Although the idea of a HE system existed previously, the existence of a fully homomorphic system was only shown in 2009 by Gentry [8] using lattice algebra. There are different types of Homomorphic Encryption operations such as Partially, Somewhat and Fully Homomorphic systems. Partially Homomorphic systems preserve the operations for one single operation whereas Somewhat Homomorphic systems support homomorphism for two different types operations (i.e. addition and multiplication) for a bounded number of operations. Finally, Fully Homomorphic systems preserve the homomorphism for both types of operations unbounded number of times. We refer the reader to [1] for a comprehensive survey on the theory and implementations of Homomorphic Encryption schemes. The initial implementations of HE were not very practical. It was taking days to make simple calculations. It has been suggested that HE computation is about 5,000-10,000 times slower when compared to other privacy preserving techniques such as Secure Multiparty Computation [11]. Recently, new libraries and
implementations such as Microsoft’s SEAL and IBM’s Fully Homomorphic Encryption Toolkit For Linux have been made available for developing HE applications. These tools make HE applications more practical and available for a variety of cases including genomics analysis [15,10,4].

3 PRIVACY PRESERVING GENOMIC RISK SCORING

We briefly explain our privacy preserving scheme. When a user, Alice, who owns her genomic variants (as a .vcf file) decides to benefit from the PPPRS (Privacy-preserving Polygenic Risk Score) web server, she carries out the following tasks, respectively:

1. Alice generates a pair of Public and Private keys, denoted by PK and SK, respectively. She sends a copy of the Public Key to the cloud server and keeps the secret key to herself.
2. She requests a PRS for a specific disease from the web server.
3. The web server sends the list of related SNPs which had previously been determined with GWAS studies.
4. Alice encrypts the list of related variants and sends the encrypted list to the cloud.
5. The cloud server performs PRS calculations using encrypted values according to Algorithm and sends the encrypted PRS result to the user.
6. Alice uses her secret key to decrypt her PRS score.

The general outline of this application is depicted in Figure 1.

![Figure 1. Privacy Preserving PRS.](image)

4 IMPLEMENTATION

4.1. User side

To facilitate the use of the system, we have developed a Graphical User Interface (GUI). The structure of the GUI can be observed in Figure 2. The main aim of the GUI is to facilitate the use privacy preserving operations for the disease risk scoring. The operation of the client site is completed in a few steps. First, the user must register and log in with an anonymous user id and email address. Then, she generates the Public-Secret key pair, where the Public key will be shared with the cloud server to enable to encrypt the data and send to cloud. The user needs to store the secret key privately. Later, the user browses the genome variants data in VCF file format and selects the trait to interpret the disease risk score. After this step, the genomic variants data are encrypted, and the status field shows the progress of the encryption process. Finally, the encrypted data is sent to the cloud for further analysis. After the analysis is performed inside the cloud, the user receives the encrypted results and decrypts in this GUI platform using the Secret key. A the end of the process the user could observe both the calculated normalized Z-score as well as the graphical interpretation of this Z-score.

4.2. Cloud side

We have implemented the homomorphic operations in the cloud site by using Amazon Web Service (AWS), EC2 environment. The cloud server has GWAS reference data in unencrypted form to support the PRS calculation. The reference data obtains the related Chromosome Number, SNPs ID, Effect size, Minor/Allele Frequency (MAF). When the cloud receives any encrypted genome variants data with the request of PRS for a specific disease, then reference data related to the disease will also be encrypted using the user public key. Afterwards, the cloud performs the computation for the risk score and sends the result to the client in encrypted form. We setup the Microsoft PySEAL (Python version of Simple Encrypted Arithmetic Library) library to implement the homomorphic encryption environment inside the cloud.

Computational Performances.

The time performance of the HE experiments is provided in Table 1. These experiments are carried out with a laptop with i-7 1.8-2.3 GHz. CPU and 16 GB RAM with 64-bit Windows Enterprise operating system. We used Python version 3.7.4 on the Spyder Environment for the implementation.

![Figure 2. GUI of the Privacy-Preserving PRS Software.](image)

**Table 1.** Time performance of HE operations (seconds).

<table>
<thead>
<tr>
<th>Disease</th>
<th># SNPs</th>
<th>Enc.</th>
<th>Dec.</th>
<th>Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Celiac</td>
<td>635</td>
<td>255.422</td>
<td>0.23</td>
<td>262.83</td>
</tr>
<tr>
<td>Alzheimer</td>
<td>539</td>
<td>715.422</td>
<td>0.012</td>
<td>3.27</td>
</tr>
<tr>
<td>T 1 Diabetes</td>
<td>635</td>
<td>356.422</td>
<td>0.23</td>
<td>4.47</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>635</td>
<td>255.422</td>
<td>0.23</td>
<td>262.83</td>
</tr>
</tbody>
</table>

5 DISCUSSIONS

What we have exposed so far shows that is feasible to conduct secure genomic polygenic risk scoring using homomorphic encryption. If the number of SNPs associated with the disease is around 100, then whole operation can be executed in seconds. We note that another possibility is the encryption of the whole variant set (around 3.5-5 million variants) in the .vcf file once and then carry
out the required operations. In this case, the dominant part of the computation is the encryption part.

6 CONCLUSION

In this work we have presented a proof-of-concept secure web server for the estimation of polygenic risk scores by implementing an algorithm using Homomorphic Encryption (HE). With the recently deployed secure imputation this study fills the gap for privacy preserving genomic analysis. Our study demonstrates that recent HE libraries enable to do risk score estimations without revealing the sensitive genome information. We have conducted experiments for various diseases and number of SNPs.
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Abstract
An increasing number of citizens with multiple chronic conditions and technological innovations enabling new types of treatments pressure the Danish healthcare sector economically. The solution so far has been increased patient responsibility and the application of digital healthcare solutions. This longitudinal study examines how Danish citizens between 2013-2021 interact with Health Information Technology (HIT) and digital data. Results show that the Danes' use of HIT and digital data has increased over the period. Additionally, the numbers reveal that education, gender, age and chronic conditions influence how HIT and digital health data are used, which is relevant from a health inequity perspective.
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1 INTRODUCTION
Citizens’ use of digital health, eHealth and Health Information Technology (HIT) are becoming increasingly important within a Danish context. This is largely due to the demographic changes resulting in an increasing number of elders, citizens with multiple chronic conditions and relatively fewer labour-active citizens [1], [2]. Simultaneously, technological innovations and cultural alterations in the healthcare sector have transformed treatment options and the role of healthcare professionals (HCPs) and patients [2]. An increased implementation and integration of digital health that affects clinical practice; requiring, adaptiveness and continuously updated digital knowledge and skillsets among healthcare professionals [1]–[4]. Digital skills that are equally important for patients to acquire and possess as the use of telemedicine and patient-reported outcomes (PROs) are spreading across the Danish healthcare system [1], [5]. The digital development has gotten momentum after the COVID-19 crisis that forced and enabled the healthcare sector to apply known technologies, such as video consultations, more extensively and introduce new solutions, for example, the corona-chatbots used to answer citizen questions related to COVID-19 [4]. The growing use of eHealth means that accessibility and security are pivotal; especially, since current health policies emphasise that patients' health data should be utilised to the greatest extent [1], [3], [4]. Hence, the current healthcare and societal challenges are countered through the use of HIT and eHealth innovations potentially enabling better use of resources while placing increased individual responsibility on the citizens [1], [3], [5]. Thus, a digitalised and functional healthcare sector requires actively participating patients who are willing - and able - to self-manage their conditions; a challenge, considering that not all citizens have the same digital capabilities and diverse participation preferences when handling their health [1], [5]. Hence, the intentions incorporated into the political strategies are one thing, another is how citizens factually make use of HIT and digital data as part of their everyday life. Thus, questions indicating how often and in what way citizens make use of HIT and digital healthcare are relevant. Moreover, in a time where health inequities are focal in health politics, empirical data elucidating how gender, health status, chronic illness, education and age are linked to citizens’ actions in a digitalised healthcare system.

It is in this context ‘The citizen survey’ has been conducted by researchers at the Department of Planning at Aalborg University biannually since 2013. The five surveys examine citizens’:

• Use of HIT and digital data collection
• Communication with HCPs
• Attitudes towards HIT
• Use of health portals
• Perceptions of how HCPs make use of HIT in clinical practice [6]–[9]

Five relevant themes; however, to narrow the scope this paper focuses primarily on Danish citizens' use of HIT and digital data collection over time.

2 METHOD
The results are based on longitudinal data collected every second year between 2013-2021 via a cross-sectional design. To ensure the quality and representativeness of data, the surveys have been conducted by MEGAFON, who is a company specialized in collecting data through the use of quantitative methods [10]. The original conceptualisation and methodology behind the cross-
sectional and longitudinal design emerged through a collaboration between the authors and colleges at the Department of Planning at Aalborg University. The formal analysis, data curation, visualisation and writing of the original draft in the present study were conducted by the first author while the other authors contributed by reviewing and editing the paper.

Since the longitudinal data is based on five different cross-sectional studies, the total number of participants slightly varies, and respondents might not be identical for each iteration. However, the samples are randomly selected based on members of the MEGAFON panel, which is a group of citizens carefully and systematically selected to ensure representativeness and generalisability [10]; mandatory validation factors when conducting and assessing quantitative studies [11]. In addition to the quality of the sample, the size also affects the validity of data. Hence, Table 1, lists the number of respondents in each of the five surveys.

<table>
<thead>
<tr>
<th>Year</th>
<th>Respondents (N)</th>
<th>Internet/phone interviews (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>1058</td>
<td>931/127</td>
</tr>
<tr>
<td>2015</td>
<td>1059</td>
<td>950/109</td>
</tr>
<tr>
<td>2017</td>
<td>1033</td>
<td>933/100</td>
</tr>
<tr>
<td>2019</td>
<td>1055</td>
<td>955/100</td>
</tr>
<tr>
<td>2021</td>
<td>1002</td>
<td>900/102</td>
</tr>
</tbody>
</table>

Table 1 Number of respondents and type of collection

As Table 1 illustrates, respondents vary between 1002-1059 over the years. The number of respondents completing the internet questionnaire is between 900-955 while the number of citizens included through telephone interviews ranges between 100-127. Hence, around 10% of the respondents are included through telephone interviews which is a deliberate choice, to reach some of the citizens that (for different reasons) are excluded when studies are based merely on internet questionnaires. All respondents are anonymised.

In the respective study, a statistical significance level of 95% (p-value of 0.05%) is applied. Accordingly, with 100 respondents, which is included in all the surveys, there is a 95% probability that results are real and reflect the examined population +/- 1,35% probability that results are caused by randomness.

Hence, the results in this paper are statistically representative in a Danish context and describe citizens’ use of HIT and digital healthcare over time. Due to continuous new knowledge, changing societal tendencies, technological innovations and varying health policies, questions have over time been altered, removed and replaced; a process displayed in Table 2.

<table>
<thead>
<tr>
<th>Year</th>
<th>Question</th>
<th>2021</th>
<th>2019</th>
<th>2017</th>
<th>2015</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>02</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>05</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>06</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>07</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Questions included across surveys over time

Table 2 shows to what extent the questions included in this paper are included in the five surveys. The cross symbolises continuation and blank spaces indicate change - or that no such question has been included formerly. Hence, the reason several of the boxes are blank in 2013 and 2015, as new types of questions or alterations were added in later iterations of the survey. Consequently, it differs how far back data pertaining to each variable has been collected.

The latest questionnaire from 2021 consists of 34 different questions including background variables. Table 3 provides an overview of the variables included in this paper. Only the essentials of the questions are categorised and displayed in the table; however, the exact questions are in most cases included in the results section.

<table>
<thead>
<tr>
<th>Question</th>
<th>Category</th>
<th>Type of variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Age</td>
<td>Interval</td>
</tr>
<tr>
<td>02</td>
<td>Gender</td>
<td>Nominal</td>
</tr>
<tr>
<td>05</td>
<td>Education</td>
<td>Ordinal</td>
</tr>
<tr>
<td>06</td>
<td>Supporting/helping an elder, handicapped, or ill person in their contact with the healthcare system</td>
<td>Nominal</td>
</tr>
<tr>
<td>07</td>
<td>Types of IT used</td>
<td>Nominal</td>
</tr>
<tr>
<td>08</td>
<td>Health status</td>
<td>Ordinal</td>
</tr>
<tr>
<td>09</td>
<td>Chronic condition</td>
<td>Nominal</td>
</tr>
<tr>
<td>09A</td>
<td>Type of Chronical condition</td>
<td>Nominal</td>
</tr>
<tr>
<td>10</td>
<td>Interaction with health institutions (physical/phone)</td>
<td>Nominal</td>
</tr>
<tr>
<td>11</td>
<td>Interaction with health institutions (digital)</td>
<td>Nominal</td>
</tr>
<tr>
<td>12A</td>
<td>Type of IT used when communicating with GP digitally</td>
<td>Nominal</td>
</tr>
<tr>
<td>12C</td>
<td>Reasons for communicating with GP digitally</td>
<td>Nominal</td>
</tr>
<tr>
<td>18A</td>
<td>Citizen asked to collect data</td>
<td>Nominal</td>
</tr>
</tbody>
</table>
14F Citizen asked to complete a questionnaire on treatment Nominal
19 How do you follow your public health data Nominal
19B Individual initiated collection of health data Nominal
19C Information search on health and diseases Nominal
20 How have you used the internet and mobile apps Nominal
25 Granted relatives access to healthcare data Nominal

Table 3 Type of content and variables
As table 3 shows most of the variables included in this paper are nominal and concern:

a) The type of HIT citizens uses
b) How citizens use HIT
c) Citizens' experiences with HCPs' use of HIT
d) Citizens' attitudes towards HIT

The nominal variables are divided into different qualitative response categories and in most cases, respondents are allowed to provide more than one answer to a question. The background variables (Age, Gender, Education, Health status and Chronic condition) differentiate by either being on a different scale and/or having different response categories.

3 RESULTS
The results section is divided into the following five areas ‘Population’, ‘Communication’, ‘Collection of data’, ‘Data monitoring’ and ‘Relatives’ access to data’, describing different aspects of the citizens' use of HIT and digital data. In each section, the numbers comprising the graphs and tables are scrutinized and a profile of the typical citizen linked to a specific subject is constructed. These profiles are based on absolute numbers; consequently, these profiles are strongly shaped by the characteristics of the population that are listed in Table 4. In other words, the profiles do not indicate how different groups of the population relatively use HIT and digital healthcare.

Some of the tables contain the (n/%)-symbol, which is used to explain the displayed type of numbers. The n-symbol indicates the actual number of citizens and the %-symbol is the percentual size. As an example, 201/19.3% of the citizens participating in the study are between 18 and 29 years of age (Table 4).

3.1 Population
In this section general characteristics of the population are described pertaining to age, gender, education, health status and chronic conditions, primarily based on the numbers included in Table 4. These factors are considered background variables and used to analyse citizens' use of HIT and digital data in more detail. The included abbreviation avg. in Table 4. refers to the fact that the numbers are averages of the examined period.

<table>
<thead>
<tr>
<th>Age (avg.)(n/%)</th>
<th>Gender (avg.)(n/%)</th>
<th>Education (avg.)(n/%)</th>
<th>Health status (avg.)(n/%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-29</td>
<td>201/19.3%</td>
<td>Male 528/50.7%</td>
<td>Primary/elementary school 65/6.3% Very good 248/23.85%</td>
</tr>
<tr>
<td>30-39</td>
<td>159/15.3%</td>
<td>Female 513/49.2%</td>
<td>Secondary/middle school 18/2.2% good 493/47.33%</td>
</tr>
<tr>
<td>40-49</td>
<td>182/17.5%</td>
<td>High school 100/9.6%</td>
<td>Neither bad or good 195/18.83%</td>
</tr>
<tr>
<td>50-59</td>
<td>175/16.8%</td>
<td>Vocational education 188/18%</td>
<td>Bad 88/8.5%</td>
</tr>
<tr>
<td>60-69</td>
<td>157/15.1%</td>
<td>Further education (&lt; 3 years) 132/12.7% very bad 12/1.1%</td>
<td></td>
</tr>
<tr>
<td>70-</td>
<td>168/16.1%</td>
<td>Bachelor's education (3-4 years) 309/29.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Higher education (4 years+) 221/21.2%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Population characteristics
The variables age and gender are weighted to ensure that they resemble the Danish population. Around 50% of the Danish population have a bachelor’s degree or higher education; in contrast, around 18% have finished high school or a shorter type of school as their highest completed education.

Citizens' perceptions of their health status are relatively consistent between 2013 and 2021 with an average majority of 71.38% of the citizens who believe their health status is good/very good. In the same period, the number of citizens suffering from one or more chronic conditions has increased by 14.9 percentage points, from 32.3% in 2013 to 47.2% in 2021 (Figure 1). Hence, it is interesting how the Danes' perception of their health status remains constant while the number of citizens suffering from one or more chronic conditions increases.

In the segment of the population suffering from a chronic condition between 2013 and 2021, 90.9-95.9% state that they have a physical condition whereas 11.6-18.3% are challenged by mental issues (Question 09A). Hence, numbers indicate that some of the citizens suffer from both physical and mental conditions.
Figure 1 Citizens with one or more chronic conditions.

Considering the increasing number of elderly and citizens who are suffering from one or more chronic conditions, one might assume that the number of citizens supporting/helping an elder, handicapped, or ill person in their contact with the healthcare system has increased from 2013-2021 (Question 6).

Figure 2 Supporting/helping an elder, handicapped, or ill person in their contact with the healthcare system.

However, as Figure 2 reveals, there has on the contrary been an incremental decrease in the number of citizens supporting an elder, handicapped, or ill person in their contact with the healthcare system.

The characteristics of the typical citizen who supports/helps an elder, handicapped, or ill person in their contact with the healthcare system is a male (55.5%), 40-69 years old (34%), holding a bachelor’s degree or higher education (55.3%), with a good/very good health status (71.5%).

3.2 Communication

This section describes how citizens make use of HIT when communicating with their GP from at home and in these cases for what purposes HIT is used.

Specifically, citizens are asked ‘When communicating with your GP from home what equipment are you then using?’ (Question 12A) and ‘For what purposes have you used IT when communicating with your GP?’ (Question 12C).

Table 5 Types of purposes when using IT in the communicating with the GP

Table 5 indicates that the purpose of using IT when communicating with one’s GP is relatively stable from 2019 to 2021. Under normal circumstances, this would not be a
surprise considering the short period between the surveys; however, the surveys were conducted before and after the COVID-19 outbreak in 2020, which should be taken into account when interpreting the data. In this context, 6% using video consultation in 2021 is a relatively low number, whereas 46% having used eConsultation in the communication with their GP is less surprising, making it the most frequent purpose of use.

The characteristics of the typical citizen who uses eConsultation to communicate with their GP is a female (51.6%), citizen of all ages, holding a bachelor's or higher degree of education (58.6%), with a good health status (44.8%) and with one or more chronic conditions (55.3%).

3.3 Collection of data
In this section different types of data collection conducted by the citizens are described.

On the subject of data collection, citizens were asked: “Did your practitioner ask you to collect data meant for your treatment?” (Question 18A), referring to digital as well as a paper-based collection of data.

![Figure 4: Citizens' collection of data for treatment requested by a practitioner.](image)

From 2017 to 2021 citizens' digital data collection requested by a practitioner increased by 8.3 percentage points, from 4.3% to 12.6%, a relative increase of 193%. Paper-based data collection has fluctuated since 2017 but is at 10.9% in 2021. Hence, the number of citizens collecting digital and paper-based data is close to similar in 2021 but the tendency is that digital data collection requested by a practitioner is a growing phenomenon.

The characteristics of the typical citizen who is requested to collect digital data for treatment by a practitioner is a female (54%), 50 years or older (57.9%), holding a bachelor's or higher degree of education (58.9%), with a good health status (44.5%) and with one or more chronic conditions (66.7%).

In question 19B citizens are asked, “Have you on your own initiated collection of health data (e.g. from a fitness tracker or an app) and showed it to your health practitioner?” (Figure 5).

![Figure 5: Individual initiated health data collection.](image)

Even though the data type and the used HIT might be different, the same pattern is repeated. From 2017 to 2021, the number of citizens collecting digital data on their own initiative increased by 68.3% (4.1 percentage points) and the paper-based collection of data varied between 2.7 and 4.3%. Comparing the results displayed in Figures 4 and 5, what is interesting is the relative difference between data collected digitally versus paper-based in 2021. The frequency of the two approaches is close to similar when initiated by a practitioner, 12.6% and 10.9% (Figure 4), whereas 4 times as many initiated digital data collection on their own compared to the paper-based collection, 10.1% and 2.7% (Figure 5).

The characteristics of the typical citizen who initiates the collection of digital health data on their own are independent of gender, mainly between 18 and 29 years (21.6%) and 50 to 59 years of age (20.8%), holding a bachelor's or higher degree of education (55.8%), a good health status (40.2%) and one or more chronic conditions (56%).

The third question in this section concerns citizens' evaluation of treatment based on digital and/or paper-based questionnaires (Figure 6). Specifically, citizens are asked: “In your contact with the healthcare services, have you then been asked to complete a questionnaire to evaluate your treatment?” (Question 14F).

![Figure 6: Citizens' completion of questionnaires to evaluate treatment.](image)

Figure 6 shows that citizen evaluations via digital questionnaires are a growing phenomenon indicated by a
Section 3.4 concerns citizens' use of digital platforms and websites. Examining this issue, citizens were asked: 'How do you follow your public health data on the internet?' (Question 19).

The data displayed in Table 6. reveals a significant increase in the use of smartphones/tablets in a Danish context, independent of the website. The most pronounced increase concerns the Sundhed.dk app, the Danish health portal where citizens can check their COVID-19 results. It was used by 7,7% of the citizens in 2015 and by 55,1% in 2021; an increase of 616% (47,4 percentage points). Another frequently used website is eBoks, visited by 45,2% (via computer) and 47,1% (via smartphone or tablet) of the population in 2021, highlighting how eBoks is a key website in mediating communication between citizens and the public sector. Based on these numbers, smartphones/tablets were in 2021 used as frequently as computers by citizens when accessing public health data.

When asking about the citizens' use of the Shared Medication Record (app), the data does not allow to distinguish between computers and smartphones/tablets why this information is not included in Table 6. However, the results are similar to the notable development in the use of smartphones and tablets; hence, 6% of the Danish population made use of the Shared Medication Record (app) in 2017, which increased to 29,7% in 2021, which is an increase of 396% (23,7 percentage point).

In answering Question 19, citizens were also able to reply that they did not follow their public health data online. Hence, 42,3% did not follow their public health data online in 2015 a number declining to 12,6% in 2021. In other words, 87,4% of the population followed their health data online in 2021 compared to 57,7% in 2015, which is an increase of 51% (29,7 percentage points).

The characteristics of the typical citizen who follows public personal health data on Sundhed.dk via smartphone or tablet are, a male (53,7%), between 18 and 29 (20,9%) or 40 and 49 years of age (20%), holding a bachelor’s or higher degree of education (55,1%) and a good health status (47,6%).

The citizens were also asked: ‘Have you, within the latest year, had experience with any of the following activities by using the internet, email or an app?’ (Question 20).

<table>
<thead>
<tr>
<th>Websites or apps</th>
<th>Computer</th>
<th>Smartphone or tablet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2015</td>
<td>2021</td>
</tr>
<tr>
<td>e-Boks</td>
<td>37,2%</td>
<td>45,2%</td>
</tr>
<tr>
<td>GP’s homepage</td>
<td>22%</td>
<td>17,9%</td>
</tr>
<tr>
<td>Sundhed.dk</td>
<td>33,4%</td>
<td>50,5%</td>
</tr>
<tr>
<td>Borger.dk</td>
<td>29,6%</td>
<td>29,6%</td>
</tr>
</tbody>
</table>

Table 6 Websites and apps used by citizens to follow their public health data

As displayed in Table 7, the most significant change in citizens' activities concerns the use of health apps as it has increased by 45,7 percentage points (225%) between 2015 and 2021. Communication with peers, the use of self-help programs as well as discussions and questions on diet and training are as frequent activities in 2015 as in 2021, while questions for HCPs have dropped by 6 percentage points (25%).

The characteristics of the typical citizen who uses health apps are male (54,9%), 18-29 years old (26,7%), with a bachelor’s or higher degree of education (55,9%), a good health status (47,6%) and not suffering from one or more chronic conditions (55,3%).

3.5 Relatives’ access to data

Since December 2015 patients have, through a digital power of attorney, been able to grant relatives access to their health data [12]. Thus, citizens are asked: ‘Have you made use of the option to provide your relatives with access to your health data?’ (Question 25)
As Figure 7 illustrates, citizens who allow relatives to access their health data has from 2019 to 2021, increased by 5.2 percentage points (58.1%), which might reflect the growing amount of elderly and citizens with one or more chronic conditions.

The characteristics of the typical citizen who granted relatives access to their health data are largely independent of gender, 70 years or older (23.9%), holding a bachelor’s or higher degree of education (55.5%), a good health status (41.3%) and one or more chronic conditions (55.3%).

4 DISCUSSION

Based on the results section, three patterns are apparent; firstly, the Danish population are increasingly making use of HIT and digital healthcare services, secondly, the collection of digital patient data is becoming increasingly important and thirdly, the majority of citizens, and therefore most of the digital health users, have a bachelor’s or higher degree of education and perceive their health status as good or very good.

4.1 Use of HIT

The widespread use of digital solutions is in the results section exemplified by citizens’ extensive use of smartphones when communicating with a GP (Table 3), the Sundhed.dk app (Table 6) and health apps (Table 7), which have increased by 111%, 616% and 225%, respectively, from 2015 to 2021. Another noticeable finding is the number of eConsultations, which were used by almost half of the population in 2021 (Table 5). Results aligned with studies conducted by The Danish Organization of General Practitioners (PLO), revealing that eConsultations comprised 3.5% of all consultations in 2008 and 19.2% in 2021 [13], indicating increased use of eConsultation in healthcare. A development synergising with the results from a recently published report by Statistics Denmark on the use of IT in the Danish population in 2021. Accordingly, 92% between 16-74 years communicated from a recently published report by Statistics Denmark (Table 6) and health apps (Table 7), which have increased by 111%, 616% and 225%, respectively. Based on these numbers, the use of HIT in Denmark seems to be growing, which to some extent probably is caused by the COVID-19 crisis, similar to the experiences in other countries [15].

4.2 Patient-generated health data

Another main finding is how the collection of digital data by citizens is becoming a more normalised practice. Hence, from 2017 to 2021 the collection of data requested by the healthcare system has declined incrementally from 20.2% to 17.3% in 2021 (Figure 1). In this light, it is noteworthy how the number of citizens who support an elderly, handicapped, or ill person in their contact with the healthcare system has declined incrementally from 20.2% in 2017 to 17.3% in 2021 (Figure 2). A relatively moderate number considering that on average 40% of the Danish population were engaged in voluntary work in 2021 [16].

4.4 Consequences and solutions

On the one hand, these numbers might indicate that citizens to a higher degree are becoming digital competent and capable of self-managing their conditions. This could be perceived as a manifestation of current health policies’ emphasis on citizens’ individual responsibility and engagement in their health and disease handling [4], [5]. On the other hand, these results might also explain why inequity in health persists as a pivotal problem in a Danish context. Thus, this study confirms a concern raised by Professor Morten Sodemann in the article ‘The healthcare system is drowning in trivialities’ [17], in which he claims that the healthcare system is shaped according to the needs of the middle class who represents the majority of the population, making this approach a good business. Consequently, the minority of the population, the resource-demanding citizens who are most in need, are neglected and excluded from vital health services [17]. Arguably, awareness of access barriers (e.g. access to the internet and digital services), and capability barriers (e.g. literacy, digital skills, language difficulties and domain knowledge) are important to consider in order to ensure an inclusive digital healthcare system [18]. To achieve this, the design and usability of digital healthcare systems are decisive [4], which is a focal point in Chris Showell’s and Paul Turner’s work titled ‘The PLU Problem: Are We Designing Personal ehealth for People Like Us?’ [19]. In this paper, a dichotomy between People Like Us (PLUs), the designers of eHealth, and the Disempowered, Disengaged and Disconnected (DDDs), the citizens most in need of the services offered by the digital healthcare services, demonstrates how potential inequities in eHealth emerge and persist due to inherent biases in the design phase favouring the preferences of the PLUs [19]. A problem confirmed by the results in this study considering the similarity between the characteristics of the typical HIT-user and the profile of the majority of the population. Therefore, to ensure that digital solutions are useable and accessible to the DDDs, the eHealth systems should be designed according to their needs [19].

4.5 Scandinavian similarities

When comparing the results to studies conducted in Sweden and Norway similar patterns occur. In the paper ‘Mobile Access and Adoption of the Swedish National Patient Portal’ [20], Hågglund et al. (2020) show that the
use of Mobile phones when accessing the national health portal has increased from 38 to 77% and that the monthly number of visits has increased by 400% over 7 years, 2013-2020 [20]. In a Norwegian context, Zanaboni et al. (2022), finds that the majority (50.7%) of the respondents consider their self-reported health as good/very good and that 58.6% visit their electronic health record regularly or when needed [21]. Thus, numbers that might indicate similarities in HIT use and perceptions of health status across the Scandinavian countries.

5 CONCLUSION
This study reveals that the use of HIT and digital solutions is increasing in a Danish context. Accordingly, the use of health apps, smartphones and the national health portal (Sundhed.dk) has increased over the examined period. Moreover, the study discloses that the typical user of HIT and the eHealth system has a bachelor’s or higher degree of education, a good/very good health status and often suffers from one or more chronic conditions. Based on the study findings we conclude that citizens’ increased use of the digital healthcare system and the growing production of patient data are consistent with current Danish health policies and digital strategies; underscoring, the importance of patient participation, self-management and PROs. However, the minority of citizens, the 10-20% of the population with short education and a bad/very bad health status might not be able or wish to participate and self-manage their health conditions. Therefore, we encourage awareness when designing the future digital healthcare system to ensure that solutions are based on the preferences and needs of the DDDs.
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HIT Health Information Technology
PLO The Danish Organization of General Practitioners
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Abstract
Social robots interact with human beings and are used for a variety of therapeutic purposes, for example in interaction with children with neurodevelopmental disorders. A key ethical issue related to the application of social robots in these contexts is the idea of normativity, involved in both the design of social robots, i.e., the use of such robots to portray or mimic what is normal and to identify deviant behaviour or development. The article presents the beginnings of a framework for incorporating divergent opinions of normal social functioning, particularly neurodiversity, into the design and application of social robots.
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1 INTRODUCTION
Social robots are designed to interact with human beings and are increasingly used in social contexts. Such robots have different embodiments and can resemble, for example, toys, pets, or humans. These robots are useful for therapeutic purposes, for example in interventions with children with neurodevelopmental disorders, as the robot’s behaviour is both predictive and repetitive, and less complex or intimidating than humans’, which positively impacts the development of specific therapies and interventions, including those geared towards autistic children.

An important question is whether autistic children are open and willing to interact with social robots. As a group, autistic children are heterogeneous, meaning that just as in other populations the interest to interact with technology such as robots will vary from person to person. Therefore, usage of technology-based interventions for each individual must be monitored and tailored to fit the child’s needs and preferences. Nevertheless, there are studies that report that autistic persons report higher use of technology and choose different computer-based learning forms more often than other groups [1]. Further, acceptability of, for example, usage of technological tools such as virtual reality head mounted displays seems to be broadly accepted by autistic persons [2], and acceptance rates are reported to be high among autistic children in interventions using social robots [3].

A critical ethical issue related to the application of social robots in these contexts is the idea of normativity [4, 5], which is relevant both in relation to the design of social robots and in the use of such robots to portray or mimic that which is normal and to identify deviant behaviour or development. Normativity in this article relates to the idea that a particular form of neurological functioning and development is normal. What is normal is again often associated with what is good or societally acceptable. We mainly refer to neuronormativity, which connects our endeavour to the terms neurotypicality and neurodiversity. Neurodiversity as a concept is usually associated with an objection to the deficit perspective in Autism spectrum disorder (autism from hereon). From the neurodiversity perspective it is often argued that autism is a result of natural genetic variation, and not a medical disorder or condition to be ‘fixed’ [6]. However, the notion of normativity also apply to a broader context, as seen for example by the notion of heteronormativity in feminist and queer scholarship [7].

Our main concern is not to determine what is normal, but to highlight how the very act of portraying something as normal involves an exercise of power. We argue that normativity permeates the design of social robots and their use in the context of autism. While we do not argue that normativity in itself is necessarily bad, policymakers, designers, researchers, and therapists, and others who work directly with autistic children should be aware of the potentially problematic issues involved in portraying some things as normal and others as deviant.
Normativity assumptions are necessarily involved in the design and application of social robots, as they manifest, demonstrate, and teach behaviour and characteristics that are perceived as both normal and desirable, either implicitly or explicitly. What constitutes ‘normal’, and to what degree interventions aim to ‘normalise’ autistic children to comply to neuronormativity, is a key focal point of heated debates within the autism intervention literature and in the autism research field as a whole [8].

The purpose of this article is to explain how and when normativity related issues become relevant for the design and application of social robots for autistic children. By highlighting these issues, we aim to make developers and designers, therapists, and policymakers better equipped to answer questions regarding when robot normativity is warranted and when it should be challenged and mitigated. The authors conducted a mapping of the potential issues related to normativity in the context of robot and autistic children based on their combined experience and expertise and have sought to highlight these challenges through a review of the literature. As one potential solution we propose a disclosive robot ethics approach, in line with Brey’s [9] notion of disclosive computer ethics. This article presents the major considerations involved in making normativity assumptions explicit, and this will help the various actors involved in the design and application of social robots to consider divergent opinions of normal social functioning, and in particular, neurodiversity. The framework proposed in the article involves a particular form of inclusive and value sensitive design (VSD) process [10]. However, our approach is not only about design justice [11], but relates equally to the various applications of social robots.

2 NORMATIVITY AND THE APPLICATION OF SOCIAL ROBOTS

Social robots are designed and deployed with the purpose of both mimicking human behaviour and to engender particular forms of interaction with humans [12]. However, the lack of diversity in the groups of people designing robots is garnering increasing attention [13]. This is potentially problematic, as an homogenous group of designers might be likely to design a product from a shared background and shared biases, increasing the risks that the end product might not be as useful for all, and potentially also outright harmful for some, users [13]. One example is how robots rely on gender stereotyping, and how this generates ethical issues in the application of social robots in, for example, eldercare [14]. The broader issue we focus on in this article is how robots enact and embody a problematic normativity which might cause harms to marginalized users.

In the context of autism, the express purpose of the use of social robots is often to demonstrate, teach or encourage what is perceived to be normal behaviour. For example, many interventions include training in eye-contact for autistic children, as this is seen as key to productive social communication. However, many autistic people experience eye-contact as highly negative both emotionally and physiologically [15]. Other examples may relate to what is discussed within the autism literature as ‘masking’, which means autistic individuals develop an ability to present as non-autistic. This suppression of their own behaviours and/or traits is associated with anxiety, depression, and suicidality [16]. This type of camouflaging can also be found in childhood [17]. Here it is also worth noting that autism is a very heterogeneous condition and that what might be viewed as natural behaviours, traits, and thought patterns for one autistic individual can be very different for another [18].

We use the concept of normativity to represent how particular behaviour’s, actions or traits are considered good, and sometimes also right and just [4, 5]. Normativity relates to moral judgements, and whenever ethical standards are promoted, they represent claims on us, as ‘they command, oblige, recommend, or guide’ [19]. Regardless of the creator’s intentions, we argue that robots inevitably perform some form of normalcy and support certain ethical standards when they are used in social settings. They can become role models of sorts. Robot portrayal of purported normal behaviours might be problematic in two respects. Firstly, robots with behaviour modelled on normal behaviour will make those with divergent behaviour stand out from their peers. Secondly, these robots run the risk of making those same children aware that they are different.

Next, social robots are also used to teach and foster normal behaviour. This is distinct from the previous case, as this involves someone consciously using social robots to train or untrain particular behaviours that are perceived as desirable or undesirable. By doing so, social robots become the instruments of normalcy more directly, and robot makers and those employing them should be aware of the implications of such use of social robots. On the command of those behind the intervention, robots may demonstrate the difference between right and wrong in these interventions. This intervention might involve explaining what sort of behaviour is desirable, but it could also explain why this behaviour is desirable. The last sort of intervention’s effectiveness depends on the child’s age and general cognitive functioning level. It is also important to note that such interventions could be carried out by arguing that certain behaviours are good and correct. However, they could also be based on the approach that learning a different set of behaviours is merely useful for the child, as the child needs to learn how others perceive different situations and behaviours.

Lastly, social robots may be used to detect and monitor normalcy [20, 21]. This relates to robots that rely on gender stereotyping either in their design or in how they operate [14]. From a clinical point of view, considering the complexity and heterogeneity that is a hallmark of the autism diagnosis, it is difficult to see social robots completely substituting as opposed to supporting professionals in any near future. However, robotics has become sufficiently sophisticated to possibly tempt actors to develop software and functionalities allowing social robots to become agents of an enforcement and surveillance scheme built to identify and eliminate abnormal behaviour. Social robots have a wide range of sensors, including eye-tracking, facial recognition, and voice recognition. These capabilities can easily be coupled with software that aims to identify, for example, the emotions and the behaviour patterns of those it observes [22], and as pattern recognition...
is at the core of AI, detecting normal behaviour and potential outliers is a natural part of what the software of a social robot does [23].

Imagine a scenario in which a government has mandated that all kindergartens should have a social robot equipped with new and impressive software aimed at screening and pseudo-diagnosing all children present. The robot is deployed in the kindergarten, and as children play with it – or not – it registers and monitors their behaviour and interactions. At the end of each week, the managers get a report where children with suspect behaviour are flagged and sent to a professional for proper testing.

Such use of social robots is even more problematic because it is a proactive tool for enforcing normalcy. However, it is also easy to see the pleas of the advocates of such a scheme, as there is great potential to identify more children that would potentially benefit from being diagnosed with autism to receive an intervention. Even if such benefits are both plausible and vital, normality is deeply involved in social robots used in such a manner, and its designers and regulators will have to decide how they deal with such issues. This is particularly important because then it means that robot developers are becoming the determinant parties of what is normal and what is not, something that goes beyond democracy [24].

3 CONSIDERATIONS FOR INCORPORATING A DIVERSITY PERSPECTIVE IN THE DESIGN AND APPLICATION OF SOCIAL ROBOTS

Autism is increasingly seen as a social construct, and normativity and power theories are therefore useful for understanding the implications of social robot normativity. Approaches to issues of robot normativity and gender stereotyping are relevant to the issue at hand, and some solutions mentioned in the literature is explanation, neutralization, and ‘queering’ [14]. Explanation refers to providing an explanation of why the robot is designed as it is and could be coupled with providing reasons aimed at dispelling the promotion or superiority of ‘normal’ features or capabilities. This approach is indeed important, and it is one to which we return below. Neutralization entails attempts at making a robot non-gendered in order to avoid stereotypes. A related approach related to autism could entail having the robot act in ways untypical of both autistic and other children, but this would often defy the purpose of using the robots in such settings, as the purpose will often be to demonstrate and encourage a particular set of behaviours. Finally, the analogy to the queering of robots would be to have the robots act in ways more similar to the autistic children. While this would indeed potentially solve some problems related to normativity, sceptics could plausibly argue that such robots might not be very effective at what they are currently being deployed to achieve. The problems are, we argue, too complex to be solved by adhering to just one of these approaches.

By adopting a post-structuralist stance, we might argue that the structures most commonly used to interpret both normalcy and desirability are themselves social structures open for debate [25]. This invites a fundamental humility with regards to values and the enforcement of norms, and we here argue that this humility is beneficial for anyone interested in developing and using robots in a value sensitive manner.

The neurodiversity movement is relevant for examining the design and application of social robots designed for autistic children (or for robots designed for any purpose, and that can be used in interventions with autistic children). Lewin and Akhtar [26] write about neurodiversity and how stereotyped representations of autistic people, and what they call the deficit perspective, is potentially problematic. Pesonen, et al. [27] also analyse the framing of autism in media and argue that how autism is portrayed shapes the public’s perception of the phenomenon and will, in turn, influence both autistic people and their subsequent societal acceptance. The core of the neurodiversity movement is that the neurological characteristic of autism represents a natural variation and that there is no error, fault, or something in need of fixing [26].

With such a perspective, autistic people are not deficient but slightly different from others. While these others may be a majority, this does not mean that the minority is an abnormality that must be ‘fixed’ and turned into something resembling or pleasing the majority population. This is often referred to as ableism, and entails the uncritical assertion that doing what is normal is good, and entails a depreciation of various disabilities [28]. Hehir [28] argues that ‘ableist assumptions in the education of children with disabilities not only reinforces prevailing prejudices against disability’, and that this also leads to a range of problems related both to educational attainment and employment. Instead, we could argue that the majority needs to learn how to interact with and understand autistic people – quite the opposite approach of trying to teach autistic people to learn and mimic the behaviour perceived as more normal. The design and use of social robots entails making decisions with consequences for the ‘distribution of benefits and burdens between various groups of people’ [11], and we argue that traditional distributions of the burdens could and should be continually evaluated.

Realizing such a shift may be difficult without health policies based on a thorough understanding of the societal ramifications of user-centred approaches. We understand that many children on the spectrum have difficulties to such a degree that labelling them just another kind of normal makes little sense. Many autistic children need both intervention and substantial assistance in both kindergarten, school, and life in general. In this case, an inclusive and value-sensitive approach that takes neurodiversity into account in the design and use of social robots seem to be an appropriate avenue for action. If social robots continue to be used in an interventional setting, efforts should be made to analyse and account for the normativity implications and effects these have on autistic people.

The approach we label disclosive design could be beneficial for ensuring that a diversity perspective is both considered in the design process, and that it is possible to evaluate products on the basis of normativity implications. This would also enable designers to provide specific explanations of why the robots are designed and operate the way they do, and such explanations are potentially of great importance for enabling therapists, parents, and some children with autism to consider and understand the why
the robots are and operate the way they do. The term disclosive design is based on Brey’s [9] notion of a disclosive computer ethics, and disclosive design would entail a) systematically considering and b) disclosing in written documentation the finding from the designer’s analysis and their intentions with regards to the product’s embedded values and norms. This is also compatible with design justice [11], which emphasises community-involvement and participation in design, with a particular emphasis on awareness of the matrix of domination and the ‘the equitable distribution of design’s benefits and burdens’.

An initiative not entirely unlike the one here proposed is Value Sensitive Design (VSD), which promotes reflection on the consequences of technological research and development (R&D) outcomes and incorporating them into the research process [10]. While important, this article does not highlight the fact that researchers must take to ensure that science, research, and innovation have positive, socially acceptable, and desirable outcomes [29]. RRI is a science policy framework aimed at innovation processes [30]. RRI is a science policy framework aimed at inclusive and sustainable technology, through which the European Research Council sought to align technological innovation with societal values, and to provide ways to deal with the uncertainty that various actors encounter in innovation processes [30].

We argue that adopting the principle of disclosive design might both improve the products and their use and the lives of those with perspectives that are often omitted from both research and design on social robots and the use of such robots with autistic children. The obvious consequences of such an approach might be that the robots are made available in a range of colours and that they won’t necessarily display the normal features of human beings (with two arms, legs, etc.). Of more interest, however, are the prospects of building machines with more varied behaviors that take into account the heterogeneity of autistic persons. This might be one facet of a regular robot, and such functionality could, for example, be used to teach other children how to effectively interact with autistic children. Turning the table, so to speak, or at least working on mutual understanding instead of just trying to ‘fix’ the autistic child. Robots could also be designed to be more responsive to the behaviour of autistic children, and thus make their interactions with the robots more effective while not highlighting the fact they interact socially in a different manner from most.

4 CONCLUSION

In this discussion, we have focused on how social robots are not exempt from portraying and reinforcing social constructs, as they manifest a certain normativity. We have analysed them in relation to their use in the context of intervention with autistic children. Social robot-assisted interventions may indeed be effective in some instances, but it is nevertheless necessary to take a step back and analyse the conceptions of normalcy implemented in a) the design and b) the application of social robots. This discussion has suggested a diversity perspective in designing and deploying social robots. The realisation of this requires legislators, designers, and those who employ social robots to apply a precautionary principle with respect to diversity and the inclusivity of their creations and use of social robots. The processes described entails that autistic people or their representatives should be included in discussions regarding how social behaviour is modelled and represented in social robots, how social robots are used in interventions, and in particular if social robots should be equipped with the ability to identify and potentially perform parts of the diagnosis of autism. This aligns with the call of Bertilsdotter Rosqvist, et al. [6] to include the voice of autistic people in research endeavours in general. However, others have pointed out user centred and participatory design is no silver bullet, and that such processes might also lead to stereotyped and problematic representations of the target groups [31].

Regardless of the choice of design process, then, we argue that it should be accompanied by the approach of disclosive design, which entails that the creators and users of social robots make explicit and disclose the processes carried out in advance of production and deployment and their justifications for their choices.
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Abstract
Artificial intelligence based methods, especially machine learning (ML), are increasingly used in healthcare for automatic medical image analysis and clinical decision support systems. Development and validation of ML models involve processing of large volumes of personal data. We analysed regulatory impacts on ML based application development especially from the perspective of privacy protection and usage of ML models as a basis for software under medical device regulation (MDR). We present best practices for ML application development and personal data usage in a use case of predicting elderly individuals’ future need for healthcare and social welfare services.
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1 INTRODUCTION
There is a growing interest towards the use artificial intelligence (AI) to improve healthcare [1]. Machine learning (ML) is extensively used for automatic medical image analysis for supporting and improving human interpretation. It is increasingly also used to support precision medicine by predicting patient outcomes, identifying patients with elevated risk and suggesting most favourable care pathways and services for the patients. Machine learning models empower decision support applications providing guidance to healthcare professionals and patients [2, 3]. Such applications potentially affect the healthcare of an individual patient, and are considered to be Medical Device Software (MDSW) falling under the Medical Device Regulation (MDR) [4].

Regulatory compliance is based on rigorous risk management and release acceptance processes. This is a challenge for ML based applications, which shall be validated against personal health data, and typically would need to be frequently updated as new data becomes available. Also, the use of agile and continuous development approaches causes the need for frequent software updates challenging the conventional “waterfall-type” development process [5]. The challenges caused by frequent software changes in the context of medical devices have been addressed in several earlier studies and reports [6–8].

Only a few earlier papers address the challenges related to the need to use sensitive healthcare register data in the development of medical device software [8]. In the present paper, we will analyse the regulatory impacts on ML based application development from the perspective of sensitive personal data usage. We will address the relevant development phases starting from research and modelling activities and extending to medical software development and deployment. Detailed analysis of the development phases is beyond the scope of the paper. Our purpose is to provide an overview of the topic highlighting observations that we have made during the planning and data collection phase of the MAITE project, which aims at data-driven prediction of the need for health and social services.

2 RELEVANT REGULATION

2.1 Personal data protection
Access to individual level health data is a precondition for ML model development in the health domain. In most cases the data need to be acquired from one or more health data registers, such as electronic health record systems (EHRs). Real-world data (RWD) accumulated in EHRs can be made available by the respective data controller for so called secondary use referring to the usage of data for another purpose than the purpose for which the data was originally collected [9]. Secondary use of data may take place without the consent of the data subject based on public interest in the area of public health or scientific research as defined by the General Data Protection Regulation (GDPR), article 9(2) i, j. Some countries, e.g. Finland, have national legislation regulating secondary use of health data, and a related European-level legislative action is on-going [10]. Another data access option is the usage of data specifically collected for research, for example, based on the biobank consent given by the data subject [11].

Data sets available for scientific research - either based on public interest or consent - are typically pseudonymized.
Even though this encompasses removal of direct person identifiers of the data released for research use, the data could still be reidentified and, therefore, fall under the GDPR. Privacy of the data is in most cases protected by limiting its use to a secure processing environment (SPE) separated from the environment where the software is developed [12].

2.2 Medical device software

Legal and regulatory requirements for medical devices (including MDSW) in Europe are set out in the Medical Device Regulation 745/2017 (MDR) [4]. MDR classifies medical devices into risk groups (1, 2a, 2b or 3) with respective conformity assessment procedures. In practice, development under MDR requires the manufacturer to have a certified quality system (e.g. complying with the ISO 13485 standard) covering management processes, product requirements management, product realization, customer feedback and support. Food and Drug Administration (FDA) is responsible for the corresponding regulation in the United States, where the term Software as a Medical Device (SaMD) is used instead of MDSW [13].

ML based applications are problematic from the regulatory perspective as they may need to be updated when new data comes available [8, 14, 15]. FDA in the United States has published an action plan with concrete proposals to enable software changes to be implemented in a controlled way without a new regulatory approval. The FDA approach is based on a predetermined change control plan and algorithm change protocol which the manufacturer needs to specify upon product approval [16]. EU has chosen to provide related guidance through Artificial Intelligence Act (AIA) draft proposal, but is less explicit in defining the procedures to be adopted.

2.3 AI regulation

Specific EU-level regulation, the Artificial Intelligence Act (AIA) is currently under development [17] and will affect the development and use of AI based applications. AIA defines all AI systems under the Union harmonization legislation (including MDR) to be included in the high-risk category. The AIA regulation complements the MDR in addressing aspects related to the quality of training, validation and testing data sets. The regulation specifically requires the manufacturer to record detailed documentation on the AI system development, including data cleaning and model training methodologies as well as usage of third-party tools. AIA also addresses several ethics-related issues, such as interpretability of results produced by an AI system and the need for human oversight in the service provision context.

2.4 Healthcare information systems

Medical device regulation, referred above, is focused to ensure the safety and performance of the product. ML based medical software typically needs to be integrated in the information system environment of a healthcare service technology. Examples include the use of machine learning in drug discovery, disease diagnosis, and treatment planning. The integration of such technologies requires careful consideration of the legal and ethical implications, particularly in terms of privacy, transparency, and accountability. The AI regulation complements the MDR in addressing regulatory requirements for AI-based medical devices.

3 APPLICATION DEVELOPMENT PHASES

ML application development phases and their main linkage to regulation are indicated in Table 1. The application development lifecycle is divided into three major phases: research, software development, and application deployment.

3.1 Research

The research phase starts by defining the study approach and objectives in co-operation with the relevant healthcare professionals and other domain experts. The research plan describes the target population (inclusion criteria), research methodology, and data contents to be used. The development of an ML model typically falls to the category of exploratory research, where study endpoints are not known at the time of data permit application and are not explicitly defined in the study protocol. The research plan is an important part of the data permit application and shall comply with standard scientific research practices to be aligned with the GDPR requirements concerning access to data for secondary purposes.

After positive data permit decision, the data resources are made available for the data user. Data usage is subject to several restrictions due to the sensitivity of the data. Most typically, the data is made available for research in a secure processing environment (SPE), which provides the tools, storage capacity and computing resources needed for data processing, but does not allow exporting the data out of the environment. The installation of additional data analytics tools may also be subject to approval by the permit authority, and the availability of high performance computing (HPC) resources may be limited.

These limitations may complicate ML model development. On the other hand, the SPE approach can also be seen as an enabler for using data resources, which would not be accessible otherwise. Furthermore, an external SPE may be an attractive alternative for a research organization, which can avoid to invest in its own computing resources. SPE’s are still emerging and expected to be improved in terms of services and computing performance.

3.2 Software development

Depending on the results of the research phase, the software development activity in line with MDR requirements may be started after completion or during the research phase. The ML model developed in the research phase should include only anonymous information (e.g. tuned model coefficients), which enables the model to be exported from the SPE and used in the medical device software development process.
Table 1. Regulatory objectives in the development phases of ML based health applications.

<table>
<thead>
<tr>
<th>Regulation</th>
<th>Research</th>
<th>Software development</th>
<th>Application deployment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPR</td>
<td>Privacy and ethics of data usage for research and development</td>
<td>Privacy and ethics of the product</td>
<td>Privacy and ethics of the operational service</td>
</tr>
<tr>
<td>AIA</td>
<td>Privacy and ethics of data usage for research and development</td>
<td>Privacy, ethics, resilience and performance of the product</td>
<td>Privacy, ethics, resilience and performance of the operational service</td>
</tr>
<tr>
<td>MDR</td>
<td>ML-model documentation to enable traceability</td>
<td>Product safety and clinical performance</td>
<td>Enabling post-market surveillance</td>
</tr>
<tr>
<td>National regulation</td>
<td>Regulation on secondary use of data</td>
<td>Privacy, security, interoperability, functionality (digital health applications)</td>
<td>Privacy, security, interoperability, functionality</td>
</tr>
</tbody>
</table>

The basic requirement for medical device software is that the released product is safe and provides the declared clinical benefits. When significant changes are introduced for class 2a devices or higher, they need to be approved by a Notified Body [4]. Applicable standards (in particular IEC 62304:2006 medical device software – software life cycle processes) expect the development cycle to be divided into phases such as product planning, product design, design transfer, product realization and release.

Each phase ends in a design review, where final versions of the created documents and other artefacts are reviewed and approved. As indicated above in Section 2.2., new approaches for enabling agile updating of AI based applications are being introduced both in the USA and in Europe.

3.3 Application deployment

ML based applications are typically not stand-alone applications, but need to be integrated in health and social services information system environment. For example, a decision support application needs to be integrated with an EHR system to get access to patient records. Such deployment may be subject to additional national regulation besides the MDR [21]. The purpose of such national requirements is to ensure correct exchange of information between software components, appropriate personal data protection and resilience towards cyber-attacks. Certification demonstrating compliance with national requirements may be required. Also, joint testing with other software providers may be necessary to demonstrate interoperability [20].

Efficient clinical use of ML based applications requires, besides technical interoperability, also seamless integration with the clinical process. Although process-level integration would not be directly covered by regulation, it is a prerequisite for positive impact and clinical benefits of ML based applications. Therefore, it is important that ML based applications are reliable, compatible with current care guidelines and practices, show direct benefit for healthcare professionals and customers [22]. Also, final responsibility of treatment choices should always rest with the healthcare professional, and ML based applications should only be use as assistive tools [23].

4 BEST PRACTICES - CASE “MAITE”

In the following, we will analyse typical challenges in developing and deploying ML based applications and deploying them in health and social services. As an example, we will use the MAITE project (Data-driven identification of elderly individuals with future need for multi-sectoral services), where VTT Technical Research Centre of Finland Ltd. (VTT) is responsible for ML model development. We will identify the best practices to be adopted in the MAITE project to overcome the challenges of ML application development.

4.1 Case overview

The MAITE project emerges from the observation that health and social services expenditure is concentrated to a small fraction of the population [24]. It is expected that future heavy users of services could be identified based on their current health and social status and service usage history. The objective of the project is to develop an ML based model and proof-of-concept (PoC) application for predicting future service usage of elderly individuals. The model would support personalized and group-level preventive interventions to avoid excessive service need in the future.

VTT is responsible for the ML model development based on register data of Päijät-Häme Joint Authority for Health and Wellbeing (PHHYKY), a public health and social services provider with catchment area of 200 000 inhabitants in Southern Finland. The Finnish institute of health and welfare (THL) is responsible for coordinating the co-operation of stakeholders and ensuring continuous interaction between developers and end-users. The project is currently in the research phase with the data permit application recently accepted. The data permit covers the data resources listed in Table 2.
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After the development phase, machine learning models may still be vulnerable to security threats compromising the privacy of the training data. Adversarial attacks may for instance attempt to identify and de-pseudonymize individuals included in training or reconstruct the training data [26]. Privacy concerns can be partly reduced by controlling access to the model parameters and output at deployment, but further defence mechanisms can also be employed when developing the model. Differential privacy mechanisms constitute the state-of-the-art and improves privacy by adding noise to the data or the algorithm itself, e.g., in the objective function or in the gradients at each training iteration [26, 27]. Such mechanisms will also be considered in the MAITE project. We will identify and compare suitable privacy-preserving methods to ensure secure future integration of the ML model in commercial software.

### 4.3 From research to medical software

Medical device software development based on ML models originating from research projects can be a challenge for traceability. Even if the ML model development is carried out in the closed SPE, the traceability requirements of MDR and AIA should be fulfilled. This means that data pipelines, processing algorithms, data sets (tuning and testing) and respective version information shall be carefully documented. This may be a challenge for an SPE, which has primarily been designed for research purposes. Additional challenges arise from the fact that data permit is normally granted for a fixed duration after which the data is no more available unless an extension is granted.

In the MAITE project we will develop a software demonstration (PoC) without any requirement to comply with MDR. However, preparing for potential MDSW development after the MAITE project, we shall follow a systematic process to carefully document the ML model development steps. This will be achieved by the setting up software and data version management tools in the SPE to ensure full traceability between the ML model and the MDSW.

### 4.4 Deployment in the clinical environment

Deployment of ML based applications in the operational clinical environment involves many challenges. Technical integration challenges may be caused by the diversity of healthcare information systems between different service providers. Such challenges, require investment of resources to multiple integrations, but can usually be overcome. The most critical issue seems to be low acceptance by the professional users: development of solutions for healthcare
is in many cases technology-driven without sufficient contribution of end-users [28, 29].

The MAITE project addresses this problem by involving health and social services professionals during the full application development lifecycle. The project organizes several workshops during the research and model-development phase to understand user needs and the relevant personal health and social services usage data to be included as ML model variables.

Other potential challenges for ML application deployment are related to the GDPR and AIA regulation. The GDPR may limit the possibility of updating the application’s ML model by directly using data from an EHR system. Even more critical an issue is the overall lawfulness of the application. For example, using applications for automatic profiling of individuals is not allowed by GDPR and AIA. Therefore, it is considered important to stress that ML based applications should only be used as decision support tools, leaving the final decision always to the end-user. The MAITE project addresses such problems by carrying out an in-depth investigation of the regulatory impacts and needed precautions to ensure that the application complies with applicable regulation.

5 DISCUSSION AND CONCLUSIONS

ML models are increasingly used in healthcare applications. The life cycle of ML based applications differs from conventional MDSW products, such as EHR systems. Existing studies concerning the development process of ML based medical applications have been mainly focused to the challenges of software change management of continuously updated applications. Less attention has been given to the challenges related to the exploitation of large amounts of personal data in the application development. However, the related data protection requirements have a remarkable impact on the application life cycle.

In this paper, we have outlined three main phases of application development. Each phase is characterized by its specific relation with regulation. In the research phase, regulation (GDPR) especially concerns privacy protection, while in the software development phase the main objective of regulation (MDR) is to ensure safety and performance. In the application deployment phase, regulation is typically national and focused to ensure secure integration of the application to the operational service environment.

Using our ongoing MAITE project as an example, we have analysed challenges in ML application development and we have presented best practices to overcome them. In the research phase, we propose a certified SPE to be used for data processing. This approach minimizes privacy risks and helps to reassure the data controller of appropriate data usage. We also propose privacy-preserving methods, such as differential privacy, to be applied for protecting the ML model. In order to meet the traceability requirements of MDSW, we recommend systematic version control and data set management processes to be applied already in the early phase of ML model development taking place in a closed SPE environment. This approach will help the transfer of the ML model developed in the research phase into the software development phase. To overcome the deployment challenges, we propose early involvement of end-users already in the research phase as well as involvement of legal experts to ensure that the application being developed complies with regulation.

6 SUMMARY

This paper analyses the impact of regulation on the development of ML applications for healthcare. We especially focus on the challenges related to the use of sensitive personal data in the ML model development. We outline best practices for ensuring safe personal data processing and usage of the ML models as a basis for medical software development. We also highlight the importance for end-user involvement and legal evaluation at early development stage as a precondition for successful application deployment.
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Abstract
Depression is one of the most burdensome diseases in the world. A problem that depression presents, is the fact that it is connected with a high rate of unwillingness to seek professional help, and therefore many aspects of depression go unreported, affecting our understanding of it. Nowadays, individuals turn to online platforms for help and support, which creates vast amounts of data. This infodemiological study utilised data from Twitter to identify temporal patterns of behaviours related to depression in Finland. The findings of this study can be used to improve the impact of public health measures in relation to depression.
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1 INTRODUCTION
Mental health related health challenges are on the rise in today’s society. One of these challenges, depression, which is one of the most common mental health diseases, has been projected to become the leading cause of disability in the next 20 years. In fact, it has already been ranked as one of the most burdensome diseases in the world by the World Health Organization (WHO) [1]. According to the WHO, depression is both a symptom and an illness, and characterized by sadness, loss of interest or pleasure, feelings of guilt or low self-worth, disturbed sleep or appetite, feelings of tiredness and a poor ability to concentrate [2]. Not only can depression be debilitating and cause impairments in an individual’s everyday life, depression can also affect chronic health conditions, such as cancer, diabetes and obesity, as well as cardiovascular diseases [1]. Depression typically has a broad spectrum and can range from anxiety and milder forms to episodic or chronic severe depression. Depression can also be cyclic in its occurrence, and factors like temporal aspects and natural rhythms, such as the shift between night and day or the seasonal changes, can influence an individual’s tendency to suffer from depression and depression like symptoms [3, 4 pp. 325-326, 5, 6 pp. 1-3, 7]. These kind of periodic variations in depression, and more generally in mood and mental health are familiar for most individuals, both at a circadian level (24-hour cycles), circaseptan (weekly cycles) and on a seasonal level (yearly cycles), especially in the southern and northern hemispheres, where changes in external conditions are evident. Reasons for these variations in mood are, apart from the environmental changes, likely endocrinological as well as social [8, 4 pp. 325-326]. However well known, from a public health perspective, there is a challenge in monitoring these variations. A reason for this is that more traditional methods, such as surveys, are gathered at a specific time once a year or even less often, and thus lack the ability to identify trends, changes, and variations in health status within smaller time periods and intervals [1]. Depression incidence is also usually studied based on data from registers in healthcare institutions and organisations [9]. A challenge in relation to this, is that depression is connected with a high rate of unwillingness to seek professional help and can therefore go unreported. Whereas the first step toward appropriate treatment would be to seek professional help, individuals have been shown more likely to turn to online platforms and resources for help because of the stigma and barriers to care associated with depression [10, 11, 12, 13]. This presents a large gap in our knowledge in relation to depression and its variations. These large temporal gaps can hinder the development of effective and timely intervention programs and delay public health officials from acting on changes in health status [1, 9]. In the case of depression this is highly relevant, as a delay in initial treatment contact is associated with worse outcomes, despite effective interventions [12, 14].

The use of online generated user data may provide a method to overcome some of these gaps. As already mentioned, people suffering from depression are likely to turn to online platforms, and today, this online health information behaviour is extensive [11]. The vast amounts of data this generates, in search engines, on websites and in social media, not only allows us to study behaviours in relation to depression that have previously gone unreported, but also makes it possible to capture them in real-time and at a fine-grained temporal scale [1]. The use of data from online communication to study health related behaviours has been on the rise in the past decades, and has been called infodemiology, which can be defined as *the science of distribution of and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health*
and public policy [15, p. 155]. The underlying assumption in infodemiology is, that in the age of the Internet, there is a relationship between population health on one hand, and information and communication patterns on the internet, on the other [16]. Therefore, changes in peoples’ health status or behaviour, as well as public attention and attitudes are echoed in changes in online information and communication patterns [15]. The infodemiology approach has been effectively utilised to study temporal variation of online health behaviour in relation to depression, both in search engines and on discussion forums [11, 17]. Especially social media, where individuals are increasingly sharing their thoughts, emotions, and health concerns, can serve as a resourceful medium for mining information about the public’s mental health and behaviours in a non-invasive manner on a large scale over time and space [13, 18].

Of all social media platforms, Twitter, the microblogging service, has been the most utilised platform for conducting research on expressed emotions [18]. Tweets have in previous research been analysed in relation to a myriad of health-related topics, ranging from influenza outbreaks and vaccinations to obesity, physical activity and drinking problems [19]. Mental health related tweets have also been analysed in various studies, and previous studies have shown, that people post about their depression and their treatment for depression on Twitter [1]. In relation to temporal variations, the expression of emotions on Twitter have also been studied, with different aims, ranging from the detection of emotional contagion and change in public opinions to identifying mental disorders and measuring population mood before, during and after natural disasters [18]. A few previous studies have found circadian and seasonal patterns in the content of emotionally loaded wordings in Twitter messages. However, the majority of studies have focused on simple frequency analysis, or content analysis as well as classification by machine learning approaches, and disregarded the temporal variations and patterns [19, 20]. Thus, these previous investigations do not examine the full potential of the platform. Moreover, to the authors’ best knowledge, no studies to date have analysed depression related tweets limited to Finland. According to Official Statistics of Finland [21], in 2017, 11 percent of the population aged 15 or over used Twitter. In early 2022, Twitter was reported to have 759.5 thousand users in Finland, which would indicate that 15.8 percent of the population aged 15 or above in Finland used Twitter in early 2022 [22]. Even if the amount of Twitter users in Finland is limited, and only comprises of a small segment of the adult population, it can provide useful information, and complement previous infodemiological studies, on depression related online health information behaviour in Finland. Moreover, Finland, with its northern location and extreme variations in external conditions such as seasonal temperature and daylight, is an interesting subject to study health related phenomena from a temporal aspect [23, 24].

Therefore, the aim of this preliminary study is to identify temporal patterns and variation, as well as periods of heightened interest, in mental health topics, in this case depression, on Twitter in Finland.

2 METHOD
For this study, we collected and analysed timestamped and geo-located tweets identified with hashtags and terms relating to depression in Finnish (a list of included words can be found in Appendix 1). The terms were identified via the Google Trends top related query terms function, which resulted in 35 terms. It is worth noting that, even though the language and geographic location were set to Finnish and Finland, respectively, some of the keywords used in the search were English, simply because it is not uncommon to mix languages, especially with scientific vocabulary involved. We limited the tweets to include only tweets that originated in Finland geographically. UTC time was converted to the local time of the country in which tweets originated (Finland), after which we computed Hour and Day as numeric variables. We used the European convention to order the days of the week (leading to values of 0 for Sunday and 6 for Saturday).

Tweets were collected via the Twitter API version 2, specifically the /2/tweet/search/all endpoint of the Twitter API. The study utilised a subset of features the endpoint provided. A query is the main search feature containing the keywords, geographic location, and the language setting for the tweets. In addition, the date range was used to specify tweets’ creation time, tweet, and users’ fields to control the amount of data received and expansions to bypass the tweet’s shortened form. A script was made to programmatically collect the tweets which contained any word in a set of keywords and were posted during a certain timeframe. The script accepts, at minimum, plain text keywords or a keyword text file, start and end time, and the location to output the file containing the tweets. In addition, geographic location, language preference, and data fields can also be passed to the script to control the receiving contents.

Aside from the text and the ids associated with each data point, the timestamp when the data point was created, the type of the data point, and the author id were also recorded. No personally identifiable information (PII) was collected in this study. The time frame of the data collection was from 2017 to 2021, including three categories: quoted, replied_to, and tweet. The complete set included 5114 data points, but we only studied direct tweets; therefore, we are limited to 2751 data points in this study. In the plots, the data is normalised yearly, and the average is calculated over the total number of years, five in this paper.

Statistical calculations and data analysis was performed using python programming language version 3.8.13, including the libraries Pandas (version 1.2.3) and Scipy (version 1.5.2). Plots were done using Matplotlib (version 3.5.1).

3 RESULTS
The A total of 2751 (n=2751) tweets were identified containing one or more of the chosen keywords in relation to depression during the chose five-year period, between 2017 and 2021. Out of sample of 2751 tweets, we found 1030 unique users. Of these unique users, for instance, 690 users posted one tweet, 172 users posted two tweets, and 49 users posted three tweets. Therefore, most of the unique users (999) posted less than 10 tweets in the dataset. We found one user that posted 249 tweets. Statistical
significance of the data distributions depicted in Figures 2-5 were obtained using the standard Kolmogorov–Smirnov test available in the Scipy python package. The obtained p-values are consigned in Table 1. All results reject the null hypothesis (p < 0.05).

<table>
<thead>
<tr>
<th>Year</th>
<th>Monthly (Fig. 2)</th>
<th>Yearly (Fig. 3)</th>
<th>Weekly (Fig. 4)</th>
<th>Hourly (Fig. 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>0.0015</td>
<td>1.26e-12</td>
<td>0.022</td>
<td>7.36e-06</td>
</tr>
<tr>
<td>2018</td>
<td>0.0017</td>
<td>1.40e-12</td>
<td>0.023</td>
<td>4.34e-06</td>
</tr>
<tr>
<td>2019</td>
<td>0.0016</td>
<td>1.41e-12</td>
<td>0.024</td>
<td>7.44e-06</td>
</tr>
<tr>
<td>2020</td>
<td>0.0018</td>
<td>7.90e-13</td>
<td>0.018</td>
<td>4.33e-06</td>
</tr>
<tr>
<td>2021</td>
<td>0.0016</td>
<td>7.85e-13</td>
<td>0.018</td>
<td>4.26e-06</td>
</tr>
</tbody>
</table>

Table 1. Kolmogorov-Smirnov p-values for each series of data per year and distribution as presented in Figures 2-5.

As can be seen in Figure 1, the yearly distribution of depression related tweets shows a peak in 2019, with 678 tweets. In 2021 again, the number of tweets mentioning depression is at its lowest, with 388 tweets.

Figure 1. Yearly distribution of depression related tweets in Finland between 2017-2021.

On a seasonal scale, our analysis shows that tweets that mention depression follow a bimodal curve, with higher activity during spring and autumn. On an average level, the autumn peak is more significant compared to the spring peak. However, as can be seen in Figure 2, there is an exception for the year 2020, where a clear spring peak can be identified, and where activity is significantly higher during February. This February peak in 2020 is followed by a high activity in the end of the year 2019, specifically in November 2019.

Figure 2. Monthly distribution of tweets that mention depression in Finland during 2017-2021.

A more detailed analysis of the seasonal variations on a weekly level, as illustrated in Figure 3, shows that the November peak in 2019 is located more towards the end of November, and the February 2020 peak again, is located in mid-February, shortly after the WHO declared a public health emergency of international concern in relation to the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) that was rapidly spreading worldwide.

Figure 3. Yearly distribution of tweets mentioning depression on a weekly scale in Finland for the years 2017-2021.

On a circaseptan, or weekly, scale, tweets containing references to depression related terms, show a higher distribution towards the beginning of the week, reaching a small peak on Wednesday and Thursday, from where onwards activity rapidly starts to decline. The lowest number of tweets that mention depression related terms can is displayed on Sunday. The weekly distribution of tweets is presented in Figure 4.

Figure 4. Weekly distribution of tweets containing depression related terms for the years 2017-2021.

The diurnal variation of tweets that contain depression related content is presented in Figure 5. Our analysis reveals a clear unimodal curve, where activity starts to rise in early morning from 03:00 onwards and reaching a peak at between 07:00 and 08:00 in the morning. Activity then starts to decline in the evening, from 19:00 onwards. Activity then is at its lowest between 22:00 and 03:00.

Figure 5. Distribution of tweets that contain depression related content on a diurnal (24-hour) scale for the years 2017-2021.

4 DISCUSSION

Our results indicate that tweets in Finnish containing depression related content follow temporal patterns, on a seasonal (yearly), circaseptan (weekly), as well as circadian (24-hour) level. The bimodal curve identified for tweets that contain depression related content in Finnish is similar
to previous infodemiological studies in relation to depression in Finland. Peaks in spring and autumn have previously been identified for search engine [24] and discussion forum activity [11] in relation to depression. Moreover, these seasonal findings, with peaks during spring and autumn, also correspond with previous findings of seasonality in diagnosed depression, hospital admissions and suicide rates in the Scandinavian countries and more broadly in the Northern Hemisphere [11]. The late November peak in activity is also similar to Dzogang et al. [8], who found that negative affect in messages on Twitter is significantly periodic and over-expressed in late November. The significantly higher peak in activity in depression related tweets during February 2020 identified in this study is most likely related to the Covid-19 pandemic and does validate previous findings that have indicated a significant increase in mental health symptoms early in the pandemic [25]. A more detailed content analysis of the tweets for these peak time-periods is already planned, with the aim to identify reasons for heightened activity.

On a circaseptan level, the findings in this study are somewhat contradictory to previous findings of online health behaviour in relation to depression in Finland, where peaks have been identified during Sundays and Mondays [11, 24]. Sundays and Mondays have also been identified as days when lower mood or depression symptoms are more prevalent [26]. From a broader perspective, health contemplations in general have been shown to peak in the beginning of the week and decline towards the end of the week [14]. Moreover, Twitter usage has in some studies been shown to decline towards weekends, which could explain the weekend trough in activity [27, 28].

As for the diurnal variations, activity on Twitter reveals a different temporal pattern compared to search engine queries in relation to depression in Finland, where significant peaks are visible during night-time, and troughs in activity during daytime [17]. The same night-time peaks have also been found in discussion forums for discussions related to depression [11]. However, a similar early morning peak to the one identified in this study, in tweets containing words representing negative affect has been identified by Golder & Macy [29] globally, in four English speaking regions. They identified a peak between 03:00 and 04:00 in the morning. Moreover, Ten Thij et al. [30] found, that people suffering from depression showed higher levels of “rumination” and “self-reflection” between 03:00 and 06:00 in the morning. The rising activity during early-morning, between 03:00 and 06:00, could be an indicator for disturbed sleep quality and sleep patterns, something that is a common symptom for depression [2].

An explanation for the differing results on a circaseptan as well as diurnal level, compared to the temporal patterns exhibited in search engines and discussion forums in Finland, could be the somewhat different use of Twitter compared to search engines and discussion forums. On Twitter, the largest user group consists of professional or business users, often more active during office hours, while the smallest user group is personal users. On Twitter, the personal, or casual users, are also the users that have a low or mild social engagement [31].

As can be seen, our findings indicate that collecting tweets offers an empirically based, objective and valid way of identifying and revealing temporal patterns and periods of heightened activity on Twitter in relation to depression. Data from Twitter can therefore help create a broader picture of online behaviours in relation to depression. The findings in this study also shows that comprehensive trend analysis of data from social media can reveal important insights that can be useful for timing more effective interventions and disseminate credible information related to depression [19]. For instance, detecting a rise in levels of depression related content could trigger social media platforms, in this case Twitter, to recommend internet-based intervention services, such as online cognitive behavioural therapy, to the users [13]. This would allow for early or timely optimal interventions, which have been shown to be of relevance in treatment response [14]. Moreover, this kind of infodemiological research can be extended to almost any health condition, and by collecting and analysing publicly available data, in near-real time, public health officials can be provided with early warning signals. This again can help provide important information to intervene by designing and implementing timely public health campaigns [15, 18]. It however needs to be noted, that this method of data collection and analysis are not meant to be a replacement for traditional public health surveillance systems or clinical diagnoses of depression, but as a compliment to them. As a substantial part of the population act on health-related issues without the involvement of health professionals, utilizing novel ways to detect these behaviours can complement more traditional data gathering methods, and aid in taking appropriate and needful public health measures [1, 15, 32].

5 LIMITATIONS

Our study does present some limitations. Firstly, there is no way to ensure that all tweets mentioning depression or related terms are strictly related to depression. A solution to this would be better filtering of the data and techniques, such as sentiment analysis to further refine the sample, could improve precision [19]. However, as the aim of this preliminary study is merely to identify temporal patterns in depression related online behaviour, future studies will utilize more precise tools to conduct further analysis on content of the tweets. Another limitation is the amount of Twitter users in Finland. With a relatively small percentage of users, the results cannot be generalised to a wider population, and the population observed on Twitter may display activity at times that are not corresponding with a broader population. Nevertheless, as more and more people are starting to engage in health-related behaviour on different online platforms, there is a need to examine these to be able to gain a holistic perspective on these behaviours. This again, is necessary in order to provide effective interventions, in this case for people that might need help with mental health related issues.

6 CONCLUSIONS

The aim of this study was to identify temporal variations and patterns of tweets containing depression related content in Finland. This preliminary study is the first of its kind in Finland to analyse the temporal variations and patterns of tweets that relate to depression. The results are somewhat
contradictory to previous findings from similar infodemiology studies, which advocates more research within this field, to gain a broad perspective of online behaviours in relation to depression. Generally, research on harnessing online data for understanding online health behaviours is still in its infancy, and as so often, more research is needed to harness the full potential that the analysis of this relatively new data generated on online media platforms can offer to tackle public health concerns [19]. The amount of online engagement in matters that relate to health keep rising on existing, as well as new platforms, which results in more and more user generated data. Therefore, it is necessary to pursue research on online platforms in order to improve representativeness of health behaviours, and as a result of that, the impact of public health measures.
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Appendix 1 – terms related to depression used to identify tweets.

Masennus (eng. depression)
masennus oireet (eng. depression symptoms)
masennustesti (eng. depression test)
masennus testi (eng. depression test)
synnytyksen jälkeinen masennus (eng. postpartum depression)
masennus hoito (eng. depression treatment)
ahdistus (eng. anxiety)
keskivaikea masennus (eng. moderate depression)
psykoottinen masennus (eng. psychotic depression)
lapsen masennus (eng. children's depression)
vakava masennus (eng. severe depression)
depression (eng. depression)
vaiketa masennus (eng. serious depression)
nuorten masennus (eng. youth depression)
raskaus masennus (eng. pregnancy depression)
väsymys (eng. fatigue)
lievä masennus (eng. mild depression)
masennuslääkkeet (eng. depression medication)
mielementveys (eng. mental health)
nuoren masennus (eng. adolescent depression)
masennus blogi (eng. depression blog)
itsemurha (eng. suicide)
masennus keskustelu (eng. depression discussion)
psykoosi (eng. psychosis)
masennukset hoito (eng. depression treatment)
masennus itsehoito (eng. depression self)
krooninen masennus (eng. chronic depression)
kaksisuuntainen mielilahäiriö (eng. bipolar disorder)
depression test
depression symptoms
manic depression
postpartum depression
crippling depression
clinical depression
high functioning depression
Abstract
Nudge principles and techniques can motivate and improve personal health through emerging digital devices, such as activity trackers. Tracking people's health and well-being using such devices have earned widespread interest. These devices can continuously capture and analyze health-related data from individuals and communities in their everyday environment. Providing context-aware nudges can help individuals to self-manage and improve their health. In this study, we discuss how a consumer-based activity tracker can be used to track different variables for physical activity (PA) and how it has the potential to be an important source of data for future smart nudging.
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1 INTRODUCTION
A nudge was defined by Thaler and Sunstein in 2008 as "any aspect of the choice architecture that alters people's behaviour predictably without forbidding any options or significantly changing their economic incentives" [1]. Nudges were initially explored in offline decision-making, focusing mainly on personal health or wealth decisions.

The concept of digital nudging was introduced in 2016 when the notion of nudging was transferred to digital user interfaces. The term was coined by Weinnass et al. [2], who defined it as the "use of user-interface design elements to guide people's choices or influence user's inputs in online decision environments." Others have later revised this, and Meske and Potthoff [3] further expanded the definition in 2017 to include free decision-making and defined digital nudging as "a subtle form of using design, information, and interactive elements to guide user behaviour in digital environments, without restricting the individual's freedom of choice."

Further, in 2019, Karlsen and Andersen [4] defined smart nudging as "digital nudging, where the guidance of user behaviour is tailored to the current situation of each user."

Smart nudging requires a user profile with a broad scope of connected data. The data is investigated before a customized nudge is structured. User acceptance of a customized nudge likely has a higher probability of succeeding (i.e., the user approves the nudge and adheres to the recommendation) than a non-customized nudge [4].

Current evolving digital technologies and devices, such as smartwatches, activity trackers, and smartphones, can provide continuous and long-term collection and analysis of behavioural data. This includes health-related data types like physical activity (PA), pulse, body temperature, stress levels, and sleep, and contextual data (e.g., location by global positioning systems (GPS)) from which other data types can be inferred (e.g., weather). These devices thus provide an opportunity for providing a continuous feedback loop to provide on-time nudges, to allow people to better self-manage their health and make informed choices [5].

From a public health perspective, by collecting this type of data from a large number of the population, these devices can potentially provide insights into different demographic groups, with access to near real-time data collection and evaluation at the population level, without being directly involved with the individual [6].

Recent developments in wearable sensor technology have taken such implementation closer to existence [7, 8]. Adding context-aware nudges to these digital health devices can help individuals identify and self-manage their PA levels to lead a healthy lifestyle.

The World Health Organization recommends that adults perform at least 150-300 minutes of moderate PA each week [9]. Globally, 25% of adults do not reach this goal [9]. Inactive people have a 20%-30% higher risk of death, and it is estimated that five million deaths could be avoided each year if people were more physically active [9].

Understanding an individual's context is complex, and smart device data must be precise to get valuable insights [10]. Natural human behavior consists of multiple simultaneous circumstances [11]. For example, people may be running indoors, outdoors, and on running tracks. The geographical location data can assist in identifying the user's context in this situation.

We propose a system that provides nudges related to the user's context and interests [4]. A system with context-aware data sources such as location data, time, weather, PA, and heart rate data, will help tailor nudges suitable to the user's context. For example, we could present a nudge to a user living close to a ski resort with a previous interest in skiing, suggesting when they can ski in the mountains using weather and location data for context and information about the activity levels for the user the previous days.
To create such a smart nudging system, we must first understand what type of data is available in current digital smart technology and explore how that data can be used. Therefore, the objective of this study was to use PA data from consumer smartwatches to understand the context of the consumer and prepare for a future smart nudging solution for leading a healthy lifestyle.

2 RELATED WORKS

A pilot study by Haga et al. [11] was conducted in Canada to promote PA among college students with smartwatches. One hundred seventy-five students completed surveys on stress, diet, PA, and behaviors during weekends. The study did not test the effect of the intervention, so they could not assess the impact of these technologies on health and wellness outcomes [11].

A study by Cherubini et al. [10] aimed to find the correlation between tangible rewards and PA. The study reveals that tangible rewards and motivational messages decrease intrinsic motivation and thus their related PA. One of the primary outcomes of this work is that they learned that tangible rewards do not help establish lasting healthy routines. They observed no significant difference in the number of steps walked during the experiment, whether they offered participants money or not to perform this activity [10].

A study by Hafner et al. [12] suggests that incentivizing PA can lead to increased activity levels. In addition to the overall rise in the amount of activity monitored, the gain also appears to be correlated with higher levels of intensive activity over time, measured in the average number of days of intensive activity per month [12].

Finally, Mozgai et al. [13] proposed a mHealth application that provided optimized and interactive digital content through a mobile application. Novel adaptive logic algorithms used behavioral change techniques like a virtual human coach. The system would be aware of context and personal usage patterns with additional data sources, e.g., user mobility and calendar data.

3 METHOD

Recruitment

We used convenience sampling to recruit six volunteers. Participants had to be 18 years or older, owned and operated an Apple Watch (Apple Inc., CA, USA), and willing to share watch recorded PA data. Participants were recruited among people living in the northern part of Norway, north of the arctic circle.

Equipment

The first Apple Watch was released in 2015. Since then, eight generations have been released, and it is currently one of the most popular smartwatches available. In 2021, the Apple Watch had a 30% market share worldwide [14]. Depending on generation, the watch comes in several sizes (38-45mm), colors, metal finish, memory- and storage capacity, display quality, connectivity capabilities, and sensor support.

The fourth generation Apple Watch was released in 2018. It included a multitude of sensors, including a Global positioning system (GPS), tri-axial accelerometer, gyroscope, altimeter, compass, electrical heart sensors (ECG), and optical pulse sensor (i.e., photoplethysmograph).

Fuller et al. [15] concluded in a 2020 systematic review of smartwatch validation studies that the Apple Watch (with Samsung) had less measurement variability than other brands when estimating step counts and heart rate. The same study also concluded that although energy expenditure on average was overestimated by 58%, it was one of the most accurate brands. A recent paper by Kwon et al. [16] further concluded that the Apple Watch had a mean absolute percentage error (MAPE) of only 1% for moderate-to-vigorous PA and a MAPE of 4% for activity energy expenditure. A MAPE below 10% is generally used as a threshold for an acceptable MAPE when comparing smartwatch data in free-living conditions [17, 18].

Data extraction and variables

We asked participants to export their Apple Watch collected data from the Apple Health web solution to access the data. The exported data contains daily data on PA, workout details, and device information encoded as one Extensible Markup Language (XML) file per participant. The collected data has aggregated the steps count of a person from mobile phones and smartwatches. We excluded mobile phone steps and only analyzed step data retrieved from the smartwatch.

We extracted relevant variables from the source data using Python 3.9 [19] with NumPy 1.21 [20]. We only extracted data between January 2020 and December 2021. We stored variables in comma-separated value (CSV) files, divided into daily variables for Active energy, Exercise minutes, Steps, and Distance.

Active energy is understood as PA energy expenditure, given as Kcal. Exercise minutes are considered minutes of light-, moderate-, and vigorous PA combined. Distance is the sum of walking- and running distance, given in kilometers. Steps are the sum of daily steps counted on the smartwatch device.

Additional variables exist, including Heart rate, heart rate variability (HRV), oxygen saturation (SpO2), peak oxygen uptake (VO2Max), stand minutes, and sleep data. These additional variables were not used in the current study but can be relevant for data analysis in future smart nudging.

Statistical analysis

We used Python 3.9 [19] with Pandas 1.4.2 [21, 22] and Matplotlib 3.5.2 [23] packages to visualize and analyze the PA data for the following variables: Active energy, Exercise minutes, Steps, and Distance.

For each combination of selected variables, we calculated Pearson's correlation coefficients. The strength of the associations is assessed using cutoffs suggested by Evans [24], i.e., very weak, less than 0.2; weak, 0.2-0.4; moderate, 0.4-0.6; strong, 0.6-0.8; and very strong, greater than 0.8. Correlations are presented as scatter plots. Value distributions for each variable are shown as bar plots. Pearson correlations and variable distributions are combined and presented in a pair plot. Pearson's correlations are further explained as a heat map.

For Steps and Exercise Minutes, we created time series plots for mean daily values to evaluate change in these variables throughout the two years for all the participants.
4 RESULTS

Participant characteristics
The mean age (in 2022) for included participants was 36.3 years (SD=11.7). We collected two years of PA data for each participant, from January 2020 to December 2021. Included participants used the 4th generation Apple Watch or newer. All participants signed informed consent.

Variable correlation and value distribution
Here we present how the four selected variables correlate. (i.e., Active energy [kcal], Exercise minutes [light-, moderate-, and vigorous PA], Steps, and Distance [km]). Figure 1 gives a pair plot showing the Pearson's correlation coefficient between each variable. We used the mean value of every month's activity of all participants as data for the variables. The value distribution for each variable is also provided, shown as natural divided time in months over two years. A corresponding heat map with correlation values is given in Figure 2.

In the pair plot (Figure 1), we checked the correlation between the variables with monthly mean value as data. Each scatter point denotes a monthly mean data of the variables.

Steps have a very strong correlation with Distance (0.99), a very weak correlation with Exercise Minutes (0.12), and a weak correlation with Active Energy (0.29). Exercise Minutes have a very weak correlation with Distance (0.098) and a very strong correlation with Active Energy (0.83). Active Energy has a weak correlation with Distance (0.27).

Change in step counts
Figure 3 gives a time series visualization plot for Step data for 2020 and 2021, using mean value of all participants.

![Figure 3. Change in daily mean steps between January 2020 and December 2021](image)

The average step count data from 2020 and 2021 shows a higher step count between June and September compared to the remaining months. The lowest average daily Step count was found in March 2021 (2890 steps). The highest average daily Step count was in April 2022 (13750 steps).

The Step count data for 2021 shows a lower level of recorded steps during the year's initial months and an increased number of steps from April to December, especially between April and August.

Change in Exercise Minutes
Figure 4 gives a time series visualization plot for the Exercise Minutes data for 2020 and 2021, using mean value of all participants.

![Figure 4. Mean Exercise Minutes for the two years](image)
The mean Exercise Minutes was lowest from March 12, 2020, to April 10, 2020; this time period was also the Norwegian COVID-19 lockdown period. The Exercise Minutes did not diverge much from the yearly mean during the COVID-19 lockdown period. From December 2020 to January 2021, participants’ Exercise Minutes were reduced.

5 DISCUSSION

In this study we collected and analyzed PA data for 2020 and 2021 from six participants wearing an Apple Watch, recruited in the Arctic region. We analyzed different variables for PA collected by the watch.

The correlation plots show that only Distance and Step count, Exercise Minutes and Activity Energy are linear dependent. Remaining combination of variables does not have a clear linear dependency.

We observed a decline in Steps and Exercise Minutes during the COVID-19 lockdown period (from March 2020). After June 2020, people seemed to find ways to be active. A potential reason for the reduction of performed physical activity in January and February 2021, may be that these are the two coldest months of the winter season. Furthermore, although not a lockdown, there were COVID-19 restrictions during this period.

A sharp increase in people’s Exercise Minutes after the COVID-19 restrictions were lifted, i.e., after September 25, 2021, was also observed. However, three weeks later, Exercise Minutes had returned to normal levels (i.e., before September 25).

Physical activity findings from the present study is in accordance with a previous study by Henriksen et al. [6], where two years of PA data were collected using consumer-based activity trackers. Results showed that change is PA due to the Norwegian COVID-19 lockdown was distinct and clearly detected.

The Tromsø study, the longest-running population study in Norway [25] was initialized in 1974 with the overarching goal of combating the cardiovascular disease epidemic in the northern part of Norway. The seventh survey of The Tromsø study saw a steady decrease in cardiovascular risk variables while obesity continued to rise [26]. In this study, and similar population studies, data on physical activity are traditionally collected using questionnaires and research-based accelerometers. The present study suggests future population studies could investigate new technologies and approaches to improve data gathering efficiency and reduce participant burden. Smartwatches and activity trackers could be investigated as a potential source of PA data, adding to already existing methods for PA data collection.

The advantage of the data collection method in the present study, is that it shows that Exercise Minutes (and other variables) can be recorded with a smart watch, and that daily levels of PA can be measured. However, evaluating PA using Steps and Activity Energy alone is not sufficient.

Depending on which activity tracker a participant wears, a multitude of other variables can be extracted. For the Apple Watch, in addition to PA, various sleep and heart rate variables exists, including: pulse, heart rate variability (HRV), oxygen saturation (SpO2), peak oxygen uptake (VO2Max), Electrocardiograms (ECG), time in bed, average sleep minutes, and more.

For participants already owning an activity tracker, data can be collected without adding much burden to participants.

Conclusions

Understanding the context of the user is critical for smart nudging. But, we faced the toughest pandemic and lockdown in the form of COVID-19 effect on our data [26]. People found new ways of performing workouts and physical activity during COVID-19, and people are interested in following the same even after removing the restrictions due to their constraints and comfort.

We are working on data analysis techniques to predict the activity type with the impact of context to assess how context-aware nudges can work better for them. We also plan to evaluate the effect of weather conditions and calendar data on physical activity in the future to tailor smart nudges for the users. Input from smartwatch data is an essential source for future smart nudging in this context. We will use this study and methods to analyze the context impact on physical activity and increase physical activity with context-awareness.

6 SUMMARY

To understand users’ context and PAs in the Arctic regions, we collected and analyzed smartwatch activity for 2020 and 2021. We enrolled six participants. Our finding indicates that PA patterns changed due to COVID-19, albeit temporarily. Despite governmental restrictions, participants found other means of performing PA, even though they could not leave their house as much as usual. This study focuses on understanding the context of the users to assess and prepare nudges for healthy lifestyle patterns.
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Abstract
This article explores the collaborative work of maintaining data quality of a major health administrative database as it is carried out by medical secretaries in the role of ‘registration responsible medical secretaries’. The article reports on ongoing socio-technical study of local, on-the-ground data work in 5 Danish hospital departments. We argue the medical secretaries make important and skillful contributions to data quality at department level, including identifying and correcting errors, implementing changes to the coding practice, and maintenance of data input quality at the department level requiring a high level of context sensitivity.
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1 INTRODUCTION
In this paper, we explore what we call the context sensitive collaborative work of data registration and data maintenance at five hospital departments in Denmark. We frame this data work as being socio-technical as the electronic health records (EHR) and other health informatics technologies, together with rules and regulation and staff competencies for doing data work and clinical work, is highly situated and contextual. To understand the driving forces behind the registration and quality assurance work on patient trajectories done by the medical secretaries at the department level, we first introduce some of the important parameters guiding high health data quality in Denmark.

1.1 Data-driven health care and data work
As data has risen as the new “oil” of the information economy [1], along with widespread digitalization and the growth of data-intensive resourcing in healthcare [2, 3] the focus on achieving data-driven healthcare management is increasingly evident in both academic literature [4, 5] as well as the health care strategies worldwide, as well as in the strategies of Danish health authorities [6, 7]. As ambitions for data-driven potentials are rising with advances in data-powered technologies such as artificial intelligence (AI), so is the pressure on health care professionals to deliver high-quality data. Data is not simply pumped out of the ground as the oil metaphor suggests but requires work[8]. This focus is reflected in the growing body of literature concerned with exploring the work required for sustaining the data-driven health care systems [8–13] recognizing that large-scale data is a product of the work of many people and professions [14], leads to new professions [8] and changes the task portfolio and relationship of existing professions [14, 15]. It remains pertinent to investigate the on-the-ground data work of healthcare professionals, both clinical and non-clinical such as the medical secretaries in focus of this article. We aim to contribute to this field by foregrounding some of the important and skilled data work happening backstage in Danish hospitals to maintain data quality of a major health database.

1.2 Digitalization and data-driven healthcare in the Danish context
From an international perspective, Denmark is often regarded as a frontrunner in digital health care and boasts a long history of successful national standardization efforts with numerous national health information technology strategies starting in 1995 building toward an increasingly coherent data infrastructure [16, 17]. Today this enables a wide range of data to be shared between GPs, specialists, pharmacies, municipal health services, and public hospitals, as well as with the patient through patient-facing infrastructures such as Sundhed.dk. Denmark has a well-registered population, a digitalized system of performance measurement in the health services [2], and a recent joint initiative of the Danish health authorities aim to make Denmark an international leader in the use of health data for treatment, research, public management, and innovation [7]. The aim is to further strengthen the access to and use of health data building onto, what is already referred to as the ‘epidemiologists dream’ [2, 17, 18] building onto ‘...a large network of population-based medical databases, which routinely collect high-quality data as a by-product of health care provision’ [17].

In this article, the primary context of the data quality work in focus is the data quality work of medical secretaries related to data on patient hospital encounters reported into the administrative medical database The Danish National Patient Registry (DNPR).
1.3 The Danish National Patient Registry

The DNPR which has been in place since 1977 [19] is one of the primary administrative health databases in the Danish context. DNPR collects all information on examinations and treatments in hospitals including e.g. primary and secondary discharge diagnoses, dates of contact, surgical procedures with dates from inpatient, outpatient as well as emergency encounters [17]. The Register provides data for different health registers, research, disease monitoring, and treatments [20] and is one of the most widely used registries for epidemiological research [17]. It is also a key database for performance and finance management at the hospital, regional, and state levels, as the financing model for Danish public hospitals includes both block grants, as well as activity-based subsidies (based on DRG), which utilize data reported to the DNPR for the settlements. One example of a political objective, which to a high degree shapes performance monitoring is the policy of ‘extended free hospital choice’ under which citizens may choose freely among all public or private hospitals if a region cannot deliver a diagnostic examination within a 30-day timeframe [17]. Creating and maintaining the necessary, correctly coded data to enable such performance measurement and fulfillment of patient rights is a key aspect of the data quality work performed by medical secretaries which is in focus in this article.

Data for the DNPR derives from registration in the patient administrative systems utilizing an integrated classification system, which combines entirely Danish classification systems based on international standards such as versions of the WHO’s International Classification of Diseases ICD-10 and the Nordic operation classification systems (NCSP) [20, 21].

In 2019 a major upgrade (DNPR3) to the database was carried out implementing a shift to trajectory-oriented registration, bundling contacts, diagnoses, procedure, and result registration in relation to a clinical disease trajectory for each patient. Hence is possible for patients to have 2 or more ongoing trajectories at the same time, which is needed among patients with comorbidity.

Data for monitoring interventions and outcomes as recommended in national clinical guidelines is an important objective for a comprehensive national data structure. Moving from the level of political intentions to the organizational level, as well as the concrete registration, and quality assurance of health care data, four levels and entities are of significance.

<table>
<thead>
<tr>
<th>Organization level</th>
<th>Data registration body</th>
</tr>
</thead>
<tbody>
<tr>
<td>National</td>
<td>Danish Health Data Authority</td>
</tr>
<tr>
<td>Regional</td>
<td>Business intelligence and/central IT departments</td>
</tr>
<tr>
<td>Hospital</td>
<td>Registration unit and consultants</td>
</tr>
<tr>
<td>Hospital Department</td>
<td>Registration responsible Physicians and Medical secretaries/health administrative coordinators</td>
</tr>
</tbody>
</table>

Figure 1. Health data registration organization levels: National, regional, hospital, and department

At the hospital department level, a registration responsible physician and a registration responsible medical secretary (RRMS) is appointed by department management to make sure data work is done according to the national guidelines. At the hospital level, a registration responsible unit and registration responsible consultants are monitoring the aggregated data work and data compilation. At the regional level data from all departments and hospitals are managed, quality assessed, and used by the regional politicians and managers to monitor regional health-related activities, but also forwarded to the Danish Health Data Authority (DHDA) where health data from all 5 regions are quality assessed, aggregated, used for research, and visualized.

The specific responsibilities and guidelines for the execution of the RRMS role in relation to the wider registration organization are formalized in a region-wide role description for the RRMS. There are no formal certification requirements connected with the role of the RRMS beyond those required for medical secretaries in general and the specific organization of the role is decided locally depending on the department context.

1.4 Data work of medical secretaries

The study, from which this article emanates, particularly seeks to make visible the data work of medical secretaries in Danish hospitals (see [15]). Medical secretaries in Danish hospitals undertake a broad array of patient-oriented and health-administrative tasks as well as support to clinicians’ work [22, 23]. The profession of medical secretaries is actively working to acquire new tasks and remain relevant in modern digitalized health care and has been taking on new tasks following from an increasingly digitalized work setting [14, 24, 25]; one example being the data work of quality assurance of patient data registration as in focus here. In 2021 the education for medical secretary has been replaced with a one of ‘Health Administrative Coordinator’ placing a higher emphasis on their role in the administration of a more complex, digitalized healthcare setting.

Since the profession began gaining in numbers in the Danish hospital context in the 1950s medical secretaries were closely tied to the doctors and thus the clinical context. They have still today maintained a decentral department distribution where they physically and organizationally are located close to clinical practice. Several studies emphasize this as a key factor, which enables them to ‘often act as the organizational ‘glue’ or connecting thread between other professional groups at the hospital’ [26] and that “secretaries are deeply involved in diagnostic work through the eligible administration of patients in the collaborative electronic information systems’ [27] and thus are positioned at the intersection of clinical and administrative work (ibid).

Like that of other clerical workers, the work of medical secretaries has often been relegated to the background [23], [28], regarded as mere routine work rather than knowledge work and thus targeted for automation [29, 30]. This article seeks to contribute to the growing body of literature foregrounding the work behind the high-quality data powering the ‘epidemiologists’ dream’ and AI, described above, by investigating the work of medical secretaries in...
Danish hospital departments as they work to maintain the quality of data for a major patient trajectory database, the DNPR.

Entering into this, we ask the following research question: Which practices and skills are employed by registration responsible medical secretaries for maintaining the quality of patient trajectory registration data at the department level?

2 METHODS

This paper reports insights from ethnographic fieldwork carried out by the first author from February to March 2022, at five different hospital departments in the region of Northern Jutland in Denmark. The region spans from small, local hospitals to a major university hospital. This study includes departments in both regional and the central university hospital, and departments ranging from 7 to 30 secretaries. The departments included were chosen based on prior knowledge from an ongoing study of the work of medical secretaries in Danish hospitals (see [15]) as well as snowballing to identify RRMSs deemed highly skilled by their peers. Hence, the medical secretaries who were interviewed are all experienced in the use of the ICT systems, which was a crucial element when enquiring into their skills and competencies as professionals.

Five RRMS were interviewed for each 30-60 minutes after which a focused shadowing was carried out by engaging in a form of apprenticeship peer training session. This was carried out by instructing the RRMS to introduce the tasks, main systems, etc to the observer, the first author as if he was a new apprentice creating a space for both the RRMC to present their expertise in context and for the interviewer to enquire into specific elements of practice. The shadowing happened at the desk of the RRMC being a natural workplace connected with the role. Three of the sessions lasted 2 hours, two lasted 6 hours split over two days.

In addition, one interview (45 minutes) was made with a member of the Registration Unit as well as one interview (60 minutes) with a head of medical secretaries in one of the departments.

All interviews were transcribed in full. During observation, handwritten notes were jotted down and written into full notes immediately after supported by focused transcription of the sound recording from the observation sequence.

Analysis of the data largely followed the process of Grounded Theory [31] constructing themes by shifting between open, horizontal coding, and vertical, consolidating coding and subsequent focused coding. The presentation of data and insights in this paper is the product of the discussions between the two authors.

3 ANALYSIS

In the following, we present characteristics of the work of quality assurance in the work of the RRMS as they emerged through the fieldwork and subsequent analysis. Initially, we touch on the necessary competencies or mindset required for the role as RRMS (3.1) after which we outline the process and tools related to the work on error lists. Finally, we outline two strategies applied in the work on error lists, namely ‘detective work’ (3.3) and ‘data quality educator’ (3.4), and show how these rely on a context sensitivity based on the intertwined situated skill and knowledge from both the administrative, clinical, and organizational context of the department.

3.1 The registration mindset – being RRMS

As mentioned earlier, there are no formal requirements or certifications tied to the role of the RRMS. Two of the RRMS in this study had taken specific courses oriented toward health data registration (e.g. data processing and controlling), but obtaining the role as RRMS rather seems to be based on experience and a certain type of mindset. As described by a head medical secretary:

“To be a registration responsible really is demanding. It simply requires a huge insight into the hospital, and it also requires a lot of experience. *RRMS* is really - she is mega experienced. And likewise - the thing about going in-depth, wondering and the thing about things simply having to be right - you have to have a lot of... a pride, a professional pride about it. So, she's very good at it. You need to have someone like her in the departments. Also, because it gets... complicated sometimes.” (Head of medical secretaries)

When talking about the skills needed for performing the work, it was unanimously agreed that it took a certain type of personality. One secretary refers to herself as having a ‘registration brain’ (RRMS 5), while others jokingly suggested having ‘a bit of OCD’ and finding joy in cleaning up and ‘getting things completely right’. During the in-situ interviews the RRMs would at times enthusiastically celebrate upon opening a list, which was empty or had fewer errors than previous or expected such as the quote below, in which an RRMS opened an error list which she had been particularly attentive to for a period, but had not checked for several days:

“Wow, now have look! It's empty. Oh my God, this is the first time in a long time -- that is amazing!” (RRMS 2)

While most of the RRMS explained how they got the role somewhat coincidentally rather than as a deliberate career choice, they stress the particular attitudes – or the ‘registration brain’ – as a key characteristic to thrive in the role.

3.2 The work on error lists

The main part of the work of the RRMS is centered around quality and error lists, which are “a tool for medical secretaries to perform ongoing quality assurance of registrations’ [32].

The error lists, which are uniform across all hospitals in the region, are generated automatically by the regional Business Intelligence Unit containing logical errors from the clinical registration of patient trajectories. New extracts are published once every 24 hours and accessible through a folder in a shared drive in the form of lists in PDF and Excel files. The error lists are sorted in thematic subfolders and the files are separated by error type (eg ‘Potentially missing clinical decision’).

Though, most of the lists are accessible through different avenues (eg. the patient-administrative system, a business intelligence solution, and websites from the national health data authority) the lists are accessed through a folder in a shared drive, referred to as the ‘department folder’.
Most of the lists are permanent, while others are in place to enable specific events; in the case of this fieldwork one of these events was preparation for migration to a new EHR. The role description, see [32], specifies the frequency to which each list should be reviewed, however in practice these are not followed. Rather the pace of the routine relies on the size of the department, concrete registration deadlines related to certain lists, and the overall activity in the department.

In the observed departments, the time spent on the role varies depending on the size and context of the department. In one large department with a coordinating role for other departments in a regional hospital, the role was managed by two persons as the primary function. In a small department, the role was assigned to the head medical secretary, who assessed that she spent a few hours per week on the work on error lists specifically.

A central aspect of the work on monitoring and clearing errors off the error lists requires the RRMS to maintain an overview of the status of the lists over time. Due to the system of lists being updated daily (around midnight), there is a delay in the feedback as to whether the corrections made to the trajectory data results are correct, as this will only be visible on the next day’s error list. Additionally, one registration issue often shows up on several error lists, meaning that the correction of one issue will often solve issues figuring on multiple lists. Analyzing these connections requires insights both into the logic of the registration system as well as the intricacies of the patient administrative systems in general. Failing to foresee the connections can lead to the RRMS ‘searching for an error, which isn’t there anymore’ (RRMS 4).

### 3.3 Data detective work – investigating and correcting errors

A majority of the errors on the lists are, despite being time-consuming due to being many, simple in the sense that they require little analysis and are often uniform and easily corrected, eg by adding or changing a single code. At the level of the individual complex error, several of the RR secretaries in this study refer to this as being ‘detective work’ or as taking a ‘Sherlock Holmes’ approach. This is to describe the process of going from the decontextualized error on the error list, eg ‘Missing A-Diagnosis’, to investigating through the available patient data across different systems (eg booking system, EHR, patient-administrative system, physician task lists) and different types of data (eg medical notes such as s or admission and discharge letters, test answers, bookings) and to identify the cause of the error and what needs to be done by whom to correct it.

‘It’s a lot about tracing down what has been going on’ (RRMS 1)

The ‘detective work’ description illustrates the ability to identify the cause of the errors on the list by combining a deep contextual understanding of the IT systems in use, the registration regime, the role of registration in department/hospital administration and the organization and medical specialty.

As described above, the work on errors often spans a period and involves awaiting other people or processes to contribute:

‘RRMS is working on a case on the error list of cases in which inquiries have outrun the 30-day period. The RRMS is trying to chase down the clinical decision’, she says, to establish whether a clinical decision has been made by meticulously browsing through the relevant systems. In the notes module, she identifies a medical note (a sound file) pending transcription, which fits the timespan to potentially contain a clinical decision made within the 30-day period. Hence, not able to assign the correct code, the RRMS adds a ‘priority’ mark to accelerate the transcription process. In the patient-administrative system, she notes down ‘Note #date#: as an indication for herself, that transcription is awaiting. The error remains on the list and will appear again after 24 hours until solved.’ [Field notes]

In another example an error concerns a referral, which has been simultaneously canceled/closed and referred to inquiry and therefore conflicts with the need to assign the start date of a patient’s 30-day inquiry period:

‘To solve the issue, she has to ‘dig through earlier referrals’, which she opens in Clinical (EHR), where she – as opposed to the patient administrative system – can read through the visitation information; who did what when in the visitation history. By reading through history, she can conclude that the cancellation must have been added by mistake by another department. She sends the case to the department with a note on suggested processing.’ (Field notes)

In this case, the RRMS show a high level of interactional expertise in the clinical field they are in in addition to a deep knowledge of the related coding regime, which is required to be able to effectively navigate complex patient trajectories and construct these in the form of correct registration. This combination of knowledge has been particularly necessary after the introduction of the DNPR3 and the related trajectory-oriented coding regime as many physicians and regular medical secretaries still tend to fall into using the former activity-oriented coding regime.

The coding expertise is also visible in how, the RRMSs engage in refining the coding of trajectories:

"*RRMS* is showing the workflow of correcting an error on the ‘Missing A-Diagnosis’ list. She points out that most (non-RR) secretaries would probably just see that ‘this is ambulant’ and see that it is a control visit after an emergency room visit. She, however, likes to go back in the patient history (in the patient administrative system) to see earlier activities in the trajectories of the patient to be able to connect the diagnosis to the correct place in the trajectory as well as add the right fracture diagnosis as a ‘plus-diagnosis’" (From field notes)

This speaks to the ‘professional pride’ or urge to ‘get things right’ mentioned earlier.

A considerable number of errors, the RRMSs agree, stem from poor integrations between the booking system and the patient-administrative system, where registrations do not properly synchronize between the systems. An example of this is that it is possible to create a booking in the booking
system without the contact being registered to the patient trajectory (in the PAS), which prompts an error. To identify how to fix the error the RRMS has ‘to go hunting’, as one secretary put it, in patient data (physicians’ notes, discharge letters, etc.) across different systems to establish what kind of contact, if any, took place. One example is identifying in the free text of a note from the physician that the patient will be contacted by a nurse.

‘That is a really, I mean, that’s really annoying work to clean up, because you have to rewind the whole thing to see if ‘is this one supposed to be there or is it not and if not, when and to which contact is it supposed to be assigned?’’. (RRMS, 1)

In sum, the RRMSs – as Sherlock Holmes in a crime scene – navigate the complex contexts of patient trajectory data from the points of single, decontextualized logical errors in the registration as they appear on error lists through a range of skills and knowledge situated in both clinical, administrative and organizational aspects of the department context.

3.4 Data quality educator

In the observation and interviews of this study, the focus on supporting the ability of the medical secretaries in the department to deliver high-quality registrations unsurprisingly comes out very clearly as a key concern for all the RRMS.

The work of building the registration capacity of the department’s secretaries covers aspects of identifying and correcting patterns of error in the registration at the group and individual levels as well as contextualizing and communicating changes to the registration practice.

One of the formalized responsibilities of the RRMS is to “Ensure that news regarding registration is known and manageable by medical secretaries” [32]. Through the Registration Unit, the RRMSs regularly receive notifications (mostly by e-mail) of changes to the registration practice. The RRMS then decides the necessary steps to roll out the new practice and whether it necessitates any changes to registration workflows. Depending on the type and complexity of the change, the size and organization of the department, and other contextual factors, the RRMS produces, initiates, and monitors the implementation of these changes at the department level. An example of a complex shift is the upgrade from DNPR2 to DNPR3, mentioned earlier, which constituted a major shift in the registration logic for secretaries and clinicians alike. Though this upgrade was rolled out in 2019, the RRMS often mention dealing with residue from the former activity-oriented registration logic (eg. Examinations that are logged without connection to an active trajectory).

The RRMSs in this study emphasize the identification and acting on patterns of error in the registration of the department is an integral part of managing data quality at the department level. The RRMSs describe how their choice of action regarding an error – whether to fix the error or send it back to the secretary who made the error – is a balancing of when to step into the role of the educator vs simply correcting the error. This balancing is based on whether the error is systematic and part of a pattern either with the individual secretary or the group, as well as an assessment of the cause of the error; e.g. whether it is due to a wrongful understanding of the correct registration practice, based on the registration systems (such as issues from poor integrations) or organizational (eg delays in transcription, illness or lack of personnel in own or other departments, etc).

They stress how considerations of upholding relations with other secretaries and physicians are central to their decision of when to choose the educator role. In a recent paper, Jensen [33] point out how diplomacy skills, ie “creat(ing) and uphold(ing) good relations […] is a fundamental and under-recognized aspect of transplant data practices” (p 9). This echoes the considerations of the RRMS as they balance their strategies between educating the department and knowing that what they are asking often is often regarded as annoying.

Thus, to enforce the continuously changing registration practice and maintain department registration quality, the RRMSs apply a deep contextual knowledge of organizational as well as administrative domains. In doing so a key ability of the RRMS is to identify patterns in registration errors at the department level and successfully use this in building the registration capacity of secretaries and clinicians in the department while balancing their relations in the collaboration with their colleagues whose registration they are correcting.

4 DISCUSSION

As with most other clerical functions, a major part of the work of medical secretaries happens ‘backstage’, in the back office behind a desk, looking at a screen, while physicians and nurses are much more visible. As discussed in several classical texts within Computer-Supported Cooperative Work (CSCW) and related fields [28, 30] the invisibility of clerical workers and considering their work as routine work tends to lead to ambitions to automate them away.

As Holten-Møller [25] foresees, while many discussions of automation are ongoing in the context of data and registration in health care, “the future of AI and automation in hospitals seems to have little or no place for clerical work” (ibid). What we are seeing might be that “data work may simply be shifting hands’ (ibid).

In Denmark, we recently saw with the implementation of the EPIC EHR system in two Danish regions in 2017, how the business case of the new EHR systems were been partly financed through a planned redundancy of medical secretaries [34]. Here the ambitions followed the general trend of realizing a double aim of cutting costs and achieving real-time data by authorizing physicians to the coding of patient trajectories at the bedside [4]. The regions in question, however, ended up re-hiring most of the medical secretaries to work on correcting error lists to maintain data quality as the quality of registrations plummeted and frustrations of the physicians grew [34]. The work didn’t disappear – it merely shifted hands and took a new form.

The role of the RRMS discussed in this article illustrate data work needed to maintain data quality and how a group of non-clinical health care professionals does this work by applying situational knowledge and skills from the clinical, administrative, and organizational context of a hospital.
department. As a potential future role in a context of increasing automation of coding work as new generation EHRs are being implemented, shedding light on the qualities of on-the-ground data quality work becomes crucial in understanding how non-clinical workers in health care with a deep knowledge of the departmental context contribute to realizing the increasing ambitions of data-driven health care.

5 CONCLUSION
This paper has highlighted how medical secretaries as non-clinical workers in Danish hospitals, contribute to data quality of an major national health database by correcting data registration errors made by clinicians, fellow medical secretaries, and/or EHR systems at the hospital departments. Their work requires highly situated skills and competencies within data registration practices, on-the-ground knowledge, and an interest in close follow-up and implementation of new data registration guidelines for the health care organization. We have shown how the work of identifying and correcting errors, implementing changes to the coding practice, and maintenance of data input quality at the department level is carried out with a high level of context sensitivity through strategies as ‘detectives’ (analysing and correcting errors) and ‘educators’ (identifying and acting on error patterns in department coding practice) while simultaneously balancing the diplomacy of correcting the errors of colleagues to uphold a good working relationship.

As a profession, medical secretaries contribute at regional and national levels to quality health care data and thus to meet the goals in the national strategies for data-informed patient trajectory, treatment, research, public management, and innovation.
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Abstract
A computer-assisted coding tool could alleviate the burden on medical staff to assign ICD diagnosis codes to discharge summaries by utilising deep learning models to generate recommendations. However, the opaque nature of deep learning models makes it hard for humans to trust them. In this study, the explainable AI models LIME and SHAP have been applied to the clinical language model SweDeClin-BERT to explain ICD-10 codes assigned to Swedish gastrointestinal discharge summaries. The explanations have been evaluated by eight medical experts, showing a statistically higher significant difference in explainable performance for SHAP compared to LIME.
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1 INTRODUCTION
The International Classification of Diseases (ICD) has been used globally for over a century to classify information in patient records [1]. Using the ICD coding system, reported conditions in patient records are converted into medical codes. The coded patient records are then used for administrative and research purposes. The ICD coding system has been revised multiple times. Currently, the tenth version (ICD-10) is the most widely used edition.

The ICD framework is important as it is a common way of recording diseases, enabling health practitioners within and between countries to share their data. The ICD promotes the compilation and storage of medical data for decision-making and analysis. Currently, the ICD is used by all member states of the World Health Organization and has been translated into 43 languages [2].

Human coders are prone to making errors when assigning ICD-10 codes. For example, one study [3] found that 20 percent of the main diagnoses in Swedish discharge summaries were incorrectly coded.

A computer-assisted coding (CAC) tool for ICD-10 coding that utilises artificial intelligence (AI) can give recommendations to physicians on possible ICD-10 codes for a discharge summary. In addition, it can also validate already assigned ICD-10 diagnosis codes. The use of such tools has the potential to increase the efficiency of the health care system.

The development of a CAC-tool for ICD-10 coding is highly needed in the medical field. This is part of the ClinCode project, at the Norwegian Centre for E-health Research [4].

The use of artificial intelligence (AI) and machine learning has in recent years become widespread. Novel strategies like deep learning (DL) models have demonstrated great results for a multitude of regression and natural language processing (NLP) tasks [5][6]. Nonetheless, DL models are opaque in nature. It is often impossible for humans to understand why DL models make particular predictions. This is an issue as it makes it hard for humans to trust the predictions of DL models [7]. To remedy this problem, the field of explainable artificial intelligence (XAI) has recently emerged [8]. The purpose of XAI is to provide methods that can explain the prediction of AI models.

In this article, the XAI models Local Interpretable Model-agnostic Explanations (LIME) [9], and SHapley Additive exPlanations (SHAP) [10] have been applied post hoc to the classification model Swedish De-identified Clinical BERT (SweDeClin-BERT) [11], to explain ICD-10 classifications of Swedish gastrointestinal discharge summaries. SweDeClin-BERT is a derivation of the model KB-BERT, a Bidirectional Encoder Representations from Transformers (BERT) model [12] developed by the National Library of Sweden (KB). The explanations by LIME and SHAP have then been evaluated by medical doctors and ICD coding experts through a questionnaire, resulting in a comparison of the model’s explainable performance. Specifically, the models have been compared for the factors of user trust, explanation satisfaction and perceived usability.

While there have been previous evaluations of LIME and SHAP with medical data, only one peer-reviewed study has been found which applies SHAP with Swedish medical data [13]. The domain dependence of data when evaluating...
AI models motivates the need for this article, as it uses medical data labelled with ICD-10 codes in Swedish. To the extent of our knowledge, this paper is the first that evaluates LIME and SHAP on Swedish medical data labelled with ICD-10 codes. From a Human-Computer Interaction (HCI) perspective, it is also valuable to get feedback from respondents of the population that will be future users of a CAC-tool for ICD-10 coding. It is valuable as the performance of XAI models is highly subjective depending on the user group.

2 RELATED RESEARCH

This article builds upon previous research [14], which has evaluated the deep learning model KB-BERT against a range of baseline models for the task of multi-labeling Swedish gastrointestinal discharge summaries with ICD-codes. The results of that article showed that a fine-tuned version of KB-BERT achieved an F1-micro of 0.80 and F1-macro of 0.58 on grouped ICD-10 codes. However, when tested on the full 263 ICD codes, the KB-BERT model underperformed against the baseline models. In the article, it was recommended to further study the possibility of including explainability mechanisms in a CAC-tool for ICD-10 diagnosis coding, which this article aims to do.

Previous research [15] has evaluated the model eXtreme Gradient Boosting (XGBoost) against the models Random Forest (RF) and Support Vector Machines (SVM) in the ability to predict sarcasm in natural text using punchline utterance and context. In the article, it was found that XGBoost achieved a higher F1-score than RF and SVM when using only utterance as well as when using both utterance and context. In the study, LIME and SHAP were used to give explanations for individual predictions. By using LIME and SHAP, the study could show that the models can explain that word importance is vital to correctly predict sarcasm in dialogues.

In another article [16], a user study was performed to evaluate the performance of an XAI system called HealthXAI. HealthXAI had the purpose of predicting cognitive decline from early symptoms. In the study, participants performed evaluations on the three factors of User Trust and Reliance (UTR), Explanation Satisfaction (ES) and Human-Machine Task Performance (HMTP).

Eight neurologists (clinicians) participated in the study who were well versed with technology and experts in cognitive decline. The explanations provided by HealthXAI were evaluated through a questionnaire using Likert scale answers. The study showed that HealthXAI with explanations performed better for all three factors than without explanations. Furthermore, the participants were very positive toward the explanations by HealthXAI for all three metrics.

In a related study [17], a proposed model aimed at explaining local multi-label classifications in NLP was compared to LIME and XGPlain. The models were evaluated through a user study and found that users could complete tasks faster with recommendations from the proposed model than with LIME. Additionally, Hamming score was used to evaluate the models, which is the fraction of correctly predicted labels out of all labels. On one dataset, LIME achieved 91%, the proposed model 90.75% and CXPlain 81.67%. On another dataset, LIME achieved 66.08%, the proposed model 65.23% and CXPlain 52.95%.

A previous study [13] compared an attention-based Recurrent Neural Network (RNN) to a basic RNN on which SHAP has been applied in the ability to give local and global explanations of Adverse Drug Events (ADE) in Swedish medical records. In the study, users assessed the explanations by the attention-based RNN and SHAP. Also, the Top-k Jaccard Index was used to assess the explanations by comparing the index of the models to those of medical experts. The medical experts in the study thought that SHAP gave more efficient explanations to show how features additively contribute to predictions. As such, SHAP was deemed most suitable for real-time scenarios where efficiency is important.

As apparent by the related research described above, there is previous research that has investigated the explainable performance of LIME and SHAP. However, there have been no comparisons of LIME and SHAP in their ability to explain ICD-10 classifications of Swedish gastrointestinal discharge summaries.

3 METHODOLOGY

3.1 Hypotheses

As stated, the aim of this study is to compare LIME and SHAP for the factors of user trust, explanation satisfaction and perceived usability. We hypothesise a difference between LIME and SHAP in terms of the three aforementioned factors for explaining ICD-10 classifications of Swedish gastrointestinal discharge summaries made by SweDeClin-BERT.

3.2 Selection of XAI Approaches

There is a multitude of XAI models that could be evaluated in explaining ICD-10 classifications. In a recent systematic review [8], 137 papers proposing XAI models were reviewed. However, not all the models can be considered for our study. For this study, the XAI models need to be local and post hoc. This means that they can explain individual classifications and be applied to existing prediction models respectively [18][19]. These two factors are necessary for an XAI model to be implemented in a CAC-tool for ICD-10 coding. The XAI must be able to explain individual classifications of ICD-10 codes and need to have the versatility of being applied to powerful classification models like BERT. This reduces the 137 models reviewed in [8] to 51 models. Further delimitation has been made by ranking the 51 remaining models by citations on Google Scholar. The model Gradient-weighted Class Activation Mapping (Grad-CAM) with 8,134 citations can be disregarded as it is intended for computer vision. This leaves LIME and SHAP are the most relevant models, with 8,430 and 6,432 citations, respectively, as of 2022-04-01. We use the number of citations to judge which models are most used and use this as a proxy for relevance.

3.3 Collection of Data for ICD-10 Classification

The data used in this study consist of Swedish gastrointestinal discharge summaries contained in the second version of the Stockholm EPR Gastro ICD-10...
The ICD-10 Corpus is part of the research infrastructure Health Bank at DSV/Stockholm University. The Health Bank contains Swedish patient records from over 2 million patients from Karolinska University Hospital, encompassing the years 2006 to 2014 [20]. All data in our study have been de-identified and hereafter called Stockholm EPR Gastro ICD-10 Pseudo Corpus or ICD-10 Pseudo Corpus for short.

The ICD-10 Pseudo Corpus consists of 6,014 gastrointestinal discharge summaries. The dataset has a heavily imbalanced distribution of ICD-10 codes and this can be seen in Figure 1. To have a meaningful evaluation of LIME and SHAP, the predictions of ICD-10 codes being explained need to be made from a high-quality classifier. To mitigate the negative impact of the imbalanced data, a subset selection of discharge summaries has been made that have at least one of 18 selected ICD-10 codes out of the 263 original ones. While this approach might not be appropriate for an end-product application, it allows us to simulate a scenario where LIME and SHAP are applied to a model that has learned the underlying patterns of the data. This enables LIME and SHAP to also learn the underlying patterns of the data as they try to approximate the prediction function of the classification model. The subset selection of discharge summaries means that there are at least 100 discharge summaries for each of the 18 selected ICD-10 codes. The other discharge summaries, which do not have one of the 18 ICD-10 codes, have been removed from the subset. The subset consists of 3,636 samples. The distribution of ICD-10 codes in the subset and the ICD-10 codes are visible in Figure 2.

![Figure 1. ICD-10 code distribution in the original dataset of ICD-10 Pseudo corpus. There are in total 263 unique ICD-10 codes on the X-axis.](image)

Figure 1. ICD-10 code distribution in the original dataset of ICD-10 Pseudo corpus. There are in total 263 unique ICD-10 codes on the X-axis.

![Figure 2. ICD-10 code distribution in the subset of 18 ICD-10 diagnosis codes.](image)

Figure 2. ICD-10 code distribution in the subset of 18 ICD-10 diagnosis codes.

As is typical in machine learning [21], the data has been split into a training set, validation set and test set. The training set consists of 2,617 samples (72%), the validation set of 655 samples (18%), and the test set of 364 samples (10%).

### 3.4 Implementation of SweDeClin-BERT

SweDeClin-BERT [11] has been used as the classification model in this study, a model based on the general Swedish KB-BERT [22] that has been further pre-trained on pseudonymised clinical text from the Health Bank. Pseudonymised means sensitive personal information has been identified in the text and replaced with surrogate values. SweDeClin-BERT is, therefore, a privacy preserving clinical language model for Swedish.

In our study SweDeClin-BERT has been fine-tuned for the downstream task of labelling discharge summaries with ICD-10 codes, using the aforementioned dataset of 3,636 discharge summaries. The fine-tuning has been done with the hyperparameters described in Table 1. To determine the number of epochs to train for, 5-fold cross-validation has been performed. The validation loss can be seen in Figure 3, resulting in the decision to fine-tune the model for nine epochs.

<table>
<thead>
<tr>
<th>Hyperparameter Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>2</td>
</tr>
<tr>
<td>Learning rate</td>
<td>2e-5</td>
</tr>
<tr>
<td>Gradient accumulation steps</td>
<td>16</td>
</tr>
<tr>
<td>Number of warmup steps</td>
<td>155</td>
</tr>
<tr>
<td>Weight decay</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 1. Hyperparameters for fine-tuning SweDeClin-BERT

---

1 This research has been approved by the Regional Ethical Review Board in Stockholm under permission no. 2007/1625-31/5.

2 Health Bank, http://dsv.su.se/healthbank
5-fold cross validation
All hyperparameters except the number of epochs are based upon earlier studies [12]. Since the goal of this study is not to create an optimal classification model, no hyperparameter optimisation has been performed. The code used to implement the model can be found in our Github repository.

3.5 Evaluation Results of SweDeClin-BERT
As SweDeClin-BERT returns prediction probabilities for each of the labels to a discharge summary, labelling has been considered true when having a prediction probability of 0.5 or higher. All evaluation results have been rounded to two decimals. The evaluation of SweDeClin-BERT on the test set has returned a mean accuracy of 0.97, as well as the mean results in Table 2. Micro and macro averaging captures different things. Micro averaging gives equal weight to every sample in a dataset, while macro gives equal weight to every class [23].

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>Micro averaged</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Macro averaged</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 2. Evaluation results of SweDeClin-BERT

3.6 Implementation of LIME and SHAP
In Figures 4 and 5, as well as Figure 6, one of the discharge summaries used in the questionnaire can be seen explained by LIME [24] and SHAP [25], respectively.

When LIME was implemented for this study, ten features were used and 100 samples. As such, ten is the greatest number of features for an explanation and 100 is the size of the neighbourhood of closest samples used to learn the linear model [26]. Ten features are the default value of the library, while 100 samples have been chosen due to computational limitations. On the left-hand side of Figure 4, LIME lists the prediction probabilities for the most probable ICD codes for the particular discharge summary. On the right-hand side, LIME lists the features that have the strongest influence for classifying the discharge summary with a certain ICD code. In Figure 5, the features can be seen highlighted in the discharge summary. The feature with the darkest colour has the highest impact. In Figure 6, the same discharge summary can be seen explained by SHAP. It has been classified with the ICD-code K859, with f_{output}(inputs) value of 1.96426. f_{output}(inputs) is the output from the model for the original output [27]. The base value for K859 is -1.03703, which means that it is the average prediction for that label [28]. Similarly to the visualisation by LIME, a darker colour indicates a more impactful feature. The blue features impact the classification negatively, while the red features impact it positively. In Figure 6, the ten most important features have been toggled to show their SHAP value. In the SHAP tool, more features can be toggled at will.

3.7 Questionnaire Design
15 randomly selected discharge summaries from the test set have been included in the questionnaire, where the explanations for their predicted ICD-10 codes are explained by LIME and SHAP. This set of discharge summaries includes samples whose ICD-10 codes have been correctly predicted and ones that have been incorrectly predicted. This choice has been made to not give a misrepresentative view of the AI model’s performance. Only the ten most
impactful features for the most probable ICD-10 code from LIME and SHAP’s explanations have been included in the questionnaire. The explanations by LIME and SHAP are evaluated by the respondents through the questionnaire in Google Forms.

As the explanations by LIME and SHAP are visually very different, the explanations have been harmonised in order to reduce potential design preference bias by the respondents. See examples of harmonised explanations in Figures 7 and 8, as well as Figures 9 and 10, for LIME and SHAP, respectively. In the harmonised explanations, the positively contributing features to an ICD-10 classification have a green colour. The negatively contributing features have a red colour. Again, the gastrointestinal discharge summaries are in Swedish. For reference, contrast the harmonised explanations with their original counterparts seen in section 3.6.

![Figure 7. Harmonised explanation in Swedish by LIME - features and weights](image1)

![Figure 8. Harmonised explanation in Swedish by LIME - features highlighted in text](image2)

![Figure 9. Harmonised explanation in Swedish by SHAP - features and weights](image3)

![Figure 10. Harmonised explanation in Swedish by SHAP - features highlighted in text](image4)

All 30 explanations (15 discharge summaries explained by both LIME and SHAP) have three questions attached to them to evaluate the explanations on the factors of user trust, explanation satisfaction and perceived usability. The three questions are as follows:

- On a scale from 1 to 5, how trustworthy do you find the explanation of sample x to be?
- On a scale from 1 to 5, how satisfied are you with the explanation of sample x?
- On a scale from 1 to 5, how useful would you find the explanation of sample x to be, if used as a recommendation to classify the discharge summary?

## 4 RESULTS

Answers to the questionnaire have been collected from eight respondents, where seven are medical doctors/physicians, and one is a professional ICD-coder. All respondents have experience with ICD-coding. The collected data through the questionnaire has resulted in 120 data points for each of the factors of user trust, explanation

---

**Figure 6. Example of SHAP explanation in Swedish**

<table>
<thead>
<tr>
<th>Base value: x = -3.03703</th>
<th>$f_{input}(x) = 1.90426$</th>
</tr>
</thead>
<tbody>
<tr>
<td>وبك كونترست ديركتكوليت</td>
<td>2.746</td>
</tr>
<tr>
<td>وبك حماية ديركتكوليت</td>
<td>1.424</td>
</tr>
<tr>
<td>ابستريغ</td>
<td>-0.903</td>
</tr>
<tr>
<td>ابستريغ مع درجة</td>
<td>0.796</td>
</tr>
<tr>
<td>ينمسس للصحيحة</td>
<td>-0.297</td>
</tr>
<tr>
<td>ينمسس أوميسراو 20</td>
<td>-0.257</td>
</tr>
<tr>
<td>ينمسس للصحيحة</td>
<td>-0.224</td>
</tr>
<tr>
<td>ينمسس أوميسراو 20</td>
<td>-0.218</td>
</tr>
<tr>
<td>ينمسس أوميسراو 20</td>
<td>-0.165</td>
</tr>
<tr>
<td>أوبسيكلاز</td>
<td>-0.161</td>
</tr>
</tbody>
</table>

---

**Figure 7. Harmonised explanation in Swedish by LIME - features and weights**


---

**Figure 8. Harmonised explanation in Swedish by LIME - features highlighted in text**
satisfaction and perceived usability for both models. The 120 data points come from the number of respondents multiplied by the number of discharge summaries in the questionnaire.

Paired t-tests have been performed to compare the score between LIME and SHAP for the aforementioned factors. Normally, some assumptions need to hold for a paired t-test [29]. These assumptions can, however, be disregarded when using Likert scale data [30].

### 4.1 Test for User Trust

A paired t-test has been carried out with the user trust for LIME and the user trust for SHAP, instantiated in the variables LIME_UT and SHAP_UT, respectively. The results can be seen in Tables 3 and 4. The $p$-value is 0.012, meaning that the difference of the means between LIME_UT and SHAP_UT is statistically different from zero at $\alpha = 0.05$ level of significance. The mean user trust for LIME ($M = 2.99, SD = 1.553$) is higher than the mean user trust for LIME ($M = 2.47, SD = 1.478$), $t(119) = -2.544$, $p = 0.012$.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIME_UT</td>
<td>2.47</td>
<td>120</td>
<td>1.478</td>
<td>.135</td>
</tr>
<tr>
<td>SHAP_UT</td>
<td>2.99</td>
<td>120</td>
<td>1.553</td>
<td>.142</td>
</tr>
</tbody>
</table>

**Table 3. Paired samples statistics of LIME_UT and SHAP_UT**

**Table 4. Paired samples test of LIME_UT and SHAP_UT**

#### LIME_UT - SHAP_UT

- Mean: -.525
- Std. Deviation: 2.260
- Std. Error Mean: .206
- 95% Confidence Interval of the Difference – Lower: -.934
- 95% Confidence Interval of the Difference – Upper: -.116
- $t$: -2.544
- df: 119
- Significance – One-Sided p: .006
- Significance – Two-Sided p: .012

### 4.3 Test for Perceived Usability

A paired t-test has been carried out with the perceived usability for LIME and the perceived usability for SHAP, instantiated in the variables LIME_PU and SHAP_PU, respectively. The results can be seen in Tables 7 and 8. The $p$-value is 0.005, meaning that the difference of the means between the variables LIME_PU and SHAP_PU is statistically different from zero at $\alpha = 0.05$ level of significance. The mean perceived usability for SHAP ($M = 2.99, SD = 1.569$) is higher than the mean perceived usability for LIME ($M = 2.39, SD = 1.485$), $t(119) = -2.855$, $p = 0.005$.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIME_PU</td>
<td>2.39</td>
<td>120</td>
<td>1.485</td>
<td>.136</td>
</tr>
<tr>
<td>SHAP_PU</td>
<td>2.99</td>
<td>120</td>
<td>1.569</td>
<td>.143</td>
</tr>
</tbody>
</table>

**Table 7. Paired samples statistics of LIME_PU and SHAP_PU**

**Table 8. Paired samples test of LIME_PU and SHAP_PU**

#### LIME_PU - SHAP_PU

- Mean: -.600
- Std. Deviation: 2.302
- Std. Error Mean: .210
- 95% Confidence Interval of the Difference – Lower: -1.016
- 95% Confidence Interval of the Difference – Upper: -.184
- $t$: -2.855
- df: 119
- Significance – One-Sided p: .003
- Significance – Two-Sided p: .005
4.4 Analysis

SHAP has a higher mean value than LIME for all three factors investigated in our study. As evident from the results, SHAP has a mean value of around 3.0 for all factors, while LIME has a mean value of ca 2.4 for all factors. It could therefore be worthwhile to further study the explainable performance of SHAP. This could be particularly interesting since the explanations by SHAP have been harmonised with the explanations by LIME in this article. Further studies could evaluate SHAP in its original format, where the full capability of the model can be utilised.

5 DISCUSSION

This article has aimed to evaluate relevant XAI models that could be incorporated into a CAC-tool for ICD-10 coding. The most relevant XAI models for this purpose have been judged to be LIME and SHAP. While there exist previous studies that have evaluated LIME and SHAP on NLP tasks, there have been few studies evaluating them in a Swedish context. Previous research has given indications of the promising potential of LIME and SHAP. One example is LIME and SHAP’s ability to show that word importance is crucial to predicting sarcasm in dialogues. Another one is that medical experts think that SHAP gives efficient explanations of how features additively contribute to explanations when explaining ADE in Swedish medical records. However, this paper is the first one to compare the ability of LIME and SHAP to explain the assignment of ICD-10 diagnosis codes to Swedish discharge summaries.

The main limitation of our study is its generalisability. A non-probabilistic approach has been applied to recruit respondents to generate an exploratory sample. This means that the opinions of the respondents may not be representative of the whole research population. Furthermore, the evaluations of LIME and SHAP are heavily dependent on the performance of the underlying model on which it is applied. This, in turn, has a bearing on the predictability of the model to which they are applied. If a CAC-tool for ICD-10 coding is to be constructed in the future, there are many things that will have to be optimised in comparison to what has been done in this article. For example, a balanced dataset will have to be used, contrary to the dataset used in this article. Additionally, the hyperparameters of the classification model will have to be optimised during training. Once satisfactory predictive performance on all ICD-10 codes has been established, the results of this study can be used as decision support on which XAI model to incorporate into the CAC-tool.

Future research is recommended to conduct a similar survey with a larger sample, which could have greater generalisability for the whole research population. Future research could also be done that applies LIME and SHAP on a classification model that has been optimised, using the considerations in the previous paragraph. The data used could also be extended to not only include gastrointestinal discharge summaries. Other kinds of discharge summaries, as well as other medical records than only discharge summaries, could be used to train the underlying classification model on which an XAI model is applied. If this increases the predictive capability of the underlying classification model, it will likely improve the explanations by the applied XAI model. Furthermore, a qualitative study is recommended with the original SHAP tool, where visualisations are unaltered (as in Figure 6 rather than Figure 9 and 10). Then all the aspects of SHAP’s visualisations can be evaluated to gain knowledge of which aspects of the explanations are valuable for a future CAC-tool. This could be especially interesting, as medical experts in previous research have indicated that SHAP gives efficient explanations of how features additively contribute to predictions. Such a qualitative study does not have to be limited to SHAP only, as it could be worthwhile to investigate the full capability of LIME as well.

In this article, explanations are only given for the most likely predicted ICD-10 code. However, a CAC-tool might include a longer list of suggested codes. A qualitative study where recommendations are given for multiple ICD-10 codes could also uncover interesting findings.

6 CONCLUSIONS

This article has examined and compared the explainable performance of LIME and SHAP in their ability to explain ICD-10 classifications of Swedish gastrointestinal discharge summaries. The classification model SweDeClin-BERT has been fine-tuned for the task of labelling discharge summaries with ICD-10 codes. LIME and SHAP have then been applied to SweDeClin-BERT to generate explanations for SweDeClin-BERT’s classifications. 15 discharge summaries have been randomly chosen from the test set of data and visualised in a questionnaire. In the questionnaire, the ten most impactful features for the most probable ICD-10 code as deemed by LIME and SHAP have been visualised. The visualisations have been harmonised to reduce design preference bias. Eight answers have been collected from respondents experienced in ICD-10 coding, who have evaluated the explanations by LIME and SHAP by the factors of user trust, explanation satisfaction and perceived usability. The results of paired t-tests show that there is a statistically significant difference between LIME and SHAP for the mean value of all factors. SHAP has a higher mean value than LIME for all three factors.
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Abstract
Clinical text contains many negated concepts since the physician excludes irrelevant symptoms when reasoning and concluding about the diagnosis. This study investigates the machine interpretation of negated symptoms and diagnoses using a rule-based negation detector and its influence on downstream text classification task. The study focuses on the effect of negated concepts and NegEx preprocessing on classifier performance for predicting ICD-10 gastro surgical codes assigned to discharge summaries. Based on the experiments, NegEx preprocessing resulted in a slight performance improvement for traditional machine learning model (SVM) and had no effect on the performance of the deep learning model KB/BERT.
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1 INTRODUCTION
Physician’s reasoning to find the correct diagnosis of a patient are often trying to exclude symptoms until the hopefully correct diagnosis is concluded. This leads to the patient's record containing many negations excluding various clinical concepts [1].

Negated terms make it difficult for machines to interpret natural language in patient records. One of the first approaches to identify negated symptoms and diagnoses was the development of NegEx, [2]. This relatively simple rule-based algorithm showed acceptable performance in identifying negated clinical symptoms and diagnosis. The output of NegEx (negation tags) could be an important additional feature for various Natural Language Processing (NLP) tasks.

Numerous approaches for detecting negations in free text have been proposed. In addition to the aforementioned NegEx [2], more advanced models were developed taking advantage of language semantics [3] [4]. Ettinger [5] performed fine-tuning of BERT on manually annotated data sets containing both negations and non-negations. The findings showed that BERT was not able to distinguish the negations in the text within acceptable accuracy. On contrary, Lin et al. found that fine-tuning BERT on clinical text that contains annotated negations led to BERT learning to predict negations [6].

The influence of negated symptoms and diagnosis existing in the text and the output of negation detectors on the downstream modelling tasks has only been studied to a limited extent [7] [8] [9]. It is unclear how NegEx preprocessing contributes to the overall performance of text classification models and what use cases or machine learning models benefit from negation tagging or removal from the text.

Remmer et al. [10] carried out classification experiments for predicting groups of ICD-10 diagnosis codes assigned to Swedish discharge summaries. The researchers used both traditional machine learning methods and the deep learning BERT model. The BERT model outperformed the traditional models. Since clinical text contains many negations, specifically for Swedish clinical text 13.5\% of the sentences or expressions were negated [11]. It would be valuable to know how these affect the classification results and also if there are methods to cope with negations. This paper studies the effect of NegEx on ICD-10 code prediction task.

2 RELATED RESEARCH
Existing research on the effect of NegEx on the downstream modelling tasks is fragmented and limited to a few publications, mostly focusing on traditional machine learning algorithms, such as Support Vector Machines (SVM) used for sentiment analysis. Sharif et al. reported significant increase in accuracy, precision and recall predicting sentiments in customer reviews after text was preprocessed by a negation detector [7]. Similar findings were reported for Naïve Bayes, Artificial Neural Network (ANN), and Recurrent Neural Network (RNN) models used for sentiment analysis. The largest positive effect of negation tagging was observed in RNN models [8]. Kaddoura et al. demonstrated that treating negations in Facebook posts resulted in 20\% increase in F1-score in sentiment analysis [9]. Considering the number and importance of negations in medical narrative, similar improvements in clinical NLP tasks could be expected.
3 DATA AND METHODS

3.1 Data
The Stockholm EPR Gastro ICD-10 Pseudo Corpus was used in the experiments. It contains discharge summaries and their manually assigned ICD-10 gastro related diagnosis codes. Additional details on the dataset can be found in [10]. The specific corpus variant used in this paper is called Pseudo Corpus since it has been de-identified with regard to Protected Health Information, PHI, and the identified PHIs have been replaced with realistic pseudonyms [12].

The deidentification and pseudonymisation system, called HB-Deid, was used for cleaning the text from sensitive details. It detects the following PHI classes: First Name, Last Name, Age, Location, Health Care Unit, Date, Phone Number, Organisation and Social Security Number and replaces them with realistic pseudonyms or surrogates. HB-Deid is based on Conditional Random Fields algorithm and rule-based preprocessing step to find missed phone numbers and social security numbers through regular expressions. The final step in HB-Deid is the Pseudonymiser that replaces the identified entities with realistic surrogates. After deidentification the Stockholm EPR Gastro ICD-10 Pseudo Corpus can be shared with academic community. This research has been approved by the Swedish Ethical Review Authority under permission no 2021-03758.

The dataset consists of 6,002 discharge summaries from 4,985 unique patients, 813,154 tokens in total. 263 distinct class labels (ICD-10 codes) are present in the text.

3.2 ICD-10 blocks
Many classes (ICD-10 codes) were represented by very few examples. To make modelling task easier, the label space was condensed into ICD-10 code blocks combining multiple labels into a single class (K00-K14, K20-K31, K35-K38, K40-K46, K50-K52, K55-K64, K65-K67, K70-K77, K80-K87, K90-K93).

The blocks are logical partitions of the gastrointestinal domain, starting from the oral cavity to the rest of the digestive system, and are well-recognised in the medical field. Classifying notes into the blocks can be useful in clinical practice, as well as part of a pipeline to classify into more granular ICD-10 codes.

![Figure 1. The distribution of number of discharge summaries per ICD-block.](image)

The distribution of discharge summaries per block are shown in Figure 1. The majority of discharge summaries contains only one code block label; the maximum number of code block labels per discharge summary is four.

3.3 Methods
To study the effect of negations in clinical text on the performance of ICD-10 code block classification using different classifiers, the clinical notes were preprocessed using a Swedish negation detector (NegEx). The Swedish NegEx has a performance of 75.2% precision and a recall of 81.9% applied on Swedish clinical text [13].

Two versions of NegEx outputs were used in downstream modelling tasks: negated symptoms and diagnoses were either tagged or removed (referred to as tagged and removed negations in the reminder of this paper). The original (without NegEx preprocessing) dataset was used in baseline experiments.

Two types of classifiers, representing traditional and state-of-the-art machine learning models used in NLP were selected. For the traditional models, a SVM classifier (scikit-learn v1.0.2) was trained using TF-IDF vectors from clinical notes. 10-fold cross-validation was used when training the model; 10% of data was held out from training and used for testing purposes only. Data was split at a record level.

For the state-of-the-art model, a KB/BERT, a Swedish general language model pretrained on newspapers, Swedish Wikipedia and government documents, was used [14]. KB/BERT was finetuned on the preprocesssed datasets (tagged and removed negations) and tested on the holdout dataset. The parameters used with the pytorch model are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test size</td>
<td>0.2</td>
</tr>
<tr>
<td>K-fold</td>
<td>10</td>
</tr>
<tr>
<td>Random state</td>
<td>42</td>
</tr>
<tr>
<td>Epochs</td>
<td>15</td>
</tr>
<tr>
<td>Batch size train</td>
<td>6</td>
</tr>
<tr>
<td>Batch size test</td>
<td>6</td>
</tr>
<tr>
<td>Gradient accumulation</td>
<td>8</td>
</tr>
<tr>
<td>Learning rate</td>
<td>3e-5</td>
</tr>
<tr>
<td>Warm up</td>
<td>400</td>
</tr>
<tr>
<td>Threshold</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 1. The parameters used to fine tune KB/BERT model.

4 RESULTS
Experiment results are summarised in Table 2 and show some interesting trends. Tagging and removal of negated symptoms and diagnoses resulted in a small performance boost for the SVM model in comparison to the baseline. While this improvement in performance was minor, it may be sufficient for considering NegEx preprocessing as a technique for training an optimal model.
The first challenge is related to the ICD-10 level or hierarchy, where the ICD-10 block is a high-level reference, as opposed to a lower level 4-char code such as K56.7 or simply K567. Whereas it is possible to exclude lower-level codes if the associated concept is negated, it is not logical to exclude blocks, since a block contains multiple related ICD-10 codes.

Table 4. Test partition’s top 5 negated terms and their associated ICD-10 concepts and blocks.

<table>
<thead>
<tr>
<th>Term</th>
<th>Similar ICD-10 concept</th>
<th>Associated block(s)</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>abscess</td>
<td>abscess [abscess]</td>
<td>'K00-K14', 'K55-K64'</td>
<td>9</td>
</tr>
<tr>
<td>kolecystit</td>
<td>kolecystit [cholecystitis]</td>
<td>'K80-K87'</td>
<td>7</td>
</tr>
<tr>
<td>peritonit</td>
<td>peritonit [peritonitis]</td>
<td>'K65-K67', 'K35-K38'</td>
<td>6</td>
</tr>
<tr>
<td>kräkning</td>
<td>Kräkningar [Vomiting]</td>
<td>'K90-K93'</td>
<td>4</td>
</tr>
<tr>
<td>divertikulit</td>
<td>Divertikel [diverticulum]</td>
<td>'K20-K31', 'K55-K64', 'K35-K38'</td>
<td>3</td>
</tr>
</tbody>
</table>

In conclusion, negation plays a crucial role in health informatics tasks, especially in post-processing. The use of appropriate tools and strategies for negation handling is essential to improve the accuracy of data extraction and classification tasks. Further research is needed to develop more effective methods for handling negated concepts in ICD-10 codes.
The third factor is somewhat related to the second factor in that there were only a few records with negations, compared to the number of records in the test set. There were only 46 records with a total of 52 negated terms, representing approximately 7.7% of the test set. This factor also helps partially explain the generally muted performance gains after tagging negations.

The final factor relates to the performance of NegEx on the Swedish clinical text. Since NegEx does not understand complex semantic meaning of sentences, some negated terms will actually be a positive diagnosis. NegEx performance on Swedish data presents peculiar challenges that reduces the effect of any post processing. We discuss concrete examples of NegEx failures in the next subsection.

4.2 Error analysis
Here follows an error analysis on the performance of the rule-based NegEx on some of the clinical text.

First a correct negation tagging is shown below, where NegEx marks up “leukocytes” as a negated concept.

“Pat inlägges fastande. Labmässigt noterar man CRP 47, som sjunker till 8. Ingen <NEGATED>leukocytes</NEGATED>”.

(In Eng.) “Pat is admitted fasting. CRP of 47 was noted in the lab, which drops to 8. No <NEGATED> leukocytes</NEGATED>”.

Linking words such as 'but' are prone to misinterpretation. "Not something but something else" should confirm the last condition, not exclude it as shown in the example below.

“genomgår gastroskopi som inte visar någon <NEGATED>främmande kropp </NEGATED>, däremot en <NEGATED>esofagit grad 3 </NEGATED>”.

(In Eng.) “undergoes gastroscopy which shows no <NEGATED>foreign body </NEGATED>, but a <NEGATED> esophagitis grade 3 </NEGATED>”.

Double trigger words may also lead to wrong negations. In the following example two trigger words which should null each-other out, meaning that there is in fact a condition present, gets interpreted as the opposite.

“man med smärta i buken till vänster sedan en vecka, där man inte kan utesluta <NEGATED> divertikulit </NEGATED>”.

(In Eng.) “man with abdominal pain to the left for a week, where one cannot rule out <NEGATED> diverticulitis</NEGATED>”.

5 DISCUSSION
Our findings indicate that the presence of negated symptoms and diagnoses in clinical text may have varying effect on the performance of ICD-10 code prediction tasks. While traditional machine learning model (SVM) trained using bag-of-words vector representations of clinical text experienced minor benefits of NegEx preprocessing (tagging and removal), the performance of the state-of-the-art model (KB/BERT) was not affected.

These findings may be explained by the way text is represented for the classification algorithms. A bag-of-words representation is not capable of capturing any semantic relationships between text tokens, and NegEx preprocessing enables it to differentiate between negated and non-negated concepts. Removal of negated symptoms and diagnoses discards some "noise" in the training data resulting in a small increase in classifier performance.

KB/BERT uses an underlying Swedish language model learned from a large amount of text. This language model is used when tokenizing the text and transforming tokens into embeddings capturing various language properties. These capabilities help KB/BERT differentiate between negated and non-negated clinical terms and use negations as additional features when making predictions. Therefore, tagging and removing negated symptoms and diagnoses has not affected classifier performance. KB/BERT managed to interpret the negations without using any preprocessing with NegEx and showed better results than the traditional machine learning methods combined with NegEx.

5.1 Limitations
The choice of classification algorithms comes as the main limitation of this paper. While both traditional and deep-learning-based models were studied in the experiments, the findings cannot be generalized for all algorithms in these classes. A great variety of classification algorithms belonging to both classes calls for extensive experiments using a well-grounded selection process taking properties of specific algorithms into account. SVM and KB/BERT were chosen due to their popularity for text classification tasks, therefore results presented in this paper should only be considered as preliminary findings calling for more research.

Rule based NegEx has a relatively high error rate and a more robust approach should be explored for preprocessing clinical text. More sophisticated implementations of negation detectors result in higher accuracy that may affect the performance of downstream modelling tasks [3] [4].

6 CONCLUSIONS
Regardless of the limitations of NegEx (see section 4.2 for more details), the performed experiments show the following trends. Model based on bag-of-words text representation benefited from NegEx preprocessing, resulting in increasing performance. On the contrary, performance gains were absent for the advanced model, capturing the semantic relationships between text tokens.

Post-processing was complicated by the non-atomic nature of the label space, where the ICD blocks contain multiple individual ICD codes, making it difficult to exclude any negated labels.
7 LANGUAGE RESOURCE AVAILABLE

The pseudonymised dataset, the Stockholm EPR Gastro ICD-10 Pseudo Corpus, is available for research for academic researchers after signing a confidentiality agreement, please contact Hercules Dalianis, email: hercules@dsv.su.se.
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Abstract

We commonly adjust for confounding factors in analytical observational epidemiology to reduce biases that distort the results. Stratification and matching are standard methods for reducing confounder bias. Coarsened exact matching (CEM) is a recent method using stratification to coarsen variables into categorical variables to enable exact matching of exposed and nonexposed subjects. CEM’s standard approach to stratifying variables is histogram binning. However, histogram binning creates strata of uniform widths and does not distinguish between exposed and nonexposed. We present Autostrata, a novel algorithmic approach to stratification producing improved results in CEM and providing more control to the researcher.
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1 INTRODUCTION

Epidemiologists conduct analytical observational studies [1] to investigate associations between exposures and outcomes. Instead of assigning a treatment or exposure to the participants of a randomized experiment [2], we rely on observations of the subjects in their usual environment with minimal interference. There are many established ways of designing observational studies, from cross-sectional, cohort, and case-control studies to more complex prospective cohorts with several nested case-control and cross-sectional designs [3, 4, 5]. A common theme for these is awareness of biases. Confounding factors [6, 7, 8] are a common source of bias that can, if measured, be adjusted for in the analysis [9, p. 1020]. Stratification [10], for example, can control for confounding by dividing study subjects into groups based on observed confounders. Iacus et al. [11] present the coarsened exact matching (CEM) method that adjusts for bias by turning confounder covariates into categorical variables through stratification, which we can then use to match comparable subjects exactly. Blackwell et al. [12] introduce a Stata (https://www.stata.com) implementation of CEM, and Iacus et al. [13] provide an implementation for R (https://www.r-project.org). In addition, a web page with an overview of implementations for other programming languages and platforms is available (https://gking.harvard.edu/cem). The same webpage also informs that CEM is officially qualified for scientific use by the U.S. Food and Drug Administration. The CEM implementations let users create strata manually or use automatic stratification. The built-in automatic stratification creates uniform width bins by applying general rules of thumb for constructing histograms. The three binning algorithms included in both Stata and R are Sturges’ rule [14], Scott’s rule [15], and Freedman-Diaconis’ rule [16]. Additionally, Stata includes an implementation of Shimazaki-Shinomoto’s rule [17].

Blackwell et al. [12, p. 534] demonstrate that manually defining strata based on domain knowledge can sometimes give better results than the current automatic approach. In their example, the manually defined strata are less imbalanced while giving a higher number of matched units. However, according to King et al. [18, p. 439], researcher biases are highly likely to affect qualitative choices even when researchers attempt to avoid them. “The literature makes clear that the way to avoid these biases is to remove researcher discretion as much as possible,” following King. On the other hand, the general histogram binning rules do not support the specific challenges of stratifying confounders:

- The histogram binning algorithms do not distinguish between different groups of units and include no concept of matching.
- They do not take into account multivariate imbalance between groups.
- The strata have uniform widths, i.e., all strata for a covariate have the same width.
- The researcher cannot in advance give parameters to influence the stratification process.

Against this background, we researched and developed a novel algorithmic approach to the stratification problem that addresses the shortcomings above. We implemented the algorithm and experimentally compared it to CEM’s built-in histogram binning with good results.

We conclude the introduction with a brief example of Autostrata’s applicability to health-related studies. For instance, say we want to study if coffee consumption is associated with a beneficial effect on the risk of liver cancer. In the respective observational study, we must be cautious of possible systematic differences between the compared groups, such as smoking habits. Failing to adjust for these differences can challenge the validity of the results. Autostrata improves such adjustments when using
CEM. The method creates more precise results and keeps more study participants included in the analysis.

After the introduction, the structure of the paper is as follows: First, we provide essential background for understanding the problem. Next, we describe our approach and algorithm. We then present the experiments and results, followed by a discussion. Last, we briefly touch upon related work before concluding.

1.1 A note on terminology
The paper primarily uses the terms treated and controls instead of exposed and nonexposed due to their use in CEM and the general causal inference literature. In addition, although case-control studies are different from cohort studies that focus on exposed and unexposed, they are interchangeable in this paper because we concentrate on the stratification of confounder covariates in isolation from these differences. Further, we use the general statistical term units instead of subjects, individuals, or study participants often seen in epidemiology.

2 BACKGROUND
Before presenting our approach, we provide the background necessary to understand the challenges of the stratification problem.

2.1 Confounding
We often assess whether the risk of a health event (outcome) is increased or decreased among an exposed or treated group compared to a control group. To quantify the relationship between an exposure or treatment and the outcome, we calculate risk ratios, odds ratios, or other measures. However, other factors not directly under investigation can skew the results or even lead us to the opposite conclusion of what is correct. Figure 1 illustrates how confounding factors influence both the exposure and the outcome. Note that the confounder is not in the direct causal pathway between the two. Also, a relevant property of confounders is that the compared groups have differently distributed values for the confounder covariate. If the confounders are measured and included in the dataset, we can adjust for confounders during analysis, which is the purpose of the stratification discussed in this paper. It is worth noting that according to Wacholder et al. [9, p. 1020], the use of stratification or matching can, in effect, adjust for unknown or unmeasured confounders through reduced variability because this variability is measured conditionally on the levels of other studied variables.

Figure 1 shows an exposure that is associated with a risk of an outcome. The confounding factor is associated with both the exposure and the outcome without being in the direct causal pathway of the two.

2.2 Counterfactuals and imbalance
The Neyman-Rubin causal model (RCM) [19] is one of the notable influences on the understanding of causal inference in observational studies. According to the model, to estimate the effect of a treatment on an outcome, we should ideally compare the treated subjects with the same subjects without treatment. Except for the treatment, all other conditions must be the same, including the time. The latter is a counterfactual and is impossible to observe. We instead compare to relatively similar, untreated controls. However, the treated and controls in our sample are often systematically different or imbalanced for the confounding factors, which leads to bias. Lowering this imbalance between treated and controls to make them more similar is thus a strategy to reduce the bias.

2.3 Coarsened exact matching
As earlier explained, the confounder covariates are distributed differently for the compared groups. Thus, we can view the bias as stemming from an imbalance in the data. Coarsened exact matching (CEM) [11] is a method for adjusting confounder bias as a preprocessing step before analysis. It belongs to a class of monotonic imbalance bounding (MIB) methods, enabling the researcher to set a maximum imbalance between treated and controls for the confounder covariates or reduce the maximum imbalance for a covariate independently of others. The theoretical foundation of CEM is outside the scope of this paper, but its use is relatively straightforward.

We partition the confounder covariates into subintervals. Each subinterval then represents a single value of a categorical variable. For example, a covariate for years of education can be partitioned into subintervals representing the highest level of education instead. In CEM, this is called coarsening and opens for simple, exact matching of similar treated and control units. It additionally helps balance the sample by pruning treated and control units without suitable matches. The coarsening is temporary and not passed to subsequent analysis steps.

The described coarsening corresponds to stratification. We stratify each covariate, and each treated and control unit will then belong to a multi-dimensional stratum. Although the current CEM software packages use uniform width histogram binning for automatic stratification, CEM as a method is not restricted to strata of uniform widths. For example, manual stratification and non-uniform widths are supported. Autostrata is an alternative approach to automatically stratifying covariates, which constructs strata of non-uniform widths.

2.4 Imbalance and unmatched trade-off
The most commonly described imbalance measure for CEM involves the relative difference between the number of treated and control units per stratum. However, the software packages use an imbalance measure based on a per stratum difference in means between the covariate values for the two groups as default. This is similar to what Appendix B of [11, p. 34] describes. We thus base our approach on the latter.

As shown in Figure 2, two strata with the same number of treated and control units can have a different internal imbalance because the covariate means are different for the groups. Nevertheless, the maximum imbalance is bounded by the stratum widths because the differences cannot be greater than the widths. Therefore, the narrower the stratum is, the lower its maximum imbalance. The lowest maximum imbalance is when each stratum only has a single unit or equal-valued units. A stratum with only one type of unit contributes zero to the imbalance, while multiple equal-valued units have an imbalance of zero. The challenge is that there is a trade-off.
CEM prunes unmatched units from the sample. If all units in a stratum are from the same group, these units are unmatched and discarded. Recall that the confounder covariates for treated and control units have different distributions. Hence, various degrees of overlap and densities will be found along the covariate axes, restricting how narrow a stratum containing both types of units can be. As we decrease the maximum imbalance, the number of unmatched units generally increases, and vice versa. Autostrata aims to lower this trade-off.

![Figure 2](image-url)

**Figure 2** illustrates two strata for covariates x₁ and x₂. Both strata have two treated and two controls, but the left stratum has a higher mean difference. Also, the maximum difference is bounded by the width between the stratum edges.

### 2.5 Stratification problem properties

Before concluding the background section, we describe a few properties of the stratification problem relevant to solving it algorithmically.

First, the number of relevant stratum edges is finite. The reason is that a stratum edge for a covariate can be placed anywhere between two adjacent observations without changing stratum memberships. If an observation coincides with an edge, it belongs to the higher stratum. The exact position of an edge does not matter, only that it separates two adjacent observations for the given covariate. Neither do multiple stratum edges between two neighboring observations change any memberships. Further, if two or more observations have equal values for a covariate, they cannot be separated by adding stratum edges for the given covariate. Conclusively, the maximum number of relevant stratum edges equals the number of distinct values per covariate.

Second, the number of possible combinations of the stratum edges, from including no edge to including all edges, grows exponentially with the number of distinct covariate values, i.e., the problem space is non-polynomial.

Figure 3 shows all possible combinations of stratification edges for four distinct values, organized as a tree of nodes. The number of new stratifications that can be made by adding one stratum edge to a given stratification is illustrated in Figure 4.

We can deduce the number of different stratifications possible for a covariate. Let S be the set of possible stratifications for a covariate with n distinct values. Then the cardinality, |S|, is:

\[ |S| = 1 + (n - 1) + \sum_{i=2}^{n-1} 2^{i-2}(n - i) = 2^{n-1} \]

Given m covariates, the total number of combinations, \(|S_{tot}|\), becomes:

\[ |S_{tot}| = \prod_{i=1}^{m} |S_i| = \prod_{i=1}^{m} 2^{n_i - 1} \]

For cases where all \( n_i = n \) are equal:

\[ |S_{tot}| = |S|^m = 2^{m(n-1)} \]

Thus, the state space of the problem grows exponentially with increasing numbers of distinct values and covariates. Furthermore, considering that each stratification can contain relatively many multi-dimensional strata and that we must compute imbalance measures and the number of unmatched units for each stratification, it quickly becomes computationally infeasible to perform a brute-force search through all combinations to find an optimal solution with the resources typically available to researchers.
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**Figure 3.** All possible stratifications of a covariate with four distinct observed values. The four values are illustrated as black dots within the tree nodes, and the stratum edges as vertical lines between the dots.

![Figure 4](image-url)

**Figure 4.** This tree illustrates a pattern in the number of different stratifications that can be made as we move from a given parent to a child node by adding a new stratum edge, as in Figure 3. In this case, the number of distinct values is n=6.

### 3 AUTOSTRATA

We now present Autostrata, a novel algorithmic approach for improved stratification of confounder covariates for CEM. Improving CEM’s standard stratification method—histogram binning—is not trivial. However, analysis results need to be as free of bias as possible to avoid them from being invalid. Often, the imbalance is higher than we wanted, the number of unmatched units is high, or both. Autostrata aims to lower the trade-off between the imbalance and the number of unmatched units. Figure 5 shows a comparison of histogram binning and Autostrata.
3.1 Overall approach

This section gives an overall description of the Autostrata approach and explains its reasoning.

The generic histogram binning rules used in CEM work surprisingly well for stratification in our context. Therefore, understanding the underlying reasons is invaluable to improving the results: Any stratum containing both treated and controls is valid. Also, the sample’s total maximum imbalance will be lower if the strata are narrower. To construct strata spanning over a mixture of treated and control units, regions of common support must be present for the sample, i.e., there must be some overlap in the distributions for treated and controls. The treated and controls in regions with sparse or no overlap are further apart and more dissimilar than units in denser and more overlapping regions. Because we usually have a reasonable common support level, the uniform width strata will readily contain both treated and control units. Further, units in the sparser and less overlapping regions are more likely to be pruned, as they should. These factors contribute to why histogram binning works well. Conclusively, knowing these factors makes it reasonable to assume that much of the potential for improvement is in the regions where the distributions for treated and controls overlap most.

Autostrata’s strategy is to construct narrow strata while keeping the number of unmatched units low. The strata can be of varying widths. Having narrower strata on average is equivalent to more strata. We thus start with an initial stratification state where all possible stratum edges for all covariates are included (see section 2.5). This state represents the narrowest stratification that is relevant. All units will be in a stratum containing only a single unit or same-valued units. From there, we iteratively remove one edge at a time. This edge can belong to any of the covariate dimensions.

In its simplest form, the algorithm does not consider widths but removes edges one by one until the number of unmatched units is as low as requested by an input parameter. The main selection criterion for removing an edge, per iteration step, is the edge that gives the most significant reduction in unmatched units when removed. Removing a stratum edge for one dimension (covariate) merges one or more strata divided by stratum edges for other dimensions. Merging strata for a given covariate results in strata that are wider, so the increase in the average width of the strata for a covariate is strictly monotonic.

The crux of the algorithm is: For each stratum edge that we remove from the initial state, the average maximum imbalance increases. If the algorithm reaches the requested maximum number of unmatched in fewer steps, i.e., by removing fewer edges, the average maximum imbalance will be lower than if more steps are spent. Thus, to reduce the number of iterations needed to reach the goal number of unmatched, for each iteration, we remove the edge that gives the greatest reduction in the number of unmatched, after assessing all currently remaining edges in any dimension. If several equally good options are found, the one giving the narrowest width is chosen. In Section 3.2, we describe how the widths for different covariates are scaled to be comparable.

Autostrata also provides the researcher with input parameters for more control over the resulting stratification:

- The maximum wanted numbers of unmatched treated and controls
- The maximum allowed widths between stratum edges per covariate

The researcher can specify maximum numbers of unmatched treated and controls as two separate input parameters. The stratification process will continue until reaching both numbers or until the point when there is no closer solution. For example, suppose the stratification algorithm reaches one of the requested maximum numbers of unmatched for either treated or controls. It will then continue until reaching the requested number of unmatched for the other group. It continues iterating, and the numbers can continue to improve for both treated and controls. Section 3.2 describes how Autostrata incorporates weights to account for the difference in the requested maximum numbers of unmatched treated and controls while iterating.

Further, Autostrata has a parameter for the maximum allowed stratum width per covariate, and it will not create strata wider than the given widths. If widths are not of importance, a large or infinite value can be given as input instead. The background for the maximum width parameter is that researchers may want to set a maximum difference, caliper, between treated and controls for the covariates—for example, max five years age difference or five points difference for a given performance score. In addition, setting a maximum width restricts the maximum imbalance. Another reason to set widths, which concerns the algorithm, is to prevent a single or a few strata from expanding too much while leaving others unchanged. Broader strata have a higher potential imbalance. It is possible to imagine that, on average, a large stratum combined with many narrow ones may somewhat cancel each other out imbalance-wise, but it is probably not what we want. A large stratum will still have a greater risk of being imbalanced. Lastly, we can use the widths produced by CEM’s histogram binning as input to Autostrata. Histogram binning only supports uniform width strata, but Autostrata can use these widths as the maximum allowed when defining strata of non-uniform widths.

3.2 Heuristics

In section 3.1, we gave an introduction to the overall approach. Autostrata is an algorithmic approach to stratifying covariates that starts with an initial state where all stratum edges are present and iteratively removes one edge at a time until the end criterion is met or no further improvements are found. Here, we describe the heuristics in more detail.

When we remove a stratum edge along the direction of one dimension (covariate), two and two strata become merged.

![Figure 5](image_url) Figure 5 shows two stratifications for the same two-covariate dataset. The left plot is from histogram binning, and the right is from Autostrata. Each grid cell is a two-dimensional stratum. On the left, the strata have uniform widths. On the right, the strata widths are non-uniform.
to form new, wider strata. Removal of an edge usually results in more than two strata being merged because there are also edges along the other dimensions separating the covariate values into distinct strata. If two neighboring strata contain only treated and only controls, respectively, merging the two strata results in a stratum with a mix of both types. These units are no longer unmatched and, thus, not pruned from the sample.

Autostrata has two criteria for choosing which stratum edge to remove for each iteration. The first criterion has the highest priority, and the second criterion applies only to alternatives with equally good values for the first. The two criteria are:

1. Choose the greatest relative increase in matched treated and controls if the stratum edge is removed
2. Choose the stratum with the narrowest width

Instead of using the increase in matched units directly, Autostrata uses a weighted measure for increase. Let $\Delta_t$ and $\Delta_c$ be the increase in the number of matched treated and control units, respectively, when we remove a given stratum edge. The relative increase, $\Delta_{rel}$, is then:

$$\Delta_{rel} = w_t \Delta_t + w_c \Delta_c$$

where $w_t$ and $w_c$ are weights. The weight for the treated group, $w_t = w(t)$, and control group, $w_c = w(c)$, is found as follows:

$$w(g) = \begin{cases} 
\frac{m^\text{cur}_g - m^\text{max}_g}{n_g - m^\text{max}_g}, & m^\text{cur}_g - m^\text{max}_g \geq 0 \\
0, & m^\text{cur}_g - m^\text{max}_g < 0 
\end{cases}$$

where $g$ is the group, $m^\text{cur}_g$ is the number of currently unmatched units for the group, $m^\text{max}_g$ is the requested maximum number of unmatched for the group, and $n_g$ is the total number of units from the group in the sample.

Here, we also assume that $n_g > m^\text{max}_g$.

The purpose of the weights is threefold:

1. If one group is represented less than the other, each new matched unit from the group should weigh more.
2. The researcher can set parameters for how many unmatched (pruned) treated and controls are acceptable. The difference $n_g - m^\text{max}_g$ takes into account that the gap between available and discardable units can differ between groups.
3. If Autostrata has reached the goal for the number of unmatched units for one group, an increase in the other groups should weigh more when choosing an edge to remove. As one group comes closer to the goal, reducing the number of unmatched for the other group is prioritized higher. The difference $m^\text{cur}_g - m^\text{max}_g$ is the remaining units to match for the given group.

Width is the second selection criterion for edge removal. The widths must be scaled because Autostrata compares stratum edges from all covariates per iteration. We compute a scale factor by removing outliers and taking the min-max difference. Observations having a standard score, $|z| \geq 3$, are outliers. The data can be scaled once as an initial step. In that case, the maximum widths must be scaled as well. Also, we must restore the resulting stratum edges to the original scale. For clarity, the pseudocode in Listing 1 does not scale the data until needed.

### 3.3 Algorithm

Here we present the algorithm in pseudocode form. The pseudocode is at an abstraction level sufficient to implement the algorithm. However, we omit implementation details and performance enhancements that do not contribute to the understanding. Listing 1 presents the algorithm in pseudocode form, and Table 1 describes the algorithm variables and their meaning.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$tr$ and $ct$</td>
<td>The covariate values for the treated and the control units</td>
</tr>
<tr>
<td>$\Delta_{best}$</td>
<td>The best relative increase in matched units for the current iteration</td>
</tr>
<tr>
<td>$\Delta_{cur}$</td>
<td>The relative increase in matched units for currently assessed edge</td>
</tr>
<tr>
<td>$\Delta_t$ and $\Delta_c$</td>
<td>The increase in the number of matched treated and controls for assessed edge</td>
</tr>
<tr>
<td>$m^\text{cur}_t$ and $m^\text{cur}_c$</td>
<td>The current number of unmatched treated and controls</td>
</tr>
<tr>
<td>$m^\text{max}_t$ and $m^\text{max}_c$</td>
<td>The requested maximum number of unmatched treated and controls</td>
</tr>
<tr>
<td>covariates</td>
<td>The covariates (dimensions)</td>
</tr>
<tr>
<td>cov</td>
<td>The current covariate</td>
</tr>
<tr>
<td>edges</td>
<td>The current set of edges, including the outer left- and rightmost edge per covariate</td>
</tr>
<tr>
<td>$n_{edg}$</td>
<td>The number of edges in the current set of edges</td>
</tr>
<tr>
<td>edges$_{cov}$</td>
<td>The current set of edges for the current covariate, excluding the outer left and right edges</td>
</tr>
<tr>
<td>$e_{cur}$</td>
<td>The currently assessed edge</td>
</tr>
<tr>
<td>$e_{rel}$</td>
<td>The currently best edge for the iteration and candidate for selection</td>
</tr>
<tr>
<td>$e_l$ and $e_h$</td>
<td>$e_{cur}$’s lower and higher adjacent edges</td>
</tr>
<tr>
<td>$\text{width}_{cur}$</td>
<td>The scaled widths of merged strata if we remove the currently assessed edge</td>
</tr>
<tr>
<td>$\text{width}_{rel}$</td>
<td>The scaled widths of strata if removing the iteration’s current candidate for best edge</td>
</tr>
<tr>
<td>$\text{width}<em>{max}$ and $\text{width}</em>{max}$</td>
<td>The set of maximum allowed stratum widths, and the maximum width for the current covariate</td>
</tr>
</tbody>
</table>

### Table 1. The pseudocode variables and their meaning

<table>
<thead>
<tr>
<th>Autostrata Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>
computations that are well suited for parallelization are often termed embarrassingly parallel [21, p. 79-98]. A systematic approach to parallelizing algorithms is found in Foster’s methodology [22]. In addition to parallelization, we can enhance the performance by designing data structures for efficient access to frequently used data and extensively reusing previously computed results in the algorithm’s iterations. For clarity, we concentrate on the basic algorithm in this paper, leaving the suggested performance enhancements to future work.

The accompanying source code for the paper is available on GitHub (https://github.com/jo-ing-arne/autostrata).

4 EXPERIMENTS AND RESULTS

4.1 Datasets

A generator for synthetic data was implemented that lets us draw random samples from a composition of distributions for treated and controls. Figure 6—Figure 8 show the datasets as violin and swarm plots, and Table 2 shows the number of units and the mixed distributions for the datasets.

Figure 6 shows the swarm and violin plots of Dataset 1 with two uniformly distributed covariates.

Figure 7 shows the swarm and violin plots of Dataset 2 with a mixture of Gaussians.

Figure 8. Dataset 3 has a mixture of Gaussians for Covariate 1 and uniform distribution for Covariate 2.

Listing 1. Pseudocode for the algorithm

3.4 Implementation

A version of the algorithm corresponding to Listing 1 was implemented in Python 3.9 (https://python.org), with some added performance enhancements. For example, we utilize Numba (https://numba.pydata.org) for counting unmatched units in strata, yielding a speedup [20, p. 125] of 2.25 for the algorithm as a whole when stratifying for Dataset 3 in Table 2 on an Intel i7-8850H CPU with 12 logical cores. A far more significant performance enhancement is achieved by caching already computed results for each stratum. The same strata are visited repeatedly during the iterations, and the algorithm finishes 17.67 times faster for Dataset 1 in Table 2 when reusing already computed results. Further, strata not affected by removing a given edge are not visited unnecessarily. Lastly, only relevant units are included in computations regarding subsets of strata.

Still, there is plenty of room to enhance performance. Many of the algorithm’s computational tasks can be performed independently, e.g., the difference in unmatched units if a given edge is removed. Such independent
We call $P_1$, while $P_2$ gave the best for $DS_2$.

Next, $Autostrata$ uses $\text{Res.}$, but for $Autostrata$ the researcher can be used stand-alone. A researcher can decide the acceptable differences between treated and controls based on domain knowledge. The researcher can also request a maximum number of unmatched units. $Autostrata$ thus provides researchers with more up-front control. After stratification, the researcher can input the stratum edges to the $CEM$ software as manual cutoff points. A

The row labels denote multivariate imbalance measure ($\text{MIM}$), total unmatched ($\text{UM}_{\text{TOT}}$), unmatched treated ($\text{UM}_{\text{TTR}}$), and unmatched controls ($\text{UM}_{\text{C}}$).

$\text{TOI}$ is the percent improvement in the trade-off, which is the sum of the improvements for $\text{UM}_{\text{TOT}}$ and MIM.

![Table 2](image)

**Table 2.** Shows the number of units and the mixed distributions for the datasets. $U(\min, \max)$ stands for uniform and $N(\mu, \sigma)$ for normal distribution.

### 4.2 Experiments

To automate the experiments, we wrote Python and R scripts. The role of the R scripts is to call the CEM library. A reference manual for the CEM library is available online [https://CRAN.R-project.org/package=cem](https://CRAN.R-project.org/package=cem). In the code for the experiments, rpy2 [https://rpy2.github.io](https://rpy2.github.io) is used to bridge between Python and R.

The experiments are as follows:

1. We call CEM to get pre-stratification scores and statistics for the given dataset.
2. Next, CEM is used to stratify the covariates by applying Scott’s rule for histogram binning. It also computes the number of unmatched units, imbalance scores, and other statistics.
3. We then pass CEM’s output to $Autostrata$. The researcher can control $Autostrata$ stratifies the covariates.
4. $Autostrata$’s output is then passed as input to CEM, which uses them to stratify and compute statistics equivalent to histogram binning.

Two experiments are conducted per dataset. They differ only in how the results are passed to $Autostrata$ in Step 3:

<table>
<thead>
<tr>
<th>Input type</th>
<th>Input parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>The numbers of unmatched treated and controls from histogram binning are passed as $m_{\text{max}}^t$ and $m_{\text{max}}^c$ and the bin widths are passed as $\text{widths}_{\text{max}}$.</td>
</tr>
<tr>
<td>$P_2$</td>
<td>The $m_{\text{max}}^t$ and $m_{\text{max}}^c$ values are as in $P_1$, but $\text{widths}_{\text{max}}$ values are set to infinity.</td>
</tr>
</tbody>
</table>

**Table 3.** Input parameters. See Table 1 for variables

### 4.3 Results

Table 4 shows the experiment results. $DS_1$, $DS_2$, and $DS_3$ are headers for the results of the three datasets. The top column headers stand for ‘results before stratification’ (Before), ‘stratification with histogram binning’ (Hist.), and the input types $P_1$ and $P_2$ from Table 3. ‘Res.’ is an abbreviation for results, and ‘Imp.’ is the percent improvement compared to histogram binning.

![Table 4](image)

**Table 4.** Results from experiments. Best TOI results per dataset are in bold and thicker cell borders.

### 5 DISCUSSION

Table 4 shows that both imbalance and the total number of unmatched units are lower for $Autostrata$ for all three datasets. The input parameter type $P_2$ gave the best results for $DS_1$ and $DS_3$, while $P_1$ gave the best for $DS_2$. The difference is that $P_2$ sets the maximum allowed stratum widths to infinity, which effectively disables the parameter. By visually comparing the swarm plots in Figure 6–Figure 8, we see the difference between $DS_2$ and the other two: $DS_2$ has several regions with minimal overlap between treated and controls. As Section 3.1 explains, finding narrow strata with mixed types of units is easier in regions with high overlap. Therefore, restricting the widths is usually not necessary in such regions. $Autostrata$ also works well for sparser overlap, but as illustrated by the experiment for $DS_2$, setting maximum widths is more important.

$Autostrata$ competes with CEM’s best effort in the experiments, and we passed parameters not necessarily ideal for non-uniform widths. It is possible to adjust these parameters manually or programmatically, but for objectivity, we use the unchanged output from CEM as input to $Autostrata$.

Lastly, $Autostrata$ can be used stand-alone. A researcher can decide the acceptable differences between treated and controls based on domain knowledge. The researcher can also request a maximum number of unmatched units. $Autostrata$ thus provides researchers with more up-front control. After stratification, the researcher can input the stratum edges to the CEM software as manual cutoff points.
combination is even possible, where Autostrata stratifies a subset of the covariates given to CEM.

6 RELATED WORK

Aikens, R.C. et al. [23] present Stratamatch, a method for stratification of covariates for CEM. Only datasets from a minimum of 5 000 up to millions of observations are recommended. The method divides the dataset into training (pilot) and analysis sets, and the resulting strata are close to equal-sized. The size must be manually decided.

Jackson, B. et al. [24] present an algorithm for optimal data partitioning on an interval that Scargle, J.D. et al. [25] apply for astronomical time series. The algorithm supports custom fitness functions, and we tried defining a function. However, a common issue is the unwanted case of one subinterval per value; thus, the researcher must choose an expected number of subintervals. Also, while theoretically possible to extend for multivariate data, the algorithm is primarily univariate.

7 CONCLUSION

We have presented Autostrata, an algorithmic approach to stratifying confounder covariates. Autostrata shows improved results compared to the standard CEM stratification. In addition, it provides the researcher with parameters for controlling the stratification. Autostrata can be used stand-alone.
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Abstract
Clinical trials need to adapt to the rapid development of today’s digital health technologies. The fast phase these technologies are changing today, make the clinical study administration demanding. To meet this challenge, new and more efficient platforms for performing clinical trials in this domain need to be designed. Since the process of following up such trials is very time-consuming, it calls for revisiting several of the methods for performing both randomized, and other clinical trials. We present system for electronic management of clinical studies that addresses many of the time-consuming challenges, which additionally address many of the quality assurance aspects. We also present results from testing the system in two studies with 50 and 8 participants.
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1 INTRODUCTION
Randomized controlled trials (RCTs) are still the gold standard for the evaluation of health interventions, including evaluating technologies being introduced into healthcare providers’ clinical practice and patient care. However, because clinical trials operate off of an established standard of meticulous and manufactured testing environments, they are often unable to produce results on schedule (delayed 86% of the time), demonstrate efficacy (57% were not able to) [1] or provide patient-relevant outcomes [2]. This is especially relevant in studies involving the rapid developing digital health technologies, e.g. mobile apps, wearables and sensors for recording and self-registering of patient data.

Today’s tools for managing RCTs, and clinical trials in general, are simply too slow and ill equipped to evaluate such technologies. Clinical trials need to adapt; the most time-consuming phases of trials, i.e., recruitment, participant management and data-collection, need to be streamlined. In fact, companies such as CRO Analytics [3], CenterWatch [4] and the FDA [5] have echoed that a streamlined. In fact, companies such as CRO Analytics [3], CenterWatch [4] and the FDA [5] have echoed that a streamlined.

An increasing number of clinical trials put a strong accent on remote sensing data, self-management, and patient engagement through their smartphones. To facilitate this, researchers need to provide more advanced and direct participant support including guidance and troubleshooting compared with traditional clinical trials. Since the process of such support is very time-consuming and often difficult to assure the quality of all adopted channels, it calls for revisiting methods for performing clinical trials, including the variety of types of studies, from feasibility studies to randomized control trials.

Two critical issues with studies involving personal smartphones and sensors are privacy and data security. The apps and software involved must fulfill several legislative requirements, where a major one was issued in July 2020 by a judgment made by the Court of Justice of the European Union (CJEU), commonly known as Schrems II [7]. This invalidated the EU-US Privacy Shield and enforced the integration of additional privacy-focused measures. In Norway, Schrems II has been a showstopper for the national project Health Analytics Platform [8].

From the perspective of software infrastructure, Schrems II’s judgment restricts which cloud vendors can be used to deliver compute-, or storage services. Even though many of these providers have widespread local data centers, their utilization is limited by the fact that a use of these services may liaise with auxiliary services in the technology stack of the cloud provider (e.g. authentication service) that may send metadata to US-based servers. The range of public cloud providers is enormous, and the spectrum of their managed services significantly facilitates integration of the system in various aspects. The convenience of use may also act as a double-edged sword due to violation of regulations like Schrems II. Therefore, it is necessary to validate compliance with legislative requirements not only with regards to GDPR, but also with other regulations that may influence the software architecture design and implementation.
For study administration, researchers typically have to use several different disjointed tools for each stage of the project. Because these tools are siloed, they do not communicate directly, leaving the researcher to separately access, format, and translate the information between systems. An example from our own research portfolio demonstrates this point well. In 2010-2013, our research team was part of the Norwegian arm of the REgioNs of Europe WorkINg together for HEALTH (RENEWING HEALTH) EU-project, a three-armed prospective randomized controlled trial (RCT) with data collection from questionnaires, a mobile phone app, and qualitative interviews [9]. Individuals with type 2 diabetes (T2D) were recruited through their general practitioners (GPs) using paper handouts for informed consent, participation, and study information. The intervention involved participants using a diabetes app on a smartphone to self-manage their diet, physical activity, goals, and blood glucose over the course of a year. Randomization was performed using a separate system, the WebCRF (Case Report Form), through an external group. Participants were trained on the use of the app during in-person meetings. The data that participants registered in the app and their usage logs were automatically and continuously stored into a secure server. Self-reported outcomes were collected via standardized questionnaires in paper formats, and clinical measures were manually reported by GPs from medical records, documented in a paper-based study protocol. This is all in addition to patients’ feedback and healthcare perspectives collected from the GPs via interviews [9]. The main challenges were the coordination of using all these different systems; we needed to open a key-locked cabinet to access the names and addresses when needing to send out invitations to meetings, and when we wanted to connect the different extracted data, from a look-up table of the different IDs of the different data sources. We also had to put up a separate server solution to log the user-recorded data, and their usage logs. In some cases, automatic data transfer was not completed, e.g., when users were not online at the right times for scheduled data transfer. We, therefore, required patient participants to meet in-person to download their data via cable. These processes and work-arounds took much time and was a source of errors in organizing the participant information and analysis.

The challenges that we as researchers experienced in this project helped to inspire the work described in this paper. In this paper, we describe the iterative design, development and testing of a study administration system called the Hubro platform. The purpose of this work was to develop a single tool that would allow a researcher to administer all stages of a study using one platform instead of multiple. The aim of such a system would be to increase the efficiency, reduce errors, and give a better overview and control to the researchers performing studies involving digital health technologies. As well as an ease way to follow-up participants in the different stages of the clinical trial.

2 METHODS

We aimed to design a system that enables the researchers to do all necessary tasks in a clinical trial, including RCT, more efficiently and from one user interface—called Hubro.

Hubro was designed and developed primarily to address the need to perform studies dynamically and fully electronically. These tasks include recruitment, obtaining informed consent, randomization, distributing polls/questionnaires, distributing any intervention like an app or other software, follow-up of participants, data gathering, data analysis and closure of the study (Figure 1).

![Figure 1 The introduced system for more efficient study management for clinical trials – the Hubro platform.](image-url)
The original intention was to develop a secure questionnaire data collection platform that would honor requirements by the Regional committees for medical and health research ethics (REK) for handling of personal data.

2.1 Platform design and development

We used an iterative and fluid development process involving developers and researchers with experience conducting intervention studies using digital health technologies. During the design and implementation stage, meetings were conducted between developers and researchers to 1) share past experiences with intervention study administration, 2) identify bottlenecks and 3) brainstorm solutions for the research-users’ needs for conducting efficient and effective digital health intervention studies. In addition, it was a comprehensive process with communication with the Regional Ethical Committee (REK), and the Norwegian Data Protection Authority (Datatilsynet), to find solutions in order to get acknowledgement for the platform.

2.2 Platform evaluation

In the evaluation stage, the system was practically tested by using it to administer two studies using mobile health (mHealth) smartphone applications for diabetes self-management. Information from researchers who conducted the studies, was collected via a questionnaire that queried specifics about how the system was used, impressions of the system, challenges, and suggested improvements. Table 1 details the questions included.

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Can you describe your role/competence when using the Hubro system?</td>
</tr>
<tr>
<td>2</td>
<td>What functions are you missing? About which functions do you think should be implemented better/in a more user-friendly way?</td>
</tr>
<tr>
<td>3</td>
<td>Have you experienced any problems with the system?</td>
</tr>
<tr>
<td>4</td>
<td>Have you used the possibility to manage the study from the smartphone?</td>
</tr>
<tr>
<td>5</td>
<td>Do you find the user interface intuitive?</td>
</tr>
<tr>
<td>6</td>
<td>Have you got any positive/negative feedback from the study participants?</td>
</tr>
</tbody>
</table>

Table 1. Questionnaire to research staff who used the Hubro system during two intervention studies

Over the course of the studies, e-mails were sent to developers and informal in-house meetings were conducted to trouble-shoot use of the system in practice. Free-text responses from the questionnaires and experiences reported over the course of the studies by the research-users regarding the identified missing functions, functions that need improvement and problems with the Hubro system were summarized separately. Thematic qualitative analysis was used to identify common themes of information.

3 RESULTS

3.1 Results of the iterative development of Hubro

During the design and development process, the research-users shared with us their experiences, which lead to the addition of user-centered requirements. Users expressed the need to collect not only questionnaire data but also study participants’ own self-reported data (e.g. health-related data that were recorded automatically or manually into a mobile phone application) and usage data (i.e. the data that are collected automatically and that describe patient’s interaction with the application). During the development process, we as researchers identified the need to randomize and distribute patients into treatment groups and send targeted messages via e-mail or via the mHealth application itself. At the end of the development process, the software portfolio consisted of multiple self-developed components, but also included multiple 3rd party open-source software components, which are used to perform specific part of data collection process and for which re-implementation would be out-of-the-scope of the project (e.g. the questionnaire data collection software LimeSurvey [10], and the usage data collection software Piwik/Matomo [11]).

Since multiple independent services gathered the personal health information (PHI) in Hubro, it would be problematic to implement a link table operating over all these services. Instead, the approach we chose was to create an alternate identity linked with the real identity, specific study and treatment group. Therefore, implementation of a linkage table in Hubro is based on two directory services (LDAP servers) and a translation service between them. This solution was approved by REK and The Norwegian Data Protection Authority (DPA) [12] and was used across the whole system in two clinical trials at the University Hospital of North Norway (UNN).

The implementation was done solely using in-house developers, who facilitated the development process by continuously revalidating implementation of relevant user stories, worked out in close collaboration with the researchers. The system itself does not depend on any external 3rd party service and is packaged as a self-contained bundle. Consequently, the system can run on a self-serviced IT infrastructure, but also in a cloud environment if necessary.

The Hubro system consists of multiple loosely coupled applications and server components, making it a candidate for provisioning through the SaaS model [13] i.e. a software distribution model in which applications are hosted by a vendor or service provider.

To rule out potential legislative non-compliance, we have designed the system integrating essential services, not relying on any services from the public cloud vendors. We have based the solution on Kubernetes, which is a popular open-source container orchestration platform, (Figure 2). Use of Kubernetes simplifies the deployment and provisioning process, as it becomes a standard control plane for scheduling and managing jobs in highly distributed environments. By using vanilla Kubernetes cluster, we also prevent vendor lock-in with a particular cloud provider.
Pseudo anonymization of data is secured by a translation function, that performs ad hoc mapping of anonymous identities with e-mail addresses-based list of registered participants. Translation function is accessible from all microservices within the cluster, and the access needs to be confirmed by password or by using a service principal i.e., managed identity.

Figure 2 Kubernetes cluster diagram visualizing individual Docker containers that are sealing off services of Hubro.

One of the primary goals was to avoid an exhausting time dedication to study management as the number of participants increases. Therefore, we designed the user interface in a way, that the researcher can discover actions which may require his attention with a glance, using logical color coding (red, yellow and green). We introduced an informational column for each participant, that summarizes the following information:

- date and time when the app installed on a participant’s phone checked for new messages
- indication, whether there are any unfilled questionnaires
- date and time when the participant was enrolled in the study
- date and time when the data was uploaded to the Hubro server

A general overview of participants’ statuses is depicted in Figure 3.
One of the aims was to provide an easy-to-use administration interface, eventually usable also from a smartphone, on-the-go if needed. Based on these requirements, we have chosen a web application as a user interface for the Hubro.

The user interface of the web application is responsive, i.e. it scales nicely on small device screen sizes. This way, the study manager can interact with the system dynamically through the smartphone or tablet at every place with internet access. This way, the researcher can operate the system on-the-go e.g. randomize users or send messages.

Messages in the Hubro system can be distributed through various channels. So far, the Hubro system supports distribution of information via an ordinary e-mail, or/and through the integrated REST API, from where the messages can be pulled by individual applications connected to the platform. For the messages delivered via REST API, we have not implemented an option for a direct response, and therefore the messages are only one-way function. Lack of option for direct response is however supplemented by a possibility to include formatted text enriched by HTML tags. This way, the study manager, can include images or website links containing additional information or interactive elements such as forms.

3.2 Results of the Hubro platform practical implementation

We were able to design a full functioning system that fulfilled most required tasks for a clinical trial, as presented in Figure 1. We received all the necessary acknowledgments from the national data protection authority DPA, the regional ethical authority REK, and the local security and privacy team at the University Hospital of North Norway (UNN) to run two clinical trials.

The first trial in which Hubro was used included 50 patient participants and the second included 8 participants. In each study, participants were asked to test new functions of mHealth tools, especially the Diabetes Diary self-management application.

The first study [14] lasted for 12 months, where the study manager estimated the following amount of time on each task per participant: Informed consent delivery and collection (2-minutes); Randomization (1-minute); Delivery of the Initial questionnaire (1-minute); App distribution (4-minutes); Mid-study questionnaire (1-minute); and Final questionnaire (1-minutes). Minutes spent logging into the system, checking participant status, sending questionnaire reminders and other tasks were estimated to triple these times. In total, 30-minutes per user.

The second study [15] was conducted for a 6 months period, and time usage for this study is currently being estimated in an ongoing follow-up study [16].

3.3 Results of evaluation Research-users’ experiences using Hubro

The questionnaire about research-users’ experiences was distributed to three researchers who had directly worked with the Hubro system, throughout the two studies.

1) The questionnaire has been filled in by 3 respondents – PI/project manager, researcher and system developer. PI/project manager and researcher have been involved
in all phases of the two studies, while the system developer has provided technical support (service availability assurance and data extraction support).

2) Based on the feedback from the researchers, the following new functionalities and system updates would be appreciated: integration of reminders to the researchers; integration with more advanced recruitment capabilities other than those currently implemented; recruitment scheduling and monitoring; notifications; more secure implementation of the messaging function.

3) The previously mentioned connection between the systems’ user-ID (anon-ID) and data in third-party systems (Piwik/Matomo, LimeSurvey) was confusing when performing various operations such as fetching user data or exporting usage logs. Two respondents raised this issue. Another concern was expressed about the utilization of the third-party tools – the app usage analytics platform (Piwik/Matomo) and the survey platform (LimeSurvey), specifically questioning their choice due to their complexity and low user-friendliness. These tools are complex, designed to suit a wide range of use cases, and therefore they are coupled with a variety of options and settings, that might be confusing for researchers/study administrators, who only need to use a specific subset of these functions. Although, within the narrowed portfolio of alternatives, these tools stand out among other choices in terms of integration possibilities.

4) Researchers mentioned the following optimizations to minimize manual efforts and frequent check-ups in the following ways - a better process of keeping track of the recruited patients, i.e. placing them into groups; more understandable user-interface; easier distribution of questionnaires and tools (applications); more streamlined process of questionnaire completion checks, and a user interface to interact directly with the LDAP servers (e.g. removing participants).

5) From the researcher’s point of view, it was suggested to implement a two-way messaging function, which would mitigate the necessity to use an ordinary e-mail as a primary communication channel from patients to researchers. Also, the user interface for user’s look-up based on their e-mail addresses was perceived as a candidate for improvement, as it required a manual effort in terms of e-mail client utilization as discussed within Question 2. Terms Texts and Messages, used in the Hubro system, were seen as potentially misleading and confusing for an uneducated researcher using the system. From the patient’s perspective, a case was reported when a patient was able to only fill half of the questionnaire, due to accidentally clicking on send button. Re-submitting the un-finished questionnaire (i.e. an edit function) should thus be implemented.

6) PI/project manager was able to use the Hubro functions to recruit and randomize study participants through the smartphone, e.g. when travelling. The Hubro system and its third-party components are web-based and responsive so that they can be used with mobile devices such as tablets or smartphones.

7) Mixed opinions have been reported on the user-friendliness of Hubro’s user interface. All agreed that it was a complex and steep learning curve for both

Researchers stated that no negative feedback has been reported about Hubro from the study participants.

In addition, we present a summary of identified missing functions, functions that need improvement and problems with the Hubro system in Table 2.

<table>
<thead>
<tr>
<th>Response categories</th>
<th>Summarized responses</th>
</tr>
</thead>
</table>
| Appreciated functions | • Reliability  
• Cost-effectiveness  
• Convenience of participant management |
| Functions that should be implemented in a more user-friendly way | • Easier user-interface  
• Integration of reminders  
• Integration with more advanced recruitment capabilities other than those currently implemented  
• Recruitment scheduling and monitoring notifications  
• More secure implementation of the messaging function |
| Problems with the Hubro system | • User’s look-up (deanonymization) based on their e-mail addresses requires much manual effort  
• Should allow editing and re-submission of questionnaires |

Table 2 Summary of identified missing functions, functions that need improvement and problems with the Hubro system.

As mentioned, most of the functionalities were implemented and used. However, data analysis was only performed to a limited degree using Hubro. Data extraction, organization and analysis was performed manually through a collaboration between a researcher and a developer. This took several months (not effective time, but to coordinate) and data needed to be shared via a separate secure research platform. The secure data-sharing platform required additional and unplanned set-up of the files and granting access. The bulk of the unplanned work included the researcher learning three different formats of anonymous data as well as how to reformat, translate and analyse them using a more well-known program such as Microsoft Excel. This reinforced the challenges as well as opportunities of developing the Hubro system further, to support also more of the last parts of clinical trials, analysis and conclusions.

4 DISCUSSION

Considering the nature of health data, rolling the Hubro system out as a service to end-users might be troublesome, due to compliance matters. Also, a naïve, on-premise distribution might be complicated because of many onboarded components resulting in a significant workload on IT system operators. The way for seamless delivery and
The concept of a user ID and anonymous ID was introduced to provide study participants with a way to quickly join the study, i.e. by providing a 5 characters identifier (user ID) that was connected fully qualified GUID-based identifier (anonymous ID) in the database. Both identifiers have to be used when performing basic operations such as, e.g. extracting user data from the database, deanonymizing the user, which introduces an additional level of manual effort. In future, this concept should be revisited and implemented in a more user-friendly manner.

It is also important to note, that Hubro, currently, neither collects nor generates documents formally required by regulatory authorities or compliance protocols i.e. Trial Master File (TMF) or its electronic equivalent (eTMF), that must be maintained alongside the electronic study management system separately in a dedicated repository. Similarly, the Hubro keeps a very limited audit trail of specific actions, that require access to the link table, or the implemented link function respectively (deanonymization).

5 CONCLUSION
The motivation behind the need to move to new study management methods is driven by the fact that traditional methods for clinical interventions may provide outdated results, given the fast pace of technological advances. Therefore, it is necessary to react on current trends and evaluate these changes promptly. Inadequate old methods are used on new types of interventions that involve the processing of vast amount of data, dynamic support and troubleshooting of potential participant's technical problems during the study and inclusion of various types of new technology. Commonly used clinical trial study management systems are too scattered and time-consuming, to provide results in a reasonable time as they are not systematically addressing the identified challenges.

The system we designed proved to improve areas of recruitment, enrollment, engagement, and retention of participants into an RCT and a clinical trial. Use of the system objectively improved the time spent managing individual patients in the study. Also, the primary investigator (PI) stated the feedback from audience was overly positive when presenting the system to other researchers at conferences, workshops, and other occasion. Although there are several other products available out on the market, none of them is integrating such a generic toolset, aiding the process of patient recruitment, randomization, survey and consent distribution, patient follow-up, data processing and trial closure. Inconclusive clinical trials, because of clinical trials’ disrupted nature, may result in a delay of development of optimal treatment practice, and/or an additional financial burden.
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Abstract

Many in health and technology research opt to focus on those who are already “engaged”, not those who are considered “hard-to-reach” or “unreached”. This exacerbates the digital divide and inequity in healthcare. We report findings of a scoping review of literature in PubMed/Medline from 2000-2022. 90 of 795 articles were identified based upon 1) the health researchers’ recruitment of unreached groups with a chronic condition for active participation in a study and 2) clear definitions of who they considered to be unreached. Findings support the need for interdisciplinary and community-level involvement to reach and include unreached groups in health studies.

Keywords

Chronic, digital health, unreached, underserved, study participation

1 INTRODUCTION

The words we use affect how we perceive and react to the world. The term “hard-to-reach” was first used in the 1970’s to describe the police officer’s stigmatizing perceptions of gay, lesbian, and bisexual individuals [1]. It was popularized in social marketing, referring to those who are more time and financially expensive to engage in whatever social intervention is offered [2]. In today’s healthcare setting, the connotations we apply are still and similarly stigmatising; terms such as “hard-to-reach” or “unengaged” are used to primarily describe those who are non-compliant with or non-receptive to treatment [3]. This implies a lack of effort or blame, which affects how researchers and healthcare providers approach these groups. However, the situation is much more complex than a person simply choosing not to follow a doctor’s orders. Reasons for not engaging in the care they need could be within or outside out of their control, and everywhere in between. This is reflected in the different ways these terms are used to describe different groups within the population.

Within the context of chronic conditions - broadly defined as “continuing or occurring again and again for a long time” by Bernell and Howard [4] - the consequences of belonging to a “hard-to-reach” group are more cumulative compared to those of someone with an acute health condition. If health services and resources are not accessible to someone with a chronic condition, symptoms may be experienced in the short-term as well as more severe complications that are more costly to both the individual and the healthcare system, in the long-term. The number of preventable hospitalizations for those with an acute condition are half the number than for those with chronic condition in the US. Potentially preventable hospitalizations have also been cited as highly associated with social indicators of health [5]. These numbers also vary considerably by country [6], suggesting a community-level impact to preventative care and treatment.

If health research does not represent individuals living with chronic conditions who are hard-to-reach, here-to-for referred to as unreached, the consequences are interventions that do not address the needs and contexts of these unreached groups.

In this paper, we present the results of a scoping review of literature describing those whom health research considers unreached, who also have a chronic condition. To the best of our knowledge, a review that focuses on how researchers describe unreached groups has not been performed. Recently, factors from environmental to societal infrastructure have changed rapidly. Climate, technological and socio-political activity changes affect our resources, social interactions and priorities, including how we interact with the healthcare system [7]. Therefore, it is prudent to look at who we consider to be unreached in chronic care and what contributes to them being unreached, to properly inform intervention development, testing and implementation. This work is completed as part of the project Watching the Risk Factors (WARIFA): Artificial intelligence and the prevention of chronic conditions [8].

2 METHODS

2.1 Literature search strategy

We followed the PRISMA-ScR checklist to perform the scoping review [9]. In March 2022, PubMed (including Medline) was searched using the following terms: (Recruit* OR Participa*) AND (“Hard-to-reach” OR “Difficult to reach” OR Hidden OR Underserved OR Disadvantaged OR Marginalized OR Unengaged) AND (Population* OR Group*) AND (Healthcare OR “healthcare services” OR health) AND (intervention OR survey OR study OR trial) NOT (Adolescent OR child OR children OR infant OR youth). Due to the broad, “catch-all” search strategy, one database was initially used, with the intention of involving
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another if saturation, i.e., of descriptions used to describe unreached groups, was not reached.

2.2 Article review and inclusion
All references were uploaded into Rayyan [10]. A trial review of 10 titles an abstracts was conducted between three of the co-authors (MB, HLN, and SAI) to determine interrater agreement (Fleiss’ kappa, $k_f$) [11]. The interrater agreement was strong ($k_f=0.85$). Disagreements and uncertainties regarding inclusion were resolved before data-extraction from full-texts.

Articles were included if they described any type of study that 1) specifically recruited unreached groups with chronic conductions to actively participate, 2) were conducted from 2000-2022, 3) were written in English, 4) included only adults, and 5) explicitly described why they described their recruited groups as unreached. Reviews and protocols without results were excluded, as well as articles that did not describe recruitment strategies specifically for the group they define as unreached. A protocol is not registered but exists and can be made available upon request. Quality assessment of the articles was not performed because this review focused only on the definitions or characteristics used to describe the unreached populations.

2.3 Data extraction
The following data were extracted from each article: year, country, study type, intervention type, health condition, group(s) recruited, number recruited and definition of that/those group(s) (i.e., description of why the target group was considered unreached).

“Definitions” of unreached groups were considered by the authors to be an explanation or characteristics of why certain groups of people were not receiving the care that they needed or were not achieving their health goals. The exact text used to describe these groups and their definitions were cut and pasted into a common document and underwent a thematic content analysis.

3 RESULTS
Of the 795 articles identified in the literature, 158 were included for data extraction. In this paper, we focus on the 90 articles that recruited groups with chronic conditions, who were described as unreached (Figure 1). We present a summary of the terms the researchers used to describe the unreached groups as well as factors that answered the question “why is this group(s) not receiving the care that they need?”. Note that some terms, e.g., socioeconomic status or rural residence/geography, may appear in both the group type and definition, based on the descriptions given by the authors.

3.1 Articles focusing on chronic conditions
More than 76.6% of the articles that focused on chronic conditions were from one country, the United States (n=69), followed by Australia (n=4) and the UK (n=4). Nearly 66.6% (60/90) of the articles described randomized controlled trials (RCTs), followed by feasibility studies (6/90) and quasi-experimental studies (6/90). In terms of the intervention types, to which groups of unreached individuals with chronic conditions were recruited, half were programs (45/90), i.e., interventions coordinated via healthcare services or run by healthcare personnel, followed by telehealth/eHealth interventions (15/90), i.e. those that used technology initiated by/controlled by healthcare personnel, and screenings (10/90), i.e. those that offered screening services offered by healthcare professionals, primarily for cancer. Only three studies described mHealth interventions, i.e., those that used self-management technologies initiated by end-users. Cancer was discussed in 28.8% (26/90) of the articles, followed by diabetes (22/90), mental health conditions (21/90), and cardiovascular conditions (13/90).

3.2 Recruited group types
The results of the qualitative analysis of the text used to describe the groups recruited to the studies are summarized in Table 1. One group may be described by more than one category, indicating the complexity of group needs or deprivations. The most common descriptions of groups were those described as People from racial/ethnic minority groups (n=42), followed by Residents of deprived, medically underserved, or rural areas (n=38), and people of Low socioeconomic status and/or uninsured (n=30), and Women (n=13).
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<table>
<thead>
<tr>
<th>Health condition category</th>
<th>Recruited groups by category [reference]</th>
</tr>
</thead>
</table>
| Cardiovascular conditions | Low socioeconomic status and/or uninsured [12-21]  
People from racial/ethnic minority groups [13-15, 18, 19, 22-31]  
People who are not compliant/up to date with health recommendations [18, 20]  
Residents of deprived, medically underserved, or rural areas [32-37]  
Seniors [14] | 
| Chronic conditions (non-specific) | Immigrants, migrant/transient workers, refugees, or manual laborers [38]  
Low socioeconomic status and/or uninsured [39-43]  
People from racial/ethnic minority groups [38, 40, 44]  
Residents of deprived, medically underserved, or rural areas [40, 41, 45-49]  
Women [39, 45, 47] | 
| Chronic obstructive pulmonary disease (COPD) | Low socioeconomic status and/or uninsured [41, 53-56]  
People from racial/ethnic minority groups [53, 54, 56, 57]  
People who are socially isolated or unengaged [54]  
People with underserved chronic condition [58]  
Residents of deprived, medically underserved or rural areas [41, 56, 57, 59-63]  
Women [53] | 
| Diabetes (non-specific) | Immigrants, migrant/transient workers, refugees, or manual laborers [64]  
Low socioeconomic status and/or uninsured [64-66]  
People from racial/ethnic minority groups [64, 66-71]  
Residents of deprived, medically underserved or rural areas [49, 64-66, 69, 71, 72]  
Women [53] | 
| Diabetes (Type 2) | People who are socially isolated or unengaged [73]  
People who have been institutionalized, disabled and/or are dependent on others [73, 74]  
Women [73] | 

### 3.3 Definitions

The most common definitions of unreached groups with chronic conditions were based upon limitations due to Healthcare system infrastructure, Socioeconomic status/factors, and Engagement in healthcare system. The definition category of Healthcare system infrastructure included the following factors; access to and availability of culturally appropriate and relevant healthcare services/resources, complexity of medical vocabulary and care pathways, healthcare quality and treatment options as well as racism experienced during health consultations from...
providers and care coordination and continuity. **Socioeconomic status/factors** included income, education, and insurance as well as migrant-related work, and stressors of living in poverty. **Engagement in healthcare system** included factors such as adherence to recommendations, patient-provider interactions, and relationships as well as screening, other prevention and treatment seeking behaviours and use of healthcare resources.

Also of note were the community, social and political-level factors. **Community resources and setting** included factors such as inherent availability of community resources, socioeconomic status of the community, food security, place of residence or geography and history of community industrial downsizing. **Psychosocial/cultural factors** included culturally based beliefs toward health, e.g., cultural norms that do not support health recommendations, shame, stigma, social isolation, and social capital, i.e., an individual’s level of support and participation in a community. **Socio-political factors** included devaluation of their culture, immigrant or minority status, marginalization, discrimination, and risk of deportation.

Of the more internal definition categories were **Personal skills/capacity, and logistic constraints** which included responsibilities of parenthood and caregiver status as well as skills to prepare fresh food, if available, and language. **Perception of history with treatment/healthcare** was often mentioned as a barrier, citing such factors as knowledge of the healthcare system and level of experience using the healthcare services/resources, trust, and history of healthcare misconduct as well as fear of hospitalization, treatments, and diagnosis. The complete set of factors upon which definitions were based are listed in Table 2.

### Categories of factors upon which definitions were based

<table>
<thead>
<tr>
<th>Categories of factors upon which definitions were based</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community resources and setting</td>
<td>[32, 36, 40-42, 48-50, 55, 56, 63, 65, 67-69, 71, 72, 74, 83, 84, 89]</td>
</tr>
<tr>
<td>Digital divide</td>
<td>[41, 60]</td>
</tr>
<tr>
<td>Engagement in healthcare system</td>
<td>[12, 13, 15, 17-19, 21, 23-27, 29, 31, 33, 36, 38, 42, 45, 50, 52, 57, 58, 64, 67, 75-79, 82, 83, 85, 87, 88, 90-97, 100]</td>
</tr>
<tr>
<td>Health beliefs and knowledge</td>
<td>[12, 21, 23, 26, 29, 31, 32, 38, 40, 41, 48, 57, 64, 67, 75, 77, 85, 87, 91]</td>
</tr>
<tr>
<td>Health history, status/capacity</td>
<td>[12, 14, 32, 37, 40, 43, 55, 58, 59, 63, 67, 70, 73, 74, 79, 84, 86, 97, 100]</td>
</tr>
<tr>
<td>Perception of history with treatment/healthcare</td>
<td>[16, 22, 28, 38, 39, 48, 51, 64, 65, 75, 77, 82, 83, 86, 94, 97, 101]</td>
</tr>
<tr>
<td>Personal skills/capacity, and logistic constraints</td>
<td>[12, 22-24, 29-32, 37, 41, 44, 49, 51, 53, 54, 64, 65, 67, 68, 70, 74, 83, 85, 92, 95, 97, 101]</td>
</tr>
</tbody>
</table>

### Table 2 Factors upon which definitions of unreach groups or populations are based.


### 4 DISCUSSION

Of the total 795 articles, we identified 90 that described the recruitment and active participation of those who were considered unreach and had chronic conditions. The most common reasons for being described as unreach were related to supply of healthcare system resources, socioeconomic factors related to a community or individual, and individuals’ engagement in healthcare. The variety of unique reasons given by the authors for why certain groups with chronic conditions were unreach was quite frankly disconcerting. Several articles cited a scepticism or lack of trust with the healthcare system due to a history of mistreatment of people like themselves [22, 65], e.g., the 1932-1972 Tuskegee syphilis experiments [102]. Unfortunately, this mistrust persists today due also to personal experiences with racism and stigma during encounters with the healthcare system or from healthcare providers [82].

While the promise of telehealth is greater access and use of healthcare resources amongst those with chronic conditions, the contextual barriers described in this review, including socioeconomic status, where they reside, and logistical challenges could stop them from using, or continue to use, a technology intervention [103]. Those in need exist within the general population, yet most studies include those who are already engaged in their health and care. If we in health research wish to pursue digital health interventions for the general population, we first must consider barriers, including cost and resources needed to support the use of such interventions – from recruitment of diverse informants to the implementation and continuity of the intervention [104].

The strengths of this review were the inclusive search strategy. We aimed not to limit the type of paper based on a certain classification of a “chronic” condition. This allowed us to explore a greater breadth of factors associated with a group not receiving the care they need. The limitations of this review include human error. We do acknowledge the possibility that a factor was excluded in the extraction of the definitions from the article. We did attempt to minimize this possibility by copying and pasting article text for qualitative analysis instead of paraphrasing. Also, the introductions were primarily used to identify the definitions. Therefore, information presented in other sections would have been omitted.

### 5 CONCLUSION

As researchers and healthcare providers, we need to know not only why certain groups are not receiving the care that they need but also how those reasons came to be – the
history behind them. It was made clear by the articles that described personal and systemic history of healthcare misconduct, racism, stigma, and social exclusion, that perception is indeed everything. Awareness of the root causes of reluctance in addition to the systemic, political, or infrastructural barriers to seeking or receiving care is the only way in which we develop and effectively implement interventions for those with chronic conditions, including health technologies. Results from this work will contribute to WARIFA in terms of recruitment strategies and understanding the impact and barriers to reaching different populations for health technologies, specifically artificial intelligence.
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Abstract
The concept of conditional method agreement is introduced and respective solutions are proposed to define homogeneous subgroups in terms of mean and variance of the differences in measurements.
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1 INTRODUCTION

A well-established method for assessing the agreement between two measurement methods is the Bland-Altman plot [1], which illustrates the differences against the mean values of the measurements. Bland and Altman mainly discuss the question whether the agreement between the methods depends on the magnitude of the measured values and rely on the idea, that agreement is identical for all patient groups. However, the methods may not be equally accurate or comparable in every situation and for every patient. We assume that some factors, such as patient characteristics and measurement settings, may affect the ability of the methods to produce accurate measurements and thus alter the agreement between the methods.

In the present work, we therefore aim to investigate the agreement conditional on patient characteristics by introducing the concept of conditional method agreement and propose a corresponding analysis method for the case of single measurements per subject. The new method, called Conditional Method Agreement Tree (COAT), is a simple combination of recursive partitioning and Bland-Altman plot. It takes advantage of the fact that agreement can be modeled by correctly specified tree-based models, which allows the definition of subgroups with different agreement in terms of the mean and variance of the measurements. The ability of the methods to define the subgroups is investigated in a simulation study. Application to real data demonstrates the relevance to research.

2 MODELLING APPROACHES

To define homogeneous subgroups concerning the mean and the variance of the differences, the following tree-based algorithms are used: conditional inference tree (Ctree) [2], distributional tree (Disttree) [3] and model-based recursive partitioning (MOB) [4]. The general algorithm of all these methods is similar, and in order to partition the data based on the potential split variables, they all proceed in two steps, namely, selecting the split variables based on the association of some goodness-of-fit (e.g. model scores) with each potential split variable, and choosing the split point so that the goodness-of-fit is maximized in the resulting subgroups. This procedure is repeated until a certain stopping criterion is reached, e.g., a minimum number of observations in terminal nodes or no more significant associations are detected. Finally, the agreement in each resulting subgroup is evaluated using a Bland-Altman plot. The aforementioned models differ only in the implementation of the individual steps.

2.1 Ctree

The decision to split is based on the test statistic which measures association between the outcome and the split variable, in our case: 

\[ T_j = \text{vec}(\sum_{i=1}^{n} Z_{ji} (Y_i - \bar{Y})^2)^T, \]

where \( Z_{ji} \) is a potential split variable and \( Y_i \) is the outcome. Such a transformation of the outcome \( Y_i \) allows the observations to be split based not only on the association between split variables and mean differences, but also on the basis of the association with the variance of differences.

2.2 Disttree

Another approach is to use Disttree to model the parameters of the prespecified distribution of the differences. In the present case the normal distribution can be used to model the average difference between methods and the corresponding variance. Test statistic for split decision is given by 

\[ T_j = \text{vec}(\sum_{i=1}^{n} Z_{ji} s(\bar{\theta}, Y_i)) \]

where \( s(\bar{\theta}, Y_i) \) are the model scores and \( \bar{\theta} = (\bar{\mu}, \bar{\sigma}) \) parameter estimates.

2.3 MOB

Like Disttree, MOB is also based on a parametric model and corresponding score. Here we consider the normal distribution and define the residual variance as another model parameter guiding the splitting decision. The latter is based on the empirical fluctuation process given by

\[ Z_{ij} = Y_i - \bar{Y}, \]
\[ W_j(t) = \hat{V}^{-1/2} n^{-1/2} \sum_{i=1}^{n} s_j(Z_{ji}), \] which measures the deviations of the model scores from their zero mean when the potential split variable is ordered.

3 METHODS

To investigate the performance of the models in terms of identifying the true split variable and the existing subgroups a simulation study is conducted. A total of 10000 simulations are performed, considering sample sizes of \( n = (50, 100, 200, 400, 500) \). The differences are generated from a normal distribution \( Y \sim \mathcal{N}(\mu, \sigma^2) \). The scenarios differ in how the mean and variance are defined. In the first three scenarios, we vary the mean once, the variance once, and finally both based on one split variable. Scenarios 4 and 5 are more complex, as both mean and variance vary based on two split variables. We evaluate the models based on the Adjusted Rand Index (ARI), the measure of similarity between the true and predicted tree structure. We additionally examine a null case to investigate the tendency of methods to detect false subgroups when there are actually none.

To demonstrate the relevance of the new method in epidemiological research, we apply it to real data collected in a validation study \([5]\) and provided by our project partner. In this study, 50 participants were recruited to simultaneously wear different accelerometers for an entire day and night. Daily variables were then created from the accelerometer measurements, including light physical activity (PA), moderate PA, vigorous PA, and activity EE (AEE). Additional information on age, sex, height, and weight was used to test our assumption of whether participant characteristics affect accelerometer agreement.

4 RESULTS

4.1 Simulation study

The results of the simulation study show that with the increasing sample size and in the more complex environment, the models are able to detect the true subgroups. In particular, for scenarios 2-5 and in the case of a higher sample size (400-500 observations), the ARI takes values between 0.65 and 0.95 (values close to 1 indicate the best fit), with the MOB being inferior to the other methods.

In a null case Ctree and Disttree falsely detect subgroups from 4.1-5.4% of cases. On the contrary, MOB yields error rates of only 0.3-3.1% for smaller sample sizes (50-100 observations). However, for larger sample sizes (200, 400, 500 observations), it performs slightly worse, detecting false subgroups between 5.6% and 5.7% of cases.

4.2 Application

Figure 1 is an illustration of the agreement of measurements evaluated with the new method. As can be seen, COAT is able to identify the subgroups with different agreement in terms of mean and variance. It identifies age as a relevant covariate. From the tree structure, it is seen that better agreement is obtained for older patients (age>41).

5 DISCUSSION

With COAT, we are able to estimate conditional agreement and agreement dependence on covariates in a single framework. The simulation study shows that the models are able to identify the true split variable and the underlying tree structure. All three tree-based methods were able to detect heterogeneity between the mean and variance of the agreement. In addition, the real data example shows that COAT is well suited to define subgroups and evaluate conditional agreement in a unified methodological framework. However, it should be noted that the new method is rather exploratory in its nature and evaluation on the real data example is not performed.
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Abstract
The present systematic review aims to provide an overview and categorization of dose guidance methods that support basal insulin titration for people with type 2 diabetes. At the time of writing, quality assessment of the included articles is ongoing.
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1 INTRODUCTION
Optimal glycaemic control in people with type 2 diabetes (T2D) is crucial to prevent diabetes-related complications [1]. In many cases, treatment with basal insulin is necessary 5-10 years after diagnosis to reach glycaemic targets [2]. Titration of insulin to determine the optimal dose is a difficult and time-consuming task associated with clinical inertia [3]. Thus, 60% of people treated with insulin do not reach glycaemic targets [4].

In recent years, the development of dose guidance to support insulin titration has been of rapidly growing interest. Despite this rapidly growing interest and the fact that it has been a field of interest for several decades, no systematic review within the area has been found. Therefore, this systematic review aims to provide an overview and categorize dose guidance methods that support basal insulin titration of people with T2D by characteristics, effect, and user experience.

2 METHOD
The present systematic review will be reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines [5]. The review is registered at PROSPERO, an international prospective register of systematic reviews, as ID number CRD42021289364 [6].

The review considers studies that include adult (>18 years) subjects with a diagnosis of T2D treated with basal insulin alone or in combination with oral antihyperglycemic agents. Studies that evaluate dose guidance methods for basal insulin titration are considered. Furthermore, any outcomes related to glycaemic control and in any setting (e.g. general practitioners, the patient’s home, and specialized diabetes units) are considered. An exhaustive search was performed in PubMed, Embase, Scopus, and IEEE. Primary peer-reviewed full-text studies in English, Norwegian, Danish, and Swedish were screened for inclusion except for animal studies, expert opinions, and case studies. Data extraction will include study population, study design, method used for dose guidance, setting, study length, and reported outcome. Quality assessment of the included studies will be done using Joanna Briggs Institute’s critical appraisal tools in accordance with the study design of the included studies [7].

3 RESULTS
The systematic search identified 4,245 potential studies in the selected databases. After the removal of duplicates, 3,211 studies remained. Following the screening of title and abstract, 270 potential studies were selected for full-text screening, which resulted in the inclusion of 32 studies. Citation and reference search was performed based on the 32 included studies. This led to the inclusion of 4 additional studies, which resulted in a total of 36 included studies. An overview of the study designs of included studies is shown in table 1.

<table>
<thead>
<tr>
<th>Study design</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomized controlled trial</td>
<td>21</td>
</tr>
<tr>
<td>Quasi-experimental study</td>
<td>6</td>
</tr>
<tr>
<td>Simulation study</td>
<td>4</td>
</tr>
<tr>
<td>Mixed method study</td>
<td>3</td>
</tr>
<tr>
<td>Cohort study</td>
<td>1</td>
</tr>
<tr>
<td>Qualitative study</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1 is an overview of the study designs of the 36 included articles. Preliminary results show the use of paper-based titration algorithms, telehealth solutions, and mathematical models in basal insulin dose guidance for people with T2D.
Telehealth solutions cover digital implementation of a paper-based titration algorithm, shared decision-making platforms, and communication platforms between health care providers and people with T2D.

Figure 1 shows the percentwise distribution of the methods for basal insulin dose guidance identified in the included studies.

**Figure 1** shows the distribution of methods used for basal insulin dose guidance identified in the included studies.

Among these identified methods for basal insulin dose guidance, both solutions aimed directly at people with T2D, and healthcare professionals are found. Though the majority of the methods are aimed at healthcare professionals.

At the time of writing, quality assessment of the included studies is ongoing.

### 4 DISCUSSION

The systematic review is strengthened by the broad scope since various dose guidance methods, outcomes, settings, and study designs are considered. However, this may complicate the comparison of the studies due to heterogeneity.

Based on the preliminary results, the majority of studies investigate non-technical basal insulin dose guidance in the form of paper-based titration algorithms. The use of digital solutions for basal insulin dose guidance is limited to simple telehealth solutions and one instance of a mathematical model embedded in a digital solution.

In recent years, mathematical models in the form of compartment models and recursive least square-based extremum seeking control methods have been investigated for basal insulin dose guidance for people with T2D, but the research is still very limited. From the preliminary results, it is an interesting finding that data-driven methods such as machine learning are not found among the methods used for basal insulin dose guidance for people with T2D in the existing literature. Such methods are often used to explore different research fields. This elucidates an apparent gap within the field regarding data-driven methods such as machine learning, and to some extent mathematical models. The use of such methods may bring insight to the field, which could potentially pioneer future research.

This apparent lacking use of data-driven methods in the field of basal insulin dose guidance for people with T2D could be a result of the heterogeneity of this population caused by factors such as varying pancreatic insulin production and insulin sensitivity. This complicates the modelling of blood glucose for people with T2D.

Furthermore, limited information about blood glucose levels is usually available for people with T2D since glucometers are most commonly used for measuring blood glucose. In comparison use of continuous glucose monitoring for measuring blood glucose is more widespread in the treatment of people with type 1 diabetes enabling more complex insight into the blood glucose levels. Therefore, the modelling of the effect of insulin on the blood glucose in people with T2D is challenged by the heterogeneity of the population and the limited insight into the effects on blood glucose levels due to the current standard for measuring blood glucose for these individuals.

Similar challenges have been recognized by researchers investigating the use of mathematical models in the development of basal insulin dose guidance aimed at people with T2D.

### 5 CONCLUSION

The present systematic review will inform investigators of methods used to develop basal insulin dose guidance for people with T2D, and categorize the methods used to provide insight into gaps within the field. Preliminary results show the use of paper-based titration algorithms, telehealth solutions, and mathematical models. Though use of mathematical models is limited. Furthermore, preliminary results elucidate an apparent gap in the use of data-driven methods such as machine learning for basal insulin dose guidance for people with T2D. Further results will follow.
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Abstract
The treatment goal in type 2 diabetes (T2D) is to keep the blood glucose within a target range. In the early stages of diabetes, the treatment may consist entirely of oral antidiabetics (OAD), which may be preferable over injectables for some people. However, previously published systematic reviews found a low OAD adherence and that the adherence differs between different OAD types. These systematic reviews were performed before 2015, and several new OADs have been marketed since then. Thus, a systematic review will be undertaken to review the newest studies on adherence to oral second line antidiabetics in people with T2D.
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1 INTRODUCTION
In 2021, an estimated total of 536.6 million people had diabetes\textsuperscript{[1]}, with approximately 90\% of these cases being type 2 diabetes (T2D)\textsuperscript{[2]}. Diabetes results in increased blood glucose, which leads to long-term complications\textsuperscript{[3]}. Therefore, the treatment goal in diabetes is to keep the blood glucose within a target range to delay or avoid long-term complications\textsuperscript{[3]}. The recommended initial treatment, referred to as first line treatment, for T2D is lifestyle interventions and treatment with metformin\textsuperscript{[3]}. When the first line treatment fails to keep the blood glucose below the upper limit of the target range due to disease progression, additional antidiabetic medication, referred to as second line treatment, is added to the treatment regimen\textsuperscript{[3]}. The recommended second line treatment for people with T2D and no comorbidities are glucagon-like peptide-1 receptor agonist (GLP-1RA), Sodium-glucose cotransporter-2 (SGLT-2) inhibitors, dipeptidyl peptidase-4 (DPP-4) inhibitors, sulfonylurea, and thiazolidinedione (TZD)\textsuperscript{[3]}.

However, the general adherence to antidiabetic medication amongst people with T2D is low\textsuperscript{[4-6]}, which may result in suboptimal treatment effect and decreased glycaemic control. Several factors may affect the treatment adherence e.g., some patients may prefer oral medication over injectables. As several of the second line antidiabetic medication is available as OADs, the treatment regimen in the early stages of diabetes may consist entirely of OADs, which may be preferable for some patients. Iglay, et al.\textsuperscript{[5]}, Krass, et al.\textsuperscript{[6]}, and McGovern, et al.\textsuperscript{[7]} all performed a systematic review and meta-analysis in which the adherence to different OAD drug classes were compared. These studies found that the adherence differed across the different OAD drug classes. The systematic reviews of Iglay, et al.\textsuperscript{[5]}, Krass, et al.\textsuperscript{[6]}, and McGovern, et al.\textsuperscript{[7]} were performed prior to 2015, and several new OADs, such as oral semaglutide\textsuperscript{[8]}, have been marketed since then. Therefore, a systematic review including new literature will be undertaken with the aim to systematically review the adherence to oral second line antidiabetics in people with T2D.

2 METHODS
A systematic literature search will be performed to identify articles on adherence to oral second line antidiabetics in people with T2D. The search will be structured as a block search, which will consist of three independent blocks: ‘T2D’, ‘Second line antidiabetics’, and ‘Adherence’. Each block will consist of relevant synonyms, both as free text and thesaurus term, if one exists. The search will be performed in the following databases: CINAHL, Cochrane, Embase, PsychInfo, PubMed, and Scopus.

The 18th Scandinavian Conference on Health informatics, Tromsø, Norway, August 22-24, 2022. Organized by UiT The Arctic University of Norway. Conference Proceedings published by Linköping University Electronic Press at https://doi.org/10.3384/epc187. © The Author(s). This work is licensed under the Creative Commons Attribution-NonCommercial 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc/4.0/
Articles are included if they present original research on adherence to oral second line antidiabetics in people with T2D. The study population must be adults (≥18 years) with T2D and no other comorbidities living in developed countries. The study must be set during everyday circumstances i.e., not during Ramadan, the COVID-19 pandemic, or other special circumstances. Furthermore, the articles must be full text articles written in English. The selection process of relevant articles will be reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA). The quality of the included articles will be evaluated using Joanna Briggs Institute’s (JBI’s) critical appraisal tool.

Information extracted from the included articles will be details on the study design (control group, trial design, and trial duration), the participants (number of participants, demographics, and treatment regimen), adherence (adherence level and how adherence was measured), and potential adherence barriers. The adherence level will be investigated with respect to the measurement method of adherence and the country of which the trial is set by dividing the extracted information into subsets.

3 RESULTS

The information extracted from the included articles will be presented in a systematic review. The reported level of adherence to oral second line antidiabetics will be presented in tables by subsets and summarised as a narrative synthesis.

4 DISCUSSION

The overview of adherence to different types of oral second line antidiabetic medication will be an addition to the previously obtained knowledge on the adherence to OADs in people with T2D. This updated overview will provide new knowledge on the patients’ challenges to adhere to OADs, which may be used to investigate how these challenges might be overcome. A possible solution could be to use this knowledge to develop a decision support system to guide people with T2D on how to increase their adherence to OADs.

Furthermore, this review will provide an opportunity to compare the adherence rate of recently market OADs and OADs considered in the previously published systematic reviews.

The strength of the proposed systematic review is the broad scope of the search with no limitation on the study design, as this strategy ensures a relatively high recall of articles. The broad search may also be a limitation, as it may be difficult to compare adherence across studies with different study designs.

5 CONCLUSION

The systematic review will present an overview of the adherence to oral second line antidiabetic medications, including drugs marketed after 2015.
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Abstract
Successful e-Health system engineering mainly depends on accurate and complete modelling of the HealthCare (HC) processes. These HC service processes are governed by a variety of regulations and rules enforced by many distinct authorities. Availability of these governance directives mostly on paper based-medium makes a bunch of information logistics and related issues in HC processes of e-Health systems. Further, even captured such directives are getting often buried in lower technical realizations making its impossible not only real-time adoption but also manipulation on long run by respective non-technical higher authorities. In order to rectify and to facilitate these stakeholders’ requirements for assistance with their access to these governing layers of e-Health solutions, in this work, we have proposed a three-dimensional ontological framework. This framework is expected to provide a complete and sound platform first to identify and then to develop eHealth solutions in compliance with those governing directives. In addition, it will ensure making convenient access with the non-technical higher healthcare authorities to monitoring and to governing HC processes. Proposed framework consists of three dimensions; 1) HC process activity dimension, 2) HC responsibility dimension and 3) HC directive enforcement dimension. The proposed approach facilitates the separation of concerns in HC governing perspectives in e-health solution development.

Keywords
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1 INTRODUCTION
The evolution of E-Health system development can be classified into three main eras subjected to the overall requirement. In early 20th century the development effort mostly on technical message structure standardizations and (Health Level 7) HL7 versions have improved accordingly [1]. Later the development effort was motivated towards capturing not only technical level standardizations, but also strategic level realizations by means of semantic interoperability among heterogeneous applications [2][3]. According to the present studies, the evolving nature of complex requirements in HC context leads to the requirement of systematic mapping among the technical level requirements and strategic level governing requirements of the care pathways [4][5].

Also, many consequences have arisen due to this problem of less consideration of strategic level guidelines in HC [6]. Even though the requirement engineering of current e-Health systems follows the higher-level guidelines, the realizations of policy level requirements are hardcoded with the solution. Therefore, it is difficult to guide how to realize the governing aspects in the ultimate e-health solution. Thus, it is important to monitor and control governing perspectives of the organization in a separate layer while maintaining the integration with operation level requirements. Even though some higher level frameworks introduce the importance of maintaining governing perspectives separately, a systematic approach with appropriate tools to address this requirement is lacking [6]. This research work provides a methodology to capture governing perspectives with three-dimensional framework. In order to align service oriented principals, HL7-OMG Healthcare Service Specification Project has proposed a trustworthy and policy-driven approach focuses on the capabilities and conformance criteria for HC services [4]. However, the step-by-step approach to realize the complex higher level requirement in e-Health solutions is unavailable. A recent study highlights the applicability of some OMG group standards to model clinical pathways and further analysis is required to derive a complete approach of policy based and rule-based service designing and deployment [5]. Therefore, this research provides a three-dimensional approach to realize rules in HC context as a separate conceptual model. The proposed study focuses on the care pathway guidelines to fulfill the requirement of rule-based service designing using appropriate modelling ontology. The remainder of this paper is organized as follows. Section 2 discusses the proposed three dimensional approach of HC rule realization with few subsections. Finally, Section 3 concludes the paper and presents directions for future work.

2 PROPOSED METHODOLOGY
The proposed approach is three dimensional; 1) HC process activity dimension, 2) HC responsibility
2.1 HC Process Activity Dimension

In the proposed three-dimensional approach, it is required to identify the service process activities as a first phase. Clinical work flow modelling is fundamental phase in service process identification where several existing tools and methodologies such as (Business Process Modelling Notation) BPMN can be applied [7] [8]. As major generic activities in HC care pathway, patient registration, diagnosis and treatment have been considered in this study.

2.2 HC responsibility dimension:

The corresponding responsibility spectrum for a certain action can be derived with the Healthcare Responsibility Assignment Matrix (HCRAM). Responsibility dimension covers the identification of multiple types of responsibility perspectives involved with certain process activity. Responsibility Assignment Matrix (RAM) facilitates to analyse and identify roles of the actors in different tasks [8]. Multi-actor involvement for accomplishing single task where each actor assigned with specific duty is more common in clinical context. Also the authorship variation with some delegations occurs corresponding to some tasks. This collaborative nature of the role task relationship types should be identified and modelled explicitly. Four essential matrices identified along with HC tasks are; Perform (P), Consult (C), Accountable (A), Informed (I).

2.3 HC Directive Enforcement Dimension

The rules that covered the specific action and the responsibilities could be identified as different enforcement levels. Enforcement levels have defined in the BMM is used and adopted to represent enforcements in HC context [9].

Conclusions

The three-dimensional approach is proposed to identify and represent service rules in the healthcare domain. In activity dimension HC process perspectives have been captured and presented in terms of BPMN. Then in the responsibility dimension, the responsibility perspectives have been modeled by utilizing HCRAM with four specific responsibility parameters. Enforcement level perspective, the third dimension is used to model service rules required to cover identified responsibility perspectives in the previous dimension. The work reported here introduced a conceptual framework in an endeavour to develop a complete and sound healthcare rule realization approach. The proposed work attempted to provide an extension to existed frameworks such as HL7/OMG that demanded as platform-neutral and network-accessible software service.
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1 INTRODUCTION

During the past decade the use of video consultations in healthcare have increased exponentially in Sweden [1, 2] as well as worldwide [3]. In Sweden, private online healthcare providers took the lead in this development, but in recent years many public health organizations in Sweden have developed their own solutions for video consultations, such as the app Alltid Öppet [Always open] (Region Stockholm) [4, 5]. However, implementing and integrating video consultations in traditional primary care has proven to be difficult.

In early 2020, the Covid-19 pandemic hit the world. The risk of infection was an incentive for both patients and providers to keep patients away from primary care centers [6, 7]. Instantly there was a need for alternative methods for healthcare service delivery [3]. Suddenly the previously rather widespread resistance to video consultations and other forms of digital contact between patients and healthcare professionals vanished [8, 9].

The objective of this study is to describe how the uptake of video consultations was affected by the Covid-19 pandemic, using data from a Swedish primary care setting.

2 METHODS

The study was conducted within the primary care of Tiohundra AB in Norrtälje, which consists of five primary care centers that combine care for approximately 35,000 patients, in a rural part of Region Stockholm. In March 2020 the video consultation solution Alltid Öppet was introduced in the Tiohundra primary care.

A descriptive approach was applied to examine the relationship between video consultations initiated by healthcare staff and the Covid-19 pandemic. Aggregated data on video consultations with primary care physicians in Norrtälje Tiohundra, Covid-19 cases identified by positive PCR test in Norrtälje municipality, and the average monthly number of patients admitted to hospital with Covid-19 in Region Stockholm were collected for the years 2020 and 2021. The information system Medrave M4 [10], that collects clinical data from electronic health records, was used for the data collection on the video consultations. Data on the number of PCR verified Covid-19 cases was collected using statistics from the Public Health agency of Sweden [11]. The average monthly number of patients admitted to hospital with Covid-19 in Region Stockholm was collected using the Region’s statistics on Covid-19 [12].

3 RESULTS

The number of video consultations increased from zero monthly visits in January and February 2020 to a peak of 410 in May. The average number of video consultations was 177 per month in 2020 compared to 144 in 2021. Figure 1 shows the number of video consultations per month and verified Covid-19 cases in Norrtälje municipality. However, public testing of Covid-19 was not initiated until June 2020 resulting in a low number of verified Covid-19 cases in the spring of 2020. Therefore, the average number of patients admitted to hospital in Region Stockholm is probably a better predictor of Covid-19 spread in the early 2020, also Figure 1.

Video consultations were mainly used by patients older than 25 years of age. The age distribution of patients that utilized video consultations is shown in Figure 2.

4 DISCUSSION

Prior to the pandemic there had been attempts to implement video consultations in the Tiohundra primary care but due to technical problems and a lack of interest by the healthcare staff, they were never adopted into clinical

Figure 1. Video consultations and spread of Covid-19
practice. In the spring of 2020, however, there was an urgent need for alternative ways of delivering healthcare and almost overnight, the video consultation solution Alltid Öppet [5] was successfully implemented and considered to be advantageous. The adoption of video consultations in public primary care in Sweden would probably have happened eventually, even without the pandemic. However, most certainly, the pandemic provided the necessary incentive for patients as well as healthcare professionals resulting in the rapid adoption. The pandemic also provided opportunities and time to test video consultations on all kinds of medical conditions, since otherwise the alternative in many cases would have been no consultation at all. This open-minded use of video consultations presumably facilitated the adoption.

There seem to be a relationship between the use of video consultations and spread of Covid-19 in 2020, where the use of video consultations varied with the contagion waves. In 2021 the use of video consultations was more consistent over time.

Previous studies have shown that people who use video consultations tend to be younger, healthier, having higher socioeconomic status and living in urban areas where the supply of other healthcare is plentiful, contrary to what one might expect [13, 14]. Gabrielson-Järhult e.g., showed that approximately 70% of the patients that used video consultations were between the ages of 0-30 years [13], whereas less than 10% of the patients in our study were younger than 25 years of age. This might be explained by the fact that the older patients are at larger risk for severe Covid-19, and therefore may have been more inclined to avoid traditional healthcare during the pandemic. Another possible explanation could be that the younger population in general suffer from less serious health issues and to a larger extent chose to refrain from visiting primary care during the pandemic.

Future research should explore whether patients in the older age groups will continue to use video consultations in the long term, even when the effects of the pandemic are reduced.

5 CONCLUSION

In summary, the Covid-19 pandemic had a direct impact on the adoption of video consultations in our primary care setting. Yet, our case study indicates that after the initial high use, it appears to have stabilized on a lower level. Further research is needed to understand whether this finding is applicable to primary care all over Sweden, but also on the impact on healthcare professionals’ work environment, patients’ experiences, and quality of care.
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Exploring the validity of a contactless monitor used to measure vital parameters during sleep: A pilot study
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Abstract
Study investigating the validity of a contactless monitor during sleep. Overall, the contactless monitor seems to be a valid method for monitoring vital parameters, even though parameters such as position and number of people in bed might have implications for monitoring.
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1 INTRODUCTION
Diabetes mellitus (DM) is a major global challenge [1]. DM causes a chronic condition of hyperglycemia, which can lead to various health complications [2]. In type 1 diabetes (T1D), insulin treatment is required. However, insulin treatment induces a risk of hypoglycemia, which can be life-threatening [3]. The risk of hypoglycemia increases at night, leading to fear and reduced quality of life among people with T1D [4]. To prevent hypoglycemia, people with T1D frequently measure glucose at night [5]. Self-monitoring of blood glucose (SMBG) is a major negative burden for people with T1D [6]. Some people with T1D use a continuous glucose monitor (CGM) as an alternative to SMBG. However, CGMs also have disadvantages such as a discrepancy between glucose values measured with CGM and venous blood glucose values [7], and skin irritation [8]. Currently, there are no acceptable alternatives to CGM and SMBG for measuring blood glucose levels. However, there is a significant interest in developing new methods based on hypoglycemia-induced changes in vital parameters [9]. A new contactless monitor (Sleepiz One, Sleepiz AG, Switzerland) may be able to predict hypoglycemia as it, based on radar technology, measures vital parameters that are affected hereby. However, there is no available documentation for the validity of the contactless monitor. Therefore, the aim of the present study was to investigate the validity of the contactless monitor during sleep.

2 METHODS
The study examined the contactless monitor's ability to monitor heart rate (HR) and respiration rate (RR). Furthermore, the sensitivity of the monitor related to the participants' position and the number of people in bed were assessed. Inclusion criteria were Danish or English-speaking healthy individuals aged ≥ 18 years. Exclusion criteria were pregnancy, tendonitis, carpal tunnel syndrome, implanted electronic devices, reduced circulation, epilepsy, and taking photosensitive medicine. Three women aged 25-31 years participated in the study. Study duration was two nights, where the participant slept one night alone and one night with a partner.

HR and RR from the monitor were compared with HR from a smartwatch (Fitbit Charge 2) and manual RR counts (Figure 1).

A correlation analysis was performed to examine the correlation between data from the contactless monitor and reference measurements for each participant. In addition, Root Mean Square Error (RMSE), Pearson's correlation coefficient (r), and 95% confidence interval (95% CI for r) were calculated.

3 RESULTS
For both HR and RR, a statistically significant correlation was found between data from the contactless monitor and reference measurements, except for one test. Correlation of HR from the monitor and smartwatch was R2 (0.0183 - 0.6948), RMSE (1.65 - 3.87), and r (0.1354 - 0.8336). Correlation of RR from the monitor and manual RR counts was R2 (0.5551 - 0.895),
RMSE (0.22 - 0.73), and r (0.7451 - 0.9460). In the absence of missing data, supine was the dominant position (Figure 2A and 2B). According to the number of people in bed, no unambiguous results were found (Figure 2C and 2D).

<table>
<thead>
<tr>
<th>Participant</th>
<th>HR Alone</th>
<th>HR &gt; one</th>
<th>RR alone</th>
<th>RR &gt; one</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.630</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>P2</td>
<td>0.009</td>
<td>0.027</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>P3</td>
<td>0.000</td>
<td>0.011</td>
<td>0.001</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 2  P-value from correlation between reference measurements and the contactless monitor for HR and RR, related to participants (P) and number of people in bed. Alone in bed (alone), more than one in bed (> one).

Figure 2. Sensitivity of the contactless monitor related to position and number of people in bed. Participant (P), sleeping alone (A), sleeping more than one in bed (M). Figure A,B illustrates whether the participant is facing away from the monitor, is facing towards the monitor or is in supine position in case of missing HR and RR data registration > 2 min. Figure C,D illustrates the frequency of missing data registration > 2 min. depending on whether the participant slept alone or more than one in bed.

5 LIMITATIONS

A limitation of the present study is the small and homogenous sample size of three women, which make the results less generalizable. Furthermore, the short duration of the study. Therefore, increased sample size, inclusion of both genders, and a longer study duration is recommended for future studies. Another limitation is that the missing data, may be caused by other reasons than position and number of people in bed. Therefore, future research is needed to evaluate the sensitivity of the monitor related to the position and the number of people in bed during sleep.
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Abstract
The PEPPPSY(Pilot Testing and Evaluation of a Participatory Patient Record in Psychiatric Care) project is a new initiative from the Digital Health group of the Centre for Health Services Research in Brandenburg. PEPPPSY stands for “Pilot Testing and Evaluation of a Participatory Patient Record in Psychiatric Care”. The project is based on the United States-based initiative, OpenNotes[1], an international movement promoting and studying transparent communication in healthcare. The project is created with open communication in mind, as it aims towards giving patients insight into their treatments by accessing their psychiatric records. This will hopefully increase trust, engagement, and understanding of both themselves and the therapeutic process.
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1 INTRODUCTION
A Patient Accessible Electronic Health Record (PAEHR), which includes visit notes, laboratory results and diagnoses, is not common practice in Germany. Patients can claim their records by law, but it is a bureaucratic process, making it rare for the patients to do so[2]. Of the patients surveyed, only about 41% of the patients have claimed this right, and of all cases UPD1 handles, about 44% are cases of record-accession conflict[2]. For psychiatric patients, there are even stronger boundaries, such as needing the permission of a clinician.

Studies indicate that patients may not remember even half of the information relayed to them by their healthcare provider[3][4]. Providing clients with real-time access to their health records will minimize the loss of important information and allow post-appointment reviews. By reading through their notes, patients can identify mistakes and ensure that their patient records are accurate[1]. Giving patients access to their therapist's notes creates mutual trust, which in turn leaves the patient feeling more in control of their health[2].

OpenNotes, and the sharing of patient records, is about transparent communication in general. What makes PEPPPSY unique is that PEPPPSY is centred around providing psychiatric care patients access to their notes made by their health care providers.

The Digital Health group at MHB implemented the first pilot of PEPPPSY[5]. The pilot is a web application that functions as a digital one-way message platform. It makes all notes made by health professionals available to the patient that the note is about. The further development of the PEPPPSY project was performed by a group of students at the Norwegian University of Science and Technology as part of their bachelor program.

2 METHODS
The PEPPPSY pilot[5] started in June of 2021, and is an ongoing research project that follows an explorative and qualitative approach. The research group based in Germany conducted data analysis and evaluated the pilot in practice. Nine health professionals and 14 service users participated in the study and evaluated the prototype. The study is conducted at a rural German mental health day clinic. The bachelor group based in Norway implemented changes based on the feedback gained from the study and further developed the application over a 5-month period.

The application is developed with Next.js, a hybrid static, and server rendering node framework. It also uses React, for rendering the page, and Webpack, for minifying the code. The user authentication is handled by Next-Auth, a plug-in for Next.js, and Everify for two-factor authentication. The web application has a three-tiered
client-server architecture. The separation of presentation, logic, and data storage makes it easier to develop those three independently of each other. Furthermore, modularization increases maintainability as it results in smaller fine-grained components. Using a RESTful API helps separate the presentation of, and the logic surrounding retrieval/storage of data. The resource sent to the client is conceptually different from the internal representation in the database. This allows the data storage and consumption to be developed independently, as long as the interface stays consistent. We followed an agile development process to iteratively including findings from the ongoing pilot phase in practice, and to evaluate newly introduced features.

3 RESULTS
The resulting prototype currently being used is organized based on the three main user types: Health Professionals, Patients and Administrators. For data privacy and GDPR concerns it was important to restrict users to only data they had permissions to access.

The administrator users can create, edit and delete patients and therapists as well as clinics. To maintain confidentiality, the administrators are restricted from accessing the patients' notes or any information about an individual patient. Patient users can only access information about their own notes created by health professionals, and all Health professionals in a clinic can view information and notes pertaining to patients in their own clinic. The health professionals can create and edit patients in their own clinic, as well as create and edit notes on a patient in their own clinic. The health professionals can comment on notes made by themselves or another health professional.

The key feature of the existing solution was the patients' ability to read notes that therapists had published on them. The patients could see when a note was published as well as which occupational group the author of the note belonged to. Along with the ability to publish notes on their patients, the therapists could create patient users. The administrator did not have the ability to read patients' notes, and the admin could not access any information about patients or clinics, nor any information about therapists after they had been created. Even though the project centres around providing the patients a certain amount of information concerning their care, it should not substitute the actual institution which provides said care. The patients cannot use the service provided by PEPPPSY as a 24/7 on-call therapist, and the service is only available during opening hours of the clinic.

In the feedback from the current prototype being tested in Germany, a need for more two-way communication was discovered, therefore comments on notes were implemented into the solution. The user can edit and delete comments on their notes, for the purpose of creating a better communication flow between health professionals and patients. When receiving a new note or comment, the users get a notification. Another important feature added is that administrator may also download a CSV file that details statistics of every clinic to help with further research. This CSV file only contains clinic level information and does not include individual patients.

4 DISCUSSION AND CONCLUSION
Our implementation addressed needs and challenges uncovered during the pilot phase of the initial system. Patients requested a way to interact with their notes and to create comments. Comments on notes can facilitate discussion of subsequent therapy sessions and provide an asynchronous communication channel for both patients and therapists. Yet, the role of these comments for the therapy process needs to be clearly defined. The wish to interact with notes are in line with previous research [4].
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Abstract
A systematic review will be conducted to update the evidence base and provide an overview of insulin adherence quantification in adults with insulin-treated type 2 diabetes, i.e., the methods used to assess insulin adherence and the cut-off points that constitute adequate insulin adherence.
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1 INTRODUCTION
The progressive nature of type 2 diabetes (T2D) necessitates insulin therapy for most people to achieve glycaemic control [1]. Although the full benefit of insulin therapy will be accomplished only if the person with T2D complies with the prescribed insulin regimen reasonably closely [2], nonadherence to insulin therapy is common in adults with T2D [3].

While nonadherence is recognized as a key contributor to poor outcomes, many clinicians feel unable to address nonadherence [2]. A study by MacEwan et al. demonstrated that assessment of adherence rates is generally not better than a random guess (53 vs. 50%) [4].

Precise measure or assessment of insulin adherence is acknowledged as an important prerequisite to improving insulin nonadherence [3] and interpreting the effects of an intervention [5]. Results and clinical outcomes from an intervention cannot be interpreted realistically without information regarding correct adherence, i.e., if therapy fails to achieve the desired outcome, there is a risk that the clinician or researcher assume that a drug failure has occurred if adherence is assessed incorrectly and nonadherence, therefore, is not discovered [5]. Yet, there is no gold-standard method to assess insulin adherence and no cut-off point or consensual standard for what constitutes adequate insulin adherence [2].

In recent years, advances in technology have brought improvements in the field of diabetes. The spectrum of new technologies spans smartphone apps, smart pens, and insulin pumps [6]. Access to these new technologies may have had an impact on how insulin adherence is assessed. Despite this, no systematic review within the area has been published since 2016 [7].

This systematic review aims to update the evidence base by including literature published from 2012 to the time of the review and provide an overview of the methods used to assess insulin adherence and the cut-off points that constitute adequate insulin adherence in adults with insulin-treated T2D.

2 METHODS
A systematic review will be conducted and reported according to the PRISMA 2020 checklist [8]. The systematic review protocol was submitted for registration with PROSPERO on May 20, 2022 and has not yet received a registration number. The protocol will form the basis of the review. The review process is illustrated in Figure 1.

![Figure 1. The review process.](image-url)
To qualify the systematic search preliminary searches will be performed to obtain an overview of published literature and to identify relevant index terms, search terms, and keywords. A systematic search will be performed in PubMed, Embase, Cinahl, and PsycINFO. The search will include three blocks: type 2 diabetes, insulin, and adherence. Synonyms, near-synonyms, acronyms, index terms, and spellings for each keyword will be identified. Different search functions such as Boolean operators, truncation, thesaurus, phrase searching, and text word (title, abstract, keyword) will be applied to focus and structure the search. Studies published from 2012 to the time of the review and describe a method to assess insulin adherence and include details on the cut-off point will be considered. Primary full-text studies in English, Danish, Norwegian, or Swedish will be screened for inclusion, except for study protocols and animal research. Reference lists will be hand-searched and citation searching will be conducted to identify additional relevant studies within the field.

Data extraction will include details of the methods and cut-off points used to assess insulin adherence, insulin regimen, the population, and study design. The risk of bias will be assessed for each of the included studies using critical appraisal tools from the Joanna Briggs Institute (JBI) [9]. The results of the systematic search, screening, and risk of bias assessment will be reported in full in the systematic review. By the PRISMA guidelines, the screening process will be presented in a PRISMA 2020 flow diagram [8]. A narrative synthesis will be provided with the information presented in text and tables. The identified methods to assess insulin adherence will guide the organization and description of the results. Cut-off points from each study will be listed.

The systematic search will be performed by one reviewer and facilitated by a research librarian with expertise and experience in medical science and diabetes. Title and abstract screening will be done by one reviewer, while two independent reviewers will screen full-text articles. Data extraction and analysis will be performed by one reviewer. In the event of questions or doubts, the review co-authors will be consulted, and an agreement will be reached by discussion.

3 RESULTS

The results will update the evidence base by providing an overview of the reported methods to assess insulin adherence and the cut-off points used to define adequate adherence. Potential novel methods or technologies to assess insulin adherence will be included and the results will provide insight into potential gaps within the field. The results are expected to be published by the end of 2022.

4 DISCUSSION AND CONCLUSIONS

This systematic review will clarify methods used to assess insulin adherence and the cut-off points that constitute adequate insulin adherence in adults with T2D. Potentially, the results can be used to guide clinicians and researchers when selecting a method to assess insulin adherence in adults with T2D. The systematic review may also inform of new methods or technologies used to assess insulin adherence if such has been implemented. Hence, the results could potentially pioneer the implementation of future technologies or methods for the assessment of insulin adherence in adults with T2D.
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Exploring the user-friendliness of a contactless monitoring system used for sleep monitoring: A usability study
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Abstract
A usability study exploring the usability of a contactless monitoring system used during sleep. Overall, the participants found the contactless monitor easy and satisfying, but further improvements to the user manual and design might optimize the usability of the monitor.

Keywords
Type 1 diabetes - Nocturnal Hypoglycemia - Contactless Monitor - User-friendliness - Usability Study

1 INTRODUCTION
Diabetes is an increasing global health challenge [1]. The most common complication among people with type 1 diabetes (T1D) is hypoglycemia [2]. Strong counterregulatory responses exist if hypoglycemia occurs [3]. Activation generates hormone creation, which causes physiological changes in e.g., heart rate (HR) and respiration rate (RR) [4–6]. More than 50% of critical cases of hypoglycemia occur at night [7], leading to fear and reduced quality of life for people with diabetes and their relatives [7,8]. As a result, people with TID frequently measure glucose at night to prevent hypoglycemia, which causes a major negative load [2]. Continuous glucose monitoring (CGM) or self-monitoring of blood glucose (SMBG) remains the decisive marker in the detection of hypoglycemia [9]. CGM is found to estimate inaccurate glucose values during hypoglycemia [10]. In comparison, SMBG depends on frequent monitoring, which can cause massive pain, scarring, and loss of sensibility [11]. Due to disadvantages and lack of access to CGMs, there is an increasing interest in methods that can predict hypoglycemia based on physiological changes [9]. The contactless monitor (Sleepiz One, Sleepiz AG, Switzerland) may be used as an alternative prediction method as it can monitor vital parameters affected by hypoglycemia. However, the contactless monitor is a newly developed technology, and the usability of the monitor is uncertain. Therefore, it is highly relevant to explore the usability of the monitor as this is an important parameter for a successful implementation of new technology [12]. Thus, the aim of the present study was to explore the usability of a contactless monitor used for sleep monitoring.

2 METHODS
The present study was a usability test, which was performed at Aalborg University, Denmark. Five healthy individuals aged ≥18 years were included. They were recruited through social media. Exclusion criteria were pregnancy, diagnosed cognitive challenges, vulnerability, and implemented electronic devices. The usability test was divided into two parts (Figure 1). Part one was a “thinking aloud test” followed by follow-up questions. The participants were instructed to use a user manual to set up the contactless monitor in a laboratory setting while thinking aloud. In part two, the participants slept with the monitor at home for one night, after which a semi-structured interview was conducted. The interview guide was based on the four components: learnability, memorability, errors and satisfaction, which according to Nielsen defines usability [13]. The components were furthermore used as a starting point for an overall assessment of the user-friendliness of the contactless monitor. Data were analyzed using Kvale and Brinkman’s thematic approach [14].

3 RESULTS
Five participants aged 26-73 years were included in the study (two females). Four participants completed the study, one participant was excluded from part two due to illness. A total of 10 themes, related to the four components defining usability, were identified (Figure 2). Overall, the participants found that the contactless monitor was easy to use. The participants found that the monitor was comfortable to use, as it did not require any physical contact and thus was not perceived as physically uncomfortable. When the participants used the user manual they were in doubt regarding the location and position of the monitor. Furthermore, the participants found it essential to follow the user manual step-by-step to prevent errors in the setup. Overall, the participants found it easier to set up and use the contactless monitor for the second time at home. The majority of the participants stated that they did not have a feeling of surveillance when using the monitor. The

Figure 1. Overview of the two parts of the usability test.
participants quickly grew accustomed to the monitor, and the monitor did therefore not affect their sleep. To increase the usability some of the participants suggested improvements related to the design and the user manual. Some participants expressed concerns about using the monitor due to the risk of radiation. All the participants were interested in using the monitor in case of a relevant disease.

The participants found that the contactless monitor was easy to use. However, the usability of the user manual and the contactless monitor was not physically uncomfortable. Previous studies found that people preferred contactless monitoring over contact-based monitoring and that contact-based monitoring could be related to skin irritation, discomfort, and constraining movement [15,16]. All the participants agreed that the step-by-step guide in the user manual helped them set up the monitor. A previous study found that a step-by-step structure of the user manual was easy and satisfying to use. However, the usability of the user manual and the contactless monitor was considered satisfying among users [17]. However, the participants had suggestions for improvements that could increase the usability of the user manual and the contactless monitor.

5 CONCLUSION

In conclusion, the contactless monitor was user-friendly, as it was easy and satisfying to use. However, the usability of the contactless monitor may be optimized by further improving the user manual and design of the monitor.

6 LIMITATIONS

A limitation of this study is the relatively small sample size of five participants, as new knowledge was still generated during the last interview, which might indicate that the number of participants were not sufficient to achieve data saturation. Therefore, increased sample size is recommended for future studies.
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Abstract
This extended abstract describes the plan and status of a PhD project using a design science research approach to explore how to design digital psychosocial follow-up for survivors of childhood critical illness.
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1 INTRODUCTION
The risk of long-term negative psychosocial consequences may be increased by intensive treatment procedures and hospitalization in childhood [1 - 3]. This risk applies especially to survivors of Anorectal malformations and Hirschsprung's disease [4 - 7], two congenital colorectal defects which require surgery and intensive treatment procedures [7, 8]. Research indicates that information technology solutions provide beneficial psychosocial outcomes to survivors of critical illness (e.g., [9, 10]), but these examples target only childhood cancer survivors. Thus, this PhD project aims to explore designing solutions for digital psychosocial follow-up for survivors of childhood critical illness in general, not only childhood cancer survivors.

2 METHODS
This PhD project uses a design science research approach [11] to investigate how an innovative information technology solution for digital psychosocial follow-up for survivors of childhood critical illness should be designed according to the current knowledge and the different stakeholders’ needs. A specific solution will be developed for the target group identified as child survivors of Anorectal malformations and Hirschsprung’s disease to create general design principles regarding digital psychosocial follow-up for all different survivors of childhood critical illness.

The first step of the design science research approach is to identify and motivate the problem. To identify the problem, expert interviews [12] were conducted with six health professionals at a Norwegian hospital with relevant knowledge of the current psychosocial follow-up for survivors of childhood critical illness at the hospital. The qualitative data gained in this sub-study were analyzed through thematic analysis [13].

3 RESULTS
The expert interviews resulted in a mapping of the current psychosocial follow-up for survivors of childhood critical illness at the Norwegian hospital, presented in Figure 1.

4 DISCUSSION
The expert interview findings demonstrated the importance of considering the affecting factors and technological opportunities and limitations when designing digital psychosocial follow-up for survivors of childhood critical illness. Based on these findings, it was created the following preliminary design principles for the information technology solution of digital psychosocial follow-up for survivors of childhood critical illness:
2. Enables customization to specific medical conditions and age groups.

Figure 1 Mapping of the current psychosocial follow-up for survivors of childhood critical illness at the Norwegian hospital.
3. Include information sites for family members and health professionals.  
4. Exploit the target group’s technological opportunities but also consider their technological limitations.

These preliminary design principles will be further explored during the remaining PhD project period. To supplement the principles in a practical context, the next step is conducting a systematic literature review following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement [14] to identify the current existing information technology solutions. Then, a sub-study consisting of interactive workshops with the target group will combine the obtained knowledge to identify the target group's needs for the specific information technology solution. Besides, an interview sub-study with designers and developers in companies and NGOs developing relevant information technology solutions will be conducted to investigate if existing design theory could help them understand these identified needs. Moreover, the findings will be used to develop an artifact contribution - a prototype of an information technology solution for digital psychosocial follow-up for the target group. This prototype will be user-tested in two iterations. The prototype can contribute to the vulnerable children in the target group individually by giving more personalized follow-up improving life quality and socially by providing society with a better solution for survivors of childhood critical illness, reducing the burden on the psychological service. The results from all these sub-studies will finally be used to create the methodological contribution - final design principles regarding digital psychosocial follow-up for survivors of childhood critical illness.
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Abstract
In this work, we propose an encoder-decoder-based automatic report generation system capable of generating radiology reports for chest x-rays. We tested five backbone Convolutional Neural Networks, namely VGG16, InceptionV3, Resnet50, MobileNet and NasNet mobile, to extract visual features and used Long Short-Term Memory (LSTM) to extract the text features from the reports. Both features are concatenated and given to a deep network for report generation. We performed experiments on publicly available Indiana University’s NLMCXR dataset. We evaluated our system against different backbones and evaluated accuracy and BLEU score. The result showed that our method achieved reliable and convincing results.
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1 INTRODUCTION
Medical images like radiological, X-ray, CT, and MRI are popular in the medical field due to their usefulness in diagnosis and prognosis [1]. Looking at and interpreting these images is an arduous, tedious, and time-consuming task for medical experts. In the medical field, time is of prime importance because saving patients’ lives is the doctors’ primary objective.

Automatic Report Generation is a task similar to image captioning. Primarily, visual features are extracted from images using computer vision techniques and the text features from corresponding captions for the images using natural language processing (NLP) and combining those visual and text features to generate a caption for the corresponding image [2]. It is widely used to assist visually challenged people with hearing problems. The idea of generating a report from medical images is inspired by recent work in caption generation for natural images using multi-modalities, i.e., natural language data and images data done by Andrej et al. [3]. They used Flickr8, Flickr30k and MSCOCO datasets for experimentation. Their model was based on a combination of Convolutional Neural Network (CNN) [4] for visual features extraction and bidirectional Recurrent Neural Networks for extracting features from text data. Yuan Xue et al. [5] proposed a novel generative model that automatically generates a complete radiology report. Their proposed model combines the Convolutional Neural Networks (CNN) with Long Short-Term Memory (LSTM) in a recurrent way. Their model cannot only generate high-level conclusive impressions but can also generate a detailed description of findings sentence by sentence to support the conclusion. The multi-modal model combines the encoder with an image and one generated sentence to build attention input so that it can guide the generation of the following sentence. In this way, the model maintains the coherence among the generated sentences. Omar et al. [6] proposed a conditioned transformer-based method to generate radiology reports and claim that they are the first to condition the pre-trained transformer on visual and semantic features to generate medical reports. their work is divided into three stages: (1) first, they fine-tuned the pre-trained Chex-Net to predict the specific tags from the images. (2) then calculated the weighted semantic features from the predicted tag’s pre-trained embeddings. (3) finally conditioned a pre-trained GPT2 model on the visual and semantic features to generate the medical reports. They analyzed the generated reports using word-lapping metrics and adding new meaningful semantic-based similarity metrics. Similarly, Changchang Yin et al. [7] came up with a novel idea based on Hierarchical Recurrent Neural Network (HRNN) and introduced a novel frame to generate accurate and diverse medical reports. Their model can detect medical abnormalities and can generate long captions simultaneously. Moreover, they suggested replacing the global feature pooling in multi-label classification CNN with multi-label pooling to improve the accuracy and robustness of CNN.

Compared to earlier work, in this paper, we develop an algorithm that takes an X-ray image at the input and generates an automatic report at the output. In a nutshell, the algorithm combines Natural language processing and computer vision to accomplish the task. The paper is organized into the following sections. The methodology and important components of the model are elaborated in section 2. The data preparation and dataset details are listed in subsection 2.3. The experiments and implementation details are given in section 3 and section 4 concludes the paper with the final remarks.

2 METHODOLOGY
The proposed framework is inspired by Marc Tanti et al. [8] encoder-decoder architecture. We used a CNN encoder to extract visual features and an LSTM network to extract text features. The output of both CNN and LSTM is concatenated and given as input to a feed-forward network. The dataset used for this study is the IU chest radiology.
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dataset with chest images with their corresponding text reports. In our method, first, we extracted features from images using pre-trained models like VGG16, INCEPTION, RESNET, MOBILE NET, and NASNET MOBILE and saved those features into a dictionary and wrote it to a pickle file. The dictionary keys are the names of the images, and values for those keys were the features from the corresponding name. Then, we pre-processed the text data so the algorithm could process it. Then we passed the pre-processed text to the LSTM, where sequential features are learnt from the whole text, and then finally, the image features and the text features are concatenated in feed forward network.

**Pre-processing**

We have two modalities, i.e., images and text, so we pre-processed both data separately. Each image in the dataset is resized to 500x500 pixels to reduce the computations and maintain the dataset's consistency. Then we normalized the images and scaled the image pixels to a range of [0, 255]. For the text data, to avoid inconsistency in the dataset, we converted all the letters in the reports to their lower case. Then we removed all the punctuation and special characters because we do not need that in our reports, and they could confuse our model while training. We removed those words from the reports that were repeated only once or consisted of a single letter, e.g., “a”. As our desired output report does not contain any number, we checked if there were any alphanumeric characters and removed them too. To direct the model that our sequence starts and ends from here, we added “startseq” and “endseq” in the start and end of the reports, respectively. Then we created a vocabulary of the unique words in the reports. Then we tokenized the words to pass them to the model.

**Feature Extraction**

Several pre-trained models are used for extracting features like VGG16, GoogleNet, ResNet, and NasNet. We tested these models to determine which pre-trained model is best for report generation.

**Dataset**

For training the model, we used Indiana university’s publicly available Chest X-Ray dataset [9] (IU X-Ray). The dataset contains 7,470 pairs of images and text reports. Each report consists of impressions, findings, tags, comparisons, and indications.

### 3 EXPERIMENTS

We implemented the model on a system with Core i5-6500 Processor, 24 GB RAM and GeForce GTX 1070 Ti Graphics card. We tested different backbones models on 80 epochs, including VGG16, Inceptionv3, Resnet50, MobileNet and NasNet Mobile. The comparative analysis based on performance is tabulated in Table 1.

<table>
<thead>
<tr>
<th>Models</th>
<th>Training Accuracy</th>
<th>Validation Accuracy</th>
<th>BLEU score</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>95</td>
<td>93</td>
<td>0.94</td>
</tr>
<tr>
<td>Inception V3</td>
<td>95.6</td>
<td>88</td>
<td>0.93</td>
</tr>
<tr>
<td>ResNet 50</td>
<td>99.5</td>
<td>91</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 1. BLEU score, training, and validation accuracy on different backbone models.

### 4 SUMMARY

In this study, we proposed an automatic report generation system that generates radiology reports for chest x-rays using deep learning. The system uses CNN as encoder and LSTM as decoder for report generation. The experiment results show that the suggested system is reliable and fast. This reporting system not only has the potential to reduce radiology errors but also makes the radiology practice more efficient.
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