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Abstract
Type 1 diabetes (T1D) is a chronic autoimmune disease that leads to insulin
deficiency. Consequently the disease will lead to a poor blood glucose (BG)
regulation, and in situations of high energy expenditure like exercise, a dys-
functional regulation can cause severe damage or death [5] [14].

Diabetes is responsible for one death every five seconds and financially drains
approximately 11% of the global health expenditure [9]. This adversity is
subject to a great quantity of research, but is seemingly incurable. Therefore,
symptom control treatments are salient. However there is currently no fully
individualized autonomous solution to the management of the disease.

In this thesis we present and develop a way of optimizing BG regulation that is
fitted to one specific patient. We combine the use of a published mathematical
model that models BG as a function of heart rate (HR), insulin injections and
carbohydrate (CHO), with artificial intelligence to give the patient a recom-
mended amount of CHO before any given exercise. We also do a statistical
optimization of the BG optimization and compare both results.

The results are promising, but additional validation is needed before completely
trustworthy conclusions can be made. However, the product is a valuable
decision support system that the patient can use, and the methodology presents
a way to adapt the product to other patients.
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1
Diabetes Mellitus Decision
Support System

T1D is a chronic autoimmune disease that leads to insulin deficiency. The
deficiency is caused by the body’s own immune system, which destroys the
insulin producing cells [5]. Today, autoimmune diseases cannot be cured,
meaning that symptom control methods must be used to reduce the impact of
the disease and improve the life quality of the patient.

The current solution to T1D is based on keeping the blood glucose at an
acceptable level. This can be done manually or semi-manually by the patient,
with help and regular guidance from physicians. The regulation process is
often expensive and time consuming, and diabetes is responsible for about
11% of the global health expenditure [10]. The regulation process requires
external injections of the hormone insulin at the correct time, and often a
carefully planned and executed regime of exercise and diet. There exist tools
that help with monitoring blood glucose levels and injecting insulin, but there
is currently no fully individualized autonomous solution to the management
of the disease.

A recent study by the international diabetes federation [10] found that the
estimated prevalence of adults was about 10%. The disease is responsible for
approximately one death every five seconds [10]. T1D is therefore a major
adversity for the human race. In the light of the new processing technology
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4 chapter 1 diabetes mellitus decis ion support system

and science there may be better alternatives than the current solutions. The
work to improve the sustainability and autonomy of these solutions and espe-
cially automatic individual adaptations is an important contribution and is the
primary motivation for this thesis.



2
Thesis Formalities
2.1 Objective

In short the objective of this thesis is to provide the patient with an optimal
amount of CHO at any given situation. It is a known problem for many patients
with T1D that it can be problematic to regulate the BG in intense exercises.
Henceforth our focus will tackle situations like these.

More specifically, the first objective will be to adapt Breton’s physical activity
model [4] to include bolus insulin injections, and to refit the model suited to a
specific patient. This will be done with safe historical measurements from the
subjects continuous glucose monitor (CGM), HR monitor and insulin pump.

Secondly, the personalizedmodel will be used as a base to optimize the subject’s
CHO intake in a given high intensity exercise. This result can then be evaluated
by the subject as a recommendation or to strengthen the subject’s food intake
regime.

The results will be highly adapted to the specific subject, but can also be seen
as a proof of concept and a possible pathway to adaptations for other T1D
patients.

5



6 chapter 2 thesis formalit ies

2.2 Thesis Outline

Part 1 introduces the thesis by describing the motivation for providing a food
recommendation for T1D patients, and states the thesis formalities.

Part 2 describes the theory in relation to the thesis and the related work that
acts as a foundation. This starts by describing Diabetes Mellitus, its cause,
impact, current treatments and the bio-dynamics of blood glucose regulation.
This is followed by some relevant machine learning theory like artificial neural
network (ANN) and reinforcement learning (RL). Lastly some crucial concepts
of mathematics and statistics are described followed by some related work.

Part 3 describes the methodology and setup of our two experiments. Firstly
we explain the setup for the generative model and how it was fitted to the
patient. Then, two ways of optimization are presented. Lastly, we show how
the optimization is calculated by using RL and simulated annealing.

Part 4 presents and discusses the two conducted experiments.

Part 5 concludes the thesis and comments on future work.



Part II

Background Theory and
Related Work

7





3
Diabetes Mellitus
Diabetes Mellitus is a chronic autoimmune disease that is characterized by
the subject’s inability to correctly regulate the blood glucose levels. In a non-
diabetic human, the regulation process is near-perfect due to the bio-mechanics
surrounding the production and usage of the hormone insulin (see more in
section 3.2). This hormone is produced by the organ pancreas and causes a
bio-mechanical reaction that lowers the blood-glucose levels. When this level
is not properly regulated, the body will take damage. A BG level that is too
low too low (hypoglycemia) can cause unconsciousness and death [14], and
when the BG level gets too high (hyperglycemia), the body will experience
dysfunctions and organ failures, as shown in Figure 3.1.

9



10 chapter 3 diabetes mellitus

Figure 3.1: Diabetes’s harmful effects on the body [30]

The main types of diabetes are:

• Type 1 Diabetes: The chronic autoimmune disease in focus of this paper.
The insulin shortage is caused by a lack of insulin producing cells in the
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pancreas, likely due to the immune response that is caused by mistrained
lymphocytes T cells (see section 3.1).

• Type 2 Diabetes: The most common form of diabetes, occurring in 90% of
the cases [21]. This disease is mainly characterized by a developed insulin
tolerance due to physical inactivity and excess of body weight. Type 2
diabetes has the same symptoms as T1D, but they are less pronounced.

• Gestational Diabetes: This type of diabetes is caused by the body’s in-
ability to meet the blood glucose regularization demand of pregnancy.
Most commonly, it appears at the second or third trimester, and often
disappears after labour.

The IDF Diabetes Atlas 10th Edition reported in its Key global findings 2021
that 537 million adults (20–70 years old) are affected by diabetes. That makes
up about 10% of the adult world population. In addition, the IDF has predicted
that the numbers will increase to about 643 million by 2030 and to 784 million
by 2045. It is reported that 81% of adults with diabetes live in a low to middle
income country. Diabetes is responsible for one death every five seconds (6.7
million in a year). This major health liability drains approximately 11% of the
global health expenditure (996 billion out of 8.8 trillion) [9].

In the following section we will briefly go through the cause of an autoimmune
disease and its effect on the human race.

3.1 Autoimmune diseases

Thymus is a small organ located in the upper chest area close to the heart. The
major assignments of this organ are to foster growth and cellular differentiation,
and to accrue new matured T cells to the peripheral T cell pool. The latter
part means that the organ is in charge of showing T cells a set of cells that the
body does not want to destroy (its own cells) and if any immature T cells that
undergo this training fails to ignore the selected test cells, they are promptly
destroyed and recycled. If this graduation process fails, the effects can be
that some of the units in the peripheral T cell pool have been mistrained and
might destroy the body’s own cells. This can cause immunodeficiency and
autoimmunity [23].

The thymus is known to shrink with age, being at its largest during infancy and
mostly gone by the age of 75 (see Figure 3.2). It produces the entire repertoire
of T cells by the beginning of puberty and acts as an addition to the endocrine
system for the remainder of its lifespan.
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Figure 3.2: Size of the thymus in newborns and adults [24]

The condition described as an autoimmune disease is an immune response to
the body’s own cells. In the case of T1D the immune response is when the T
cells destroys the insulin producing cells in the pancreas.

A little under 4% of human beings are affected by an autoimmune disease. The
most common form of an autoimmune disease is T1D, but there are as many as
80 different documented varieties. The scientific field known as immunology
is the study of the body’s immune system, and a widely discussed topic is
autoimmune diseases. Immunologists who work on T1D focus on the medical
and biological aspects of the condition and often collaborate with complex
system modeling researchers to increase our knowledge in the field. The goal
is to find a solution to autoimmune diseases, which will subsequently result in
a general cure for T1D [1].

3.2 Pancreas

The pancreas is an organ located in the abdomen. It has two major functionali-
ties in the body. The first and most important objective is to secrete pancreatic
liquid containing bicarbonate through the pancreatic duct and depositing it
in the duodenum to neutralize/balance the acidity and releasing digestive
enzymes to break down nutrients for absorption [32].
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The second objective of the organ and an important prerequisite for the next
section (Section 3.3), is its endocrinic contribution. The pancreas has the ability
to secrete the following hormones: insulin, glucagon and somatostatin. These
can be described as the following:

• Insulin has two connected chains (A and B), composed of 51 amino
acids (21 and 30) and is produced by beta cells in the pancreas. The
hormone stimulates 𝐺𝐿𝑈𝑇4 (a glucose transporter), which results in
cashing/storing the glucose in the body’s glucose depository, causing a
decrease in the concentration of blood glucose [2].

• Glucagon is composed of 29 amino acids and is produced by alpha cells
in the pancreas. The hormone binds to glucagon receptors in the liver
causing the liver to start breaking down its available energy storage
(called glycogen) into usable energy entities (glucose) and release them
into the blood. This process is called glycogenolysis and causes the
concentration of blood glucose to increase. If the glucagon receptors
are stimulated, but there is a shortage of glycogen, a process called
gluconeogensis will start, which will result in an increase of glycogen
[29].

• There are two variants of Somatostatin. One consists of 14 amino acids
(somatostatin-14) and the other one of 28 amino acids (somatostatin-28).
One of the attributes of this hormone is to decrease the release of various
hormones, such as glucagon and insulin. It is known as the inhibiting
hormone and acts as a controller in the endocrine system [26].

3.3 Bio-dynamics of blood glucose regulation

Asmentioned in Section 3,maintaining a good interval of blood glucose (glucose
homeostasis) is imperative to allow for proper bio-functionality. Insulin and
glucagon are the hormones produced by the pancreas to maintain this tight
interval to achieve a state known as normoglycemic. The regulating process is
summarized in Figure 3.3.
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Figure 3.3: Relationship of insulin and glucagon hormones [19]

The narrow interval of glucose homeostasis is generally about 4–6 𝑚𝑚𝑜𝑙
𝐿

(mil-
limole of glucose per litre of blood). This is equivalent to 72-108 𝑚𝑔

𝑑𝐿
(milligram

of glucose per decilitre of blood). A value below this level is known as hypo-
glycemia and a value above 10𝑚𝑚𝑜𝑙

𝐿
= 180.18𝑚𝑔

𝑑𝐿
is known as hyperglycemia

[22]. A prolonged hypoglycemic or hyperglycemic state can cause complica-
tions, as shown in Figure 3.1.
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3.4 Current treatments of Diabetes Mellitus

The current treatment of diabetes revolves around keeping the patient in a
normoglycemic state. This is mainly done by altering the food intake, exercise
and insulin level conditioned on current blood glucose level. Several different
methods and apparatuses are developed to help serve this purpose.

Measuring the blood glucose level is mostly done by using a finger-prick or
a continuous glucose monitor connected to the body. These tools draw and
measure blood from just beneath the skin to gain an estimate of the average
glucose levels in the bloodstream. This estimate is not always unbiased as the
blood is not drawn directly from the main arteries.

Insulin administration is mostly done by using direct injections with a needle
or an insulin pump connected to the body, this includes a fast working insulin
injection (bolus) and a more stable long lasting insulin injection (basal).

A regime of diet and exercise is created for the patient by a physician to
stabilise the energy consumption and usage. This prevents large fluctuations
in the blood glucose level, which facilitates a more streamlined process of
regulating the blood glucose levels.

Artificial pancreas is a concept made to mirror the job of the pancreas in a
non-diabetic human. This has been done by monitoring and recording food
intake, physical activity, stress level and infections to create an algorithm to
automatically administer insulin via an insulin pump.

3.5 Breton’s physical activity model

Breton’s physical activity model is a deterministic mathematical model con-
sisting of four differential equations. The model predicts the BG output over
time from a set of inputs and parameters. The physical activity model is an
extension of UVA/PADOVA [15] – a credible and well-known model that de-
scribes BG dynamics. The credibility of UVA/PADOVA has been acknowledged
by The United States Food and Drug Administration and has been approved for
use in virtual trails to experiment on control systems regarding BG regulation
for T1D patients [11] as a substitute for animal testing. The dynamics of the
UVA/Pandova model is summarized in figure 3.4.
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Figure 3.4: Summary of the UVA/PADOVA model [15]

What Breton’s model explains is how exercise in the form of heart rate affects
the BG output, but this extension has not been validated by real-life trials.
The present thesis representes an attempt of testing and validating Breton’s
model (see section 8.1 for the results. However, as discussed in section 8.3, the
experiment is with a small number of measurements and is therefore not a
weighty validation.

Breton’s model describes energy consumption 𝑌 as a function of heart rate
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with the differential:

𝑑𝑌

𝑑𝑡
= − 𝑌

𝜏𝐻𝑅
+ 1
𝜏𝐻𝑅

(𝐻𝑅 − 𝐻𝑅𝑏)

Where 𝜏𝐻𝑅 is the duration of of the energy consumption, HR is the heart rate
and 𝐻𝑅𝑏 is the basal/resting heart rate. The function was designed this way
because the literature explains that in a steady state, energy consumption is
correlated with oxygen consumption. Oxygen consumption is also correlated
with heart rate. Therefore, the energy consumed is modeled as a function of
increase in heart rate [4]. Breton’s physical activity model uses this relation of
heart rate and energy consumption to explain the changes in insulin action Z:

𝑑𝑍

𝑑𝑡
= −

(
𝑓 (𝑌 ) + 1

𝜏

)
· 𝑍 + 𝑓 (𝑌 )

where 𝜏 is the duration of change in insulin action, a is a parameter and the
function f is:

𝑓 (𝑌 ) =
(

𝑌
𝑎·𝐻𝑅𝑏

)𝑛
1 +

(
𝑌

𝑎·𝐻𝑅𝑏
)𝑛

The resulting BG calculation adapted from the UVA/PADOVA model with the
aforementioned changes is:

𝑑𝐺

𝑑𝑡
= −𝑝1 · (𝐺 −𝐺𝑏) −

(
1 + 𝛼 · 𝑍

)
· 𝑋 ·𝐺 − 𝛽 · 𝑌 ·𝐺 + 𝐷

𝑉𝐺
(3.1)

where:
𝑑𝑋

𝑑𝑡
= −𝑝2 · 𝑋 + 𝑝3 · 𝐼𝑐

Here, X is the action of insulin in a remote compartment on plasma glucose. 𝐼𝑐
is the bolus insulin injections. G is BG, D is glucose in plasma after CHO intake.
𝑝1, 𝑝2, 𝑝3, 𝛼 and 𝛽 is parameters.
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Machine Learning
Machine learning is a field of science that encompasses several data processing
techniques that links different fields of science like neurology, mathematics,
statistics, physics and data science. There is a wide variety of tools and tech-
niques in the field that are used to process data in several different ways, but
all of these can be grouped into three category’s:

• Supervised learning: This is a group of processing methods that uses
labeled data to encode patterns. The patterns that is learned from the data
is saved in its memory referred to as weights (the details are explained in
section 4.1.1 and 4.1.2). After the supervised learning model is subjected
to the labeled data and optimized to map the data to its respective labels
(this is referred to as training), its memory can be used to map new
unlabeled data. Supervised learning is often used to classify data into
groups, or perform regression.

• Reinforcement learning : This consists of an Actor that is tasked with
proposing actions and an environment that explains the outcome of that
action. The RL model learns from these interactions because the actor is
optimized by a rule-based function called a reward function to propose
actions that give more reward. RL is often used in robotics to operate
motors or control systems, because in situation like these it is clear what
rules to apply for the environment and reward. Essentially, in any case
where the outcome of actions can be explained and a reward function
can be formalized, RL can be used as an optimization method.

18
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• Unsupervised learning: This is a processing method that processes unla-
beled data by using the naturally occurring patterns in the input. It is
often used as a data transformation tool or as a method to cluster data
in different groups.

4.1 Artificial Neural Network

4.1.1 Perceptron

Perceptron is a numerical processing method inspired by the biological process-
ing method observed in brains. It consists of inputs and an associated weights.
Figure 4.1 illustrates a single perceptron (one single neuron).

Figure 4.1: Perceptron [31]

The inner product of the inputs can be processed by an activation function to
estimate a linear discrimination of the classes based on our labels.

𝑦 = 𝑤𝑇𝑥

Different activation functions have their own attributes and uses. Some are
used for regression, and simply outputs any or some values, like a linear function
or ReLU. Others are used for classification and forces the value between zero
and one, like the logistic function, or between minus one and one in the case
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of Tanh [13].

• ReLU g(y) = max(0,y)

• Logistic g(y) = 1
1+𝑒−𝑦

• Tanh g(y) = (𝑒𝑦−𝑒−𝑦)
𝑒𝑦+𝑒−𝑦

4.1.2 Multilayer Perceptrons

A single layer of perceptrons can, as previously mentioned, only estimate a
linear discrimination. By stacking several layers, this limitation does not apply.
This method is also known as creating a feed forward neural network. All layers
except for the input layer and the output layer are called hidden layers. If the
network is trained correctly, the weights in the hidden layers will encode the
pattern recognition ability to discriminate the data non-linearly. This capacity is
proportional to, among other things, the size of the hidden layers and tweaking
the length and depth of the hidden layers changes the capacity to encode this
information. If this capacity is too large, a problem called overfitting can arise.
Likewise, if the capacity is too small, underfitting can occur. The consequence
of an overfitted model is that the model is trained to encode the exact pattern
of the training data, and an evaluation of unseen data will not discriminate
well. The consequence of an underfitted model is that any evaluation has a high
error rate due to the model’s lack of capturing complex patterns. This problem
is notorious in the field and many different techniques have been developed
to account for this problem. Some of these techniques will be explored in the
following sections [13].

4.1.2.1 Dropout

Dropout is a method used in the training part to generalize the network. This is
done by removing neurons in the network with a probability 𝑝 (𝑐). This forces
the network not to rely on a specific pattern in the input to fit the associated
class, but rather a general pattern which can apply better to unseen cases.

4.1.2.2 Changing size of hidden layers

In all its essence, a neural network with unlimited complexity will find an exact
pattern to discriminate or predict every specific training case. Every slightest
deviation from the training cases will not fit well to the pattern that the neural
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network has learned, which will result in a bad performance in test situations.
The purpose of this kind of network is to be able to apply information learned
from training cases to accurately discriminate or predict unseen cases.

There are currently no theoretical public descriptions of how to create the opti-
mal network size for a given situation. But large-scale trial-and-error solutions
to certain situations have been performed by private companies and research
groups. Using the best performing public architectures for a similar input space
as a base, followed by adjusting architecture through experiments to achieve a
suitable fitting score, is common in the field.

4.1.3 Error function

An error function is a function that formally explains the difference between an
estimated parameter and the true value of the parameter. Often when we speak
about error functions in supervised neural networks it is referred to as a loss
function that is a function of the difference between our predicted output and
the true label of the input. The loss functions are presented in the following
subsections.

4.1.3.1 Mean squared error

Mean Squared Error is a popular loss function used in non-probabilistic re-
gression models. The function is sensitive to outliers and provides a good
measurement of the error, as it is based on the mean value. The mean value
is the expectation of a normal distribution and is, given a large number of
samples, reasonable as explained by the central limit theorem:

𝑀𝑆𝐸 =

∑𝑛
𝑖=1(𝑦𝑖 − 𝑦𝑖)2

𝑛
(4.1)

Where 𝑦𝑖 is the predicted output of the last layer in the model (one for every
dimension i) calculated by an activation function:

𝑦 = 𝑔(𝑤𝑇𝑛−1𝑦𝑛−1) (4.2)

Where 𝑔 is an activation function and𝑦𝑛−1 and𝑤𝑛−| is the outputs and weights
of the previous layer (see Sections 3.2 and 3.3 for more details).
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4.1.3.2 Evidence lower bound

In the case of a probabilistic regression model, our goal is to estimate the
posterior distribution of our ground truth (the labels), which is given by Bayes’
rule:

𝑝\ (𝑧 |𝑥) =
𝑝\ (𝑧 |𝑥) ∗ 𝑝\ (𝑧)

𝑝\ (𝑥)
(4.3)

Where 𝑝\ (𝑧 |𝑥) is the posterior distribution of the unseen data 𝑧 conditioned
on our samples 𝑥 . 𝑝\ (𝑧 |𝑥) is the likelihood and 𝑝\ (𝑧) is the prior. In the
denominator, the normalizing constant, or the "evidence" 𝑝\ (𝑥) is found by
the integral

∫
𝑝\ (𝑥 |𝑧)𝑝\ (𝑧)𝑑𝑧, which is intractable in higher dimensions. As a

result, we cannot estimate the posterior distribution directly.

To get around this we use variational inference to find another distribution
𝑞𝜙 (𝑧 |𝑥) to approximate the true posterior distribution. We use the Kull-
back–Leibler divergence (measure of dissimilarity between two distributions)
to minimize the difference between our approximations and labels, giving us
a loss function to optimize:

𝐷𝐾𝐿 (𝑞𝜙 |𝑝\ ) = 𝐸𝑞𝜙

[
𝑙𝑜𝑔

𝑞𝜙 (𝑧 |𝑥)
𝑝\ (𝑥 |𝑧)

]
(4.4)

However, as previously mentioned, 𝑝\ (𝑥 |𝑧) is intractable. Therefore, it can not
be computed, but by factorizing and rewriting the equation into:

𝐷𝐾𝐿 (𝑞𝜙 |𝑝\ ) = 𝐸𝑞𝜙 [𝑙𝑜𝑔𝑞𝜙 (𝑧 |𝑥)] − 𝐸𝑞𝜙 [𝑙𝑜𝑔𝑝\ (𝑧, 𝑥)] + 𝑙𝑜𝑔𝑝\ (𝑥) (4.5)

We know that 𝐷𝐾𝐿 (𝑞𝜙 |𝑝\ ) is positive, which gives us the relationship:

𝑙𝑜𝑔𝑝\ (𝑥) ≥ −𝐸𝑞𝜙 [𝑙𝑜𝑔𝑞𝜙 (𝑧 |𝑥)] + 𝐸𝑞𝜙 [𝑙𝑜𝑔𝑝\ (𝑧, 𝑥)] (4.6)

This means that we can minimize the Kullback–Leibler divergence by maximiz-
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ing the lower bound of the equation above.

To summarize, we can say that, to approximate the true posterior distribution,
we can minimize the dissimilarity between a predicted distribution and the
true distribution by maximizing the log evidence lower bound (ELBO) given
in equation 8.

4.1.4 Output of neural network

As touched upon in section 4.1.1 the output of the perceptron can be processed
by an activation function. By using a squeeze function like logistic or tanh the
output is squeezed to a number between 0 and 1. But without any supervision
this probability is not useful as it is based on random initialed weights. To
train the network we give labels to each data points and process the prediction
by using an error function (explained in the previous section). We can then
train the network to minimize this error by using gradient decent. This method
propagates through the network and calculates the gradients of the weights
for all neurons. We can then update each weight by its associated gradient
multiplied by a learning rate to nudge the network in the right direction towards
a minimum point. There are several different optimizers that use different
techniques to achieve the goal of global minimum. One popular technique to
avoid getting stuck in a local minimum is to introduce a momentum term in the
update function. This serves to push the gradients over potential local minimum
points to an increased chance of ending up in a lower gradient minimum [13].
In the next segment we will go through the optimizer that where chosen in
this the current thesis.

4.1.5 Adaptive Moment Estimation

Adaptive Moment Estimation (Adam) is a stochastic optimization method that
was presented by Diederik Kingma in the paper Adam: A Method for Stochastic
Optimization [12]. The algorithm is a combination of the popular optimization
methods AdaGrad and RMSProp. It utilizes momentum and adaptive learning
rates to achieve a better performance in gradient optimization, and have as a
result become a widely popular optimizer in machine learning. In Figure 4.2
is the official pseudocode presented in the paper.
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Figure 4.2: Pseudocode of adam, a stochastic optimization algorithm adapted from
Diederik P. Kingma [12]

The algorithm introduces two hyperparameters 𝛽1 and 𝛽2 that is used to
weight a momentum therm and a root mean square propagation therm, and
uses those to update the gradients. This results in a consideration of recent
gradients (directions) and a momentum change to gain a better estimate on
the gradient updates.

4.2 Generative adversarial network

Generative adversarial network (GAN) is a generative model, by that we mean
models which models a joint distribution of observed data and the unseen
data. This means that we can draw samples from the model that fits within the
underlying distribution of the data it have been fitted to. Another example of
some popular generative models are an auto-regressive model or an variational
autoencoder. GAN consists of two separate artificial neural networks. One
network that we call the generator, this is tasked with producing samples
x = 𝑔(z;\ (𝑔) ) (\ is a vector).Another network that we call the discriminator is
tasked with distinguishing a sample from the generator and our observed data
with probability 𝑑 (x;\ (𝑑) ). The two networks are trained together and ties
to maximize their own payoffs. The creator of GAN Ian Goodfellow, explains
the difficulties of balancing the training, to make sure that neither one of the
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networks gets a too big advantage over the other, because this will result in a
poor convergence [7]. Goodfellow explains that in an optimal training situation
the generator will be able to generate samples that are indistinguishable from
the input data.

4.3 Reinforcement Learning

Reinforcement learning (RL) is an approach of machine learning that aims to
learn from interactions rather than directly learning from labels (supervised
learning) or naturally occurring patterns (unsupervised learning).

Figure 4.3: The agent-enviroment interaction in a Markov decision process [27]

We can describe reinforcement in the a Markov decision framework. In figure
4.3 the Agent is the unit of the process that learns and makes decisions/actions
based on its learned patterns. The actions at each time step𝐴𝑡 where 𝑡 ∈ [0,𝑇 ]
interacts with the environment and produces a new state at the next time step
𝑆𝑡+1 along with a reward 𝑅𝑡+1. The Agent is again tasked with producing an
action based with the goal of maximizing its long term reward [27]. In the next
segments we will go through some of the core concepts in RL.

4.3.1 What is reinforcement learning?

Reinforcement learning can be described as a science of decision making. This
means that we are interested in making a decision based on some input infor-
mation, and how that decision preforms based on our performance critiques.
To exemplify we can look at the neuroscience aspect of reinforcement learning,
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the brain is presented with its sensory inputs (smell, sight, hearing, taste and
touch) and want to take actions like moving a muscle (nervous system outputs)
to maximize its dopamine levels. If a human feels cold and moves close to
a bonfire this will feel good as the brain will produce dopamine, but if the
human moves too close to the heat it might be too warm or even burned and
the human will experience the opposite of a good feeling. This interaction of
negative and positive rewards based on actions is the core of reinforcement
learning.

The aspect of learning from data is what previously mentioned is the main idea
behind machine learning, but what does RL bring to the table compared to the
two other machine learning methods? Firstly RL negates the use of a supervisor,
same as unsupervised learning, there is no supervisor that tells the model how
to act or what outputs to learn from. This can often be essential as labels can be
expensive and sometimes unobtainable. Secondly RL is a dynamic system, this
means that because of its sequential based model it is time dependent and can
therefore be used in a time sensitive task, compared to unsupervised learning
which only takes into account its current input and preforms an association or
clustering, an RL system can consider the current output and predict how this
will affect future outputs. To exemplify we can consider a portfolio investment
system, where the objective is to build a system that finds the best stocks to
invest our portfolio in to. A non-dynamic systemmight see the input stock prices
or trends and consider what is a good investment or bad investment based on
the current state, but an RL agent have the ability to consider how the stock
market will change based on our investment, now this might not have a huge
impact for a small investment, but might be important for a substantial large
portfolio like the government pension fund of Norway. Thirdly the feedback for
an RL system is not instantaneous, the effect of this can vary but in hindsight
this delayed feedback property compliments the dynamic system. Delaying
the feedback of the system allows the output space to be explored in a more
systematic way witch turns out to be an essential part or RL witch we will come
back to later.

4.3.2 The goal of reinforcement learning

As mentioned above a fundamental quantity of reinforcement learning is the
idea of a goal. Since there is no supervisor to guide our neurons we define a
reward signal 𝑅𝑡 ∈ R. This is a scalar feedback signal for each time step 𝑡 that
tells our decision algorithm (agent) how well it is doing after each action. Now
that the agent achieves a reward number at each time step we can reason that
the agents job is to maximise the cumulative reward throughout its trials. This
brings us to the reward hypothesis [25]:
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[Reward hypothesis] That all of what we mean by goals and purposes can be
well thought of as the maximization of the expected value of the cumulative

sum of a received scalar signal (called reward).

If we are able to formalize a goal in the means of rewards, we can optimize the
actor to achieve that goal. To exemplify, we can describe the goal of winning
a chess match as +100 for killing the king. In this example the actor will play
the game with only feedback when winning or loosing. It might be smart to
give feedback for intermediate actions, like +1 for each chess piece that it kills.
The problem with this is that the actor might refuse to kill the king, because it
knows that a better outcome for the match is killing all pieces before killing the
king. So formalizing the goal is a delicate task, and must be done with great
consideration.

If we succeed in defining a reward function that aligns with our goals, how
then can we optimize the actor to achieve the best reward possible? As stated
in the reward hypothesis, we are looking to archive our goal, by maximization
of the expected value of the cumulative sum of a received scalar signal. This
means that for each time-step, we have a reward 𝑅𝑡 , resulting in a sequence
of rewards 𝑅𝑡 , 𝑅𝑡+1...𝑅𝑛 where n is the total amount of time steps. To account
for uncertainty in the future (later time steps), we introduce a discount factor
𝛾 that weights how much the model should trust its future rewards. In the
portfolio investment example that we discussed in the previous section, its
not always easy to have a full picture of future outcomes, so to avoid banking
all our gold on an uncertain future, we can tune the discount factor to make
sure we care mostly about gaining safe rewards at the present (or short in the
future). We define this as a return function

𝐺𝑡 = 𝑅𝑡+1 + 𝛾𝑅𝑡+1... =
∞∑︁
𝑘=0

𝛾𝑘𝑅𝑡+𝑘+1 (4.7)

So to archive our goal we simply need to maximize our return? its not quite
that easy, because depending on what state we are in, the future returns may
look different, and we are looking to find the actions that gives the most reward
given any kind of state. We will explore this in the next segment

4.3.3 Policy

In the present thesis we focus on the policy function to map our actions to
states, witch in turn will be maximized to gain the most reward. The policy
𝜋 (𝑎 |𝑠) is defined as a probability of taking an action 𝐴𝑡 = 𝑎 given a present
state 𝑆𝑡 = 𝑠. The reason to use a stochastic mapping of actions to states is that
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this allows for the agent to not always take the action it thinks is the best one.
The consequence of this is a natural exploration of seemingly worse actions,
that might lead to a resulting better state in the future. But keep in mind
the field offers other options like value based methods which we will not go
through in the thesis.

As mentioned in section 4.3.2 the expected return is what we are maximizing. A
function that measures the expected return of a policy is called the Q-function.
𝑄𝜋 (𝑠, 𝑎) is the expected return we get from following the policy 𝜋 after taking
action a when in state s. We take advantage of the Bellman optimality equation
to find the optimal Q-function:

𝑄∗(𝑠, 𝑎) = 𝐸 [𝑟 + 𝛾𝑚𝑎𝑥𝑎‘𝑄
∗(𝑠 ‘, 𝑎‘)]

Where 𝑄∗(𝑠, 𝑎) is the optimal Q-function, r is the reward from the action a
and 𝛾𝑚𝑎𝑥𝑎‘𝑄

∗(𝑠 ‘, 𝑎‘) is the discounted maximum Q value from taking the next
action 𝑎‘ from the next state 𝑠 ‘

There are severalmethods to estimate the Q-function thatmaximises the return,
but usually this revolves around finding a set of parameters \ that estimates
the Q-function𝑄 (𝑠, 𝑎;\ ) because iterating over every sets of actions and states
is impractical in complex situations. This method of mapping actions to a Q
value and converting the values to a distribution through a squeezing function
is called Boltzman Q policy.

In the following section we will go through one popular method of estimating
the parameters \ called Deep Q-Learning (DQN)

4.3.4 Deep Q-Learning

DQN utilizes an atrificial neural network with parameters \ as a method
to estimate the Q-values 𝑄 (𝑠, 𝑎;\ ). To visualize the process we refer to an
illustration by Hongzi Mao [16]
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Figure 4.4: A policy based RL using deep artificial neural network [16]

We can see that the network is trained with parameters \ , witch is used to find
the optimal policy. To train the network we refer to Volodymyr Mnih’s paper
Playing Atari with Deep Reinforcement Learning, where the first successful
deep q-learning model was presented in 2013.

Figure 4.5: Pseudocode of Deep Q-learning, adapted from [17]
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The gradient decent is preformed by minimizing the loss function at each
timestep i:

𝐿𝑖 (\𝑖) = 𝐸𝑠,𝑎,𝑟,𝑠 ‘∼𝑝 ( ·) [(𝑦𝑖 −𝑄 (𝑠, 𝑎 : \𝑖)2)]

where 𝑦𝑖 = 𝑟 + 𝛾𝑚𝑎𝑥𝑎‘𝑄
∗(𝑠 ‘, 𝑎‘;\𝑖−1) is the temporal difference target, and the

difference𝑦𝑖−𝑄 is the error. 𝑝 (·) is the behaviour distribution over the transition
from the present state to the new state given the action. The differential with
respect to the network parameters (weights) is:

Δ\𝑖𝐿𝑖 (\𝑖) = 𝐸𝑠,𝑎∼𝑝 ( ·);𝑠 ‘∼𝜖 [(𝑟 + 𝛾𝑚𝑎𝑥𝑎‘𝑄 (𝑠 ‘, 𝑎‘;\𝑖−1))Δ\𝑄 (𝑠,𝑎;\𝑖 ) ]

This equation is referred to equation 3 in the pseudocode above.
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Statistics and Mathematics
In this segment we will go through some importantmathematical and statistical
theory that are relevant for the present thesis.

5.1 Numerical integration

Numerical integration is an iterative method of approximating an integral.
There are many different numerical integration methods in the field of numer-
ical analysis. One of those methods is the Kunge-Kutta method. We use this
one in the thesis, because of its reliability and its straight forwardness.

Rune-Kutta of order four is approximated by:

𝑤𝑖+1 = 𝑤𝑖 +
ℎ

6
(𝑠1 + 2𝑠2 + 2𝑠3 + 𝑠4)

Where h is a step size and 𝑤0 is an initial value. 𝑠1..𝑠4 is:

31
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𝑠1 = 𝑓 (𝑡𝑖,𝑤𝑖)

𝑠2 = 𝑓 (𝑡𝑖 +
ℎ

2
,𝑤𝑖 +

ℎ

2
𝑠1)

𝑠3 = 𝑓 (𝑡𝑖 +
ℎ

2
,𝑤𝑖 +

ℎ

2
𝑠2)

𝑠4 = 𝑓 (𝑡1 + ℎ,𝑤𝑖 + ℎ𝑠3)

5.2 Nonlinear grey-box model

A nonlinear grey-boxmodel estimation is a tool inMatlab’s optimization toolbox
that estimates coefficients of linear and nonlinear differential equations. In
addition to this, is can estimate difference equations and state-space equations.
The model formalizes an input-output setup that is compatible with an IDdata
object. The model have a wide variety of analytical tools and estimation tools.
In the next section we will go through an optimization that where used in the
present thesis to estimate parameters in our generative model.

5.3 Trust-Region-Reflective Least Squares

Trust-Region-Reflective Least Squares is an optimization method that is widely
used in Matlab’s Optimization toolbox. The method considers a function 𝑓 (𝑥)
and approximates a simpler function 𝑞 that reasonably reflect the behaviour
of 𝑓 (𝑥) in a neighbourhood 𝑁 around the point 𝑥 . This is similar to what we
do in variational inference, but instead of approximating a distribution that is
equal to the original (incomputable) distribution, we consider a trail sample 𝑠
of the new function 𝑞(𝑠) that approximates the numerical neighbourhood 𝑁

of our original function 𝑓 (𝑥)

The minimization can be computed by considering trail samples 𝑠 and mini-
mizing over 𝑁 showed in the trust-region sub-problem:

𝑚𝑖𝑛𝑠 (𝑞(𝑠), 𝑠 ∈ 𝑁 )

A new sample s can be computed solving the equation for s:
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𝑚𝑖𝑛
(1
2
𝑠𝑇𝐻𝑠 + 𝑠𝑇𝑔 such that | |𝐷𝑠 | | < Δ

)
Note that N is an area (usually spherical of ellipsoidal ) so 𝑠𝑇 is the transpose
of the vector. H is the symmetric matrix of the second derivatives (Hessian
matrix), and g is the gradients of f(x) and D is a diagonal scaling matrix. We
denote | |𝐷𝑠 | | as the second norm of our scaled sample point s, and Δ is some
positive scalar.

If 𝑓 (𝑥 + 𝑠) < 𝑓 (𝑥) the current point is updated as 𝑥 + 𝑠, this is iterated until
convergence. Note that if at some point the iteration problem struggles with
finding new updates, Δ can be adjusted to increase the search region [28][3].

5.4 Simulated annealing

Simulated Annealing is an optimization technique, that stems from a physical
process called annealing (which is heating up a solid then cooling it slowly).
The technique is a stochastic process where a random candidate (action in
our case) is proposed in the neighbourhood of the previous candidate. If the
proposal gives a better result (a better return of rewards in our case) it is
accepted as the new candidate, however even if it yields a worse result the
candidate can still be accepted with a probability of 1

1+𝑒𝑥𝑝 ( Δ
𝑚𝑎𝑥 (𝑇𝑖 )

) , where Δ

is the difference between the old action and the new proposed action. 𝑇𝑖
is a temperature parameter that changes through the iteration process with
𝑇𝑖+1 = 𝑇𝑖 ∗ 0.95𝑘 , where k is the annealing parameter set to be the same as the
current iteration number 𝑖 [6].

When 𝑖 increases, the acceptance probability of the new actions that are worse
decreases. The idea behind this is to avoid local optimums in the earlier
iterations to steer towards the global optimum.

Note that there are other options for the acceptance probability distribution
and the parameters, the ones that where discussed in this section are used
in the final results because they are considered as default by Matlab’s global
Optimization toolbox [8].



Part III

Experiments and
Methodology

34





6
In-silico BG Simulation
As explained in section 3.5, Breton’s physical activity model attempts to
predict the BG values of a patient with the given inputs: CHO, HR and insulin.
We aim to use this model to predict the BG over a period of several hours with
different kinds of inputs. With a sufficient amount of simulations we can then
optimize the CHO input (i.e. give a food recommendation) so that the
predicted BG values will be as safe as possible for a given workout.

The problem with using general/population estimations of the parameters is
explained in section 3.4. We attempt to estimate the parameters using data
from one patient to make sure that the model is as personalized as possible.
This means that the results of the model is only applicable to this specific
patient. The results of the model is only applicable for one patient. The
methodology in the thesis can be applied to any other patients.

6.1 Model setup

The model was set up in regards to [18], but some changes were made to
generalize it so that the patient could use the food recommendation for any
type of workout. The dynamics of the model are as follows:

36
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𝑑𝐺

𝑑𝑡
= −𝑝1 · (𝐺 −𝐺𝑏) −

(
1 + 𝛼 ·𝑤 · 𝑍

)
· 𝑋 ·𝐺 − 𝛽 · 𝑌 ·𝐺 + 𝑈𝐺

𝑉𝐺
(6.1)

𝑑𝑌

𝑑𝑡
=
(
− 𝑌

𝜏𝐻𝑅
+ 𝐻𝑅(𝑡)

𝜏𝐻𝑅

)
(6.2)

𝑑𝐷1

𝑑𝑡
= 𝐴𝐺 · 𝐷 (𝑡) − 𝐷1

𝜏𝐺
(6.3)

𝑑𝐷2

𝑑𝑡
=
𝐷1

𝜏𝐺
− 𝐷2

𝜏𝐺
(6.4)

𝑑𝑋

𝑑𝑡
= −𝑝2 · 𝑋 + 𝑝3 · 𝐼𝑐 (6.5)

𝑑𝑍

𝑑𝑡
= −

( 𝑓 (𝑌 )
𝜏𝑖𝑛

+ 1
𝜏𝑒𝑥

)
· 𝑍 + 𝑓 (𝑌 ) (6.6)

𝑑𝑥1

𝑑𝑡
= (−𝑘21 · 𝑥1) + 𝑢 (𝑡) (6.7)

𝑑𝑥2

𝑑𝑡
= 𝑘21 · 𝑥1 −

(
𝑘𝑑 + 𝑘𝑎

)
· 𝑥2 (6.8)

𝑑𝐼𝑐

𝑑𝑡
=

𝑘𝑎

𝑉𝐺 · 𝐵𝑊 · 𝑥2 − 𝑘𝑒 · 𝐼𝑐 (6.9)

The 3 inputs to the model are set to be time series of heart rate 𝐻𝑅(𝑡), bolus
insulin injections 𝑢 (𝑡) and carbohydrates intake 𝐷 (𝑡). Both 𝑢 (𝑡) and 𝐷 (𝑡)
have an associated integral scaling parameter (𝐼𝑠𝑐𝑎𝑙𝑒 and 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒) to make
sure that the area under the curve is scaled correctly.

The main addition to Breton’s model is a the description of insulin kinetics
after an injection. 𝑑𝑥1

𝑑𝑡
, 𝑑𝑥2
𝑑𝑡

and 𝑑𝐼𝑐
𝑑𝑡

is a model described in [20]. This model
explains the delayed effect when injecting insulin.

Table 6.1 lists all 23 parameters, their initial values, units and if they are set to
be free or fixed in the optimization.
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Table 6.1: Table of parameters used in generative model and their population estimates
from [18].

Parameter Value Unit Free/Fixed
𝑝1 0.0040 1

𝑚𝑖𝑛
Free

𝑝2 0.028 1
𝑚𝑖𝑛

Free
𝑝3 8.6779 · 10−4 𝑚𝑙

𝑚𝑖𝑛2 ·`𝑈 Free
𝐺𝑏 80 𝑚𝑔

𝑑𝑙
Fixed

𝜏𝐻𝑅 5 min Fixed
𝐻𝑅𝑏 70 bpm Fixed
𝜏𝐺 40 min Fixed
𝐴𝐺 0.8 dimensionless Fixed
𝛽 8.31 · 10−5 1

𝑏𝑝𝑚
Free

𝛼 1.3381 dimensionless Free
n 4 dimensionless Fixed
a 0.1 dimensionless Fixed
𝜏𝑖𝑛 1 min Fixed
𝜏𝑒𝑥 600 min Fixed
𝑉𝐺 2.028 · 60 𝑑𝑙 ·𝑘𝑔

𝑘𝑔
Fixed

𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 dimensionless min Free
𝑤 49.9972 dimensionless Fixed
𝑘21 0.0013 1

𝑚𝑖𝑛
Free

𝑘𝑑 0.0247 1
𝑚𝑖𝑛

Free
𝑘𝑎 1.5654 · 10−5 1

𝑚𝑖𝑛
Free

𝑘𝑒 0.0357 1
𝑚𝑖𝑛

Free
𝐵𝑊 60 kg Fixed
𝐼𝑠𝑐𝑎𝑙𝑒 15 · 18 dimensionless Free

The values was set to be free or fixed as a result of experimentation,
unfortunately because of computational constraints we could not optimize all
unknown parameters.

The model was set up with all initial values and numerically integrated over
the duration of the simulation as explained in section 5.1. The BG values were
evaluated every five minutes and the resulting BG time series were stored
along with the inputs for further processing.
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6.2 Workout data from patient

To personalize the model, we gathered BG measurements, bolus insulin
injections and CHO from the patients CGM. We also gathered the heart rate
history during exercise from the patients heart rate monitor. The heart rate
before the exercise was assumed to be stable at 70𝑏𝑝𝑚.

The patient was then subjected to high intensity workouts and the
aforementioned information was gathered. All of the data points were
gathered from the same type of workout, with different inputs and initial BG
values.

In Figure 6.1 we show an example of what the CGM’s information looks like
(mentioned above). Note that the CHO as you can see in the bottom row in
orange, was registered manually, therefore it may be prone to some
uncertainty. This explicit example is not during a registered exercise so it was
not used in the parameter fitting procedure, this is showed for illustrative
purposes only.

Figure 6.1: Data illustration example.

The problem with the data that were gathered is that it is only from safe
situations, so we do not have any information about what would happen in
unsafe situations as this would be highly unethical. The main idea was that by
using the safe data we are able to capture the behaviour of the blood glucose
dynamics and apply this to simulate situations that are unsafe.
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6.3 Fitting the model

Firstly, a Matlab file was made where inputs, parameters and the patient data
were defined. A new Matlab file was then created defining the model
explained in section 6.1. The two files were combined in a Nonlinear grey-box
model explained in section 5.2. The parameters were defined as free or fixed,
and the free parameters were set with a lower bound value of
0.0000000000001.

The nonlinear grey-box model was made using matlab’s nlgreyest function
with max iterations set to 150 and optimization algorythm set to
trust-region-reflective least squares (explained more in detail in section 5.2,5.3
and 8.1)

This was repeated for the entire training data set and every estimation was
stored and used to estimate a normal distribution for every free parameter.
The resulting goodness-of-fit measure was calculated as a performance
measure.



7
Decision Support Systems
7.1 Reinforcement Learning

The custom environment was set up with the generative model explained in
section 6.1. Observation space is a continuous space ∈ [0, 400]𝑚𝑔

𝑑𝑙
. This means

that the state can be any BG value in this interval. The initial state is set to the
initial BG value at the start of the simulation. To generalize the model some
noise is added to this initial value.

The action space is defined as a discrete space ∈ [0, 80]𝑔. This upper value is
set because it would be unreasonable to consume more carbs than this, as it
would result in an extreme hyperglycemic state for the patient for the types of
workouts that are accounted for in the thesis.

The environment consists of, among other things, the required elements for
openAI’s API gym. This is done for the purpose of an easy implementation of
the agent through the API. The required elements include an initializing
function, a step function, a render function, a reward function and a reset
function. We will go through these parts in the following section, a more
detailed description can be found in openAI’s documentation and in section
4.3.
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7.1.1 Environment elements

The initialization function defines the state and action spaces using gym’s
built in functions. Any additional information is initialized, like simulation
length, indexations, parameters and storage arrays for the inputs and outputs.

The step function is defined as a computation of responses for each step/action
in the environment. It takes an action as an input and calculates the next
state. This is done through the model that was explained in section 6.1. The
model is fed with the correct values of input through the correct indexations,
and a numerical integration is performed throughout the simulation. For each
step, a reward is calculated, and the state, reward, done and info is returned.

The render function is empty as there was no need for any rendering during
the training. Usually this function is called to visualise changes through the
training. To exemplify, a simulation of a chess board with the corresponding
actions and rewards.

The reward function outputs a reward for any given state. This was adapted
from a recent paper that explored a risk analysis of BG regulation [18] on
virtual patients. This function was chosen to use as a starting point for a
performance measure, with plans to expand/tweak by collaboration with
medical experts:

𝑟 (𝐵𝐺) =


−10 𝐵𝐺 ≤ 𝐵𝐺ℎ𝑦𝑝𝑜−
𝑒𝑥𝑝 ( 𝑙𝑜𝑔 (19.157)

𝐵𝐺ℎ𝑦𝑝𝑜
𝐵𝐺) − 19.157 𝐵𝐺 ∈ [𝐵𝐺ℎ𝑦𝑝𝑜−, 𝐵𝐺ℎ𝑦𝑝𝑜]

1
36𝐵𝐺 − 2 𝐵𝐺 ∈ [𝐵𝐺ℎ𝑦𝑝𝑜 , 𝐵𝐺𝑟𝑒 𝑓 ]
− 1

72𝐵𝐺 + 5
2 𝐵𝐺 ∈ [𝐵𝐺𝑟𝑒 𝑓 , 𝐵𝐺ℎ𝑦𝑝𝑒𝑟 ]

−5 𝐵𝐺 ≥ 𝐵𝐺ℎ𝑦𝑝𝑒𝑟

Where:

• 𝐵𝐺𝑟𝑒 𝑓=108 𝑚𝑔

𝑑𝐿
Reference blood glucose

• 𝐵𝐺ℎ𝑦𝑝𝑒𝑟=180 𝑚𝑔

𝑑𝐿
Hyperglycemia blood glucose

• 𝐵𝐺ℎ𝑦𝑝𝑜=72 𝑚𝑔
𝑑𝐿

Hypoglycemia blood glucose

• 𝐵𝐺ℎ𝑦𝑝𝑜−=54 𝑚𝑔

𝑑𝐿
Severe hypoglycemia blood glucose

The reset function outputs a state and resets all variables to their initial values.
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In addition it applies noise in the initial condition.

7.1.2 Agent

The agent used is deep q-learning, as explained in section 4.3.4. The policy
function is BoltzmanQPolicy, as explained in section 4.3.3. The agent is
model-based using a small fully connected neural network with two hidden
layers having 24 neurons each. The input neurons are the same as the amount
of states, and the number of output neurons is the same as actions i.e. 80.

7.2 Simulated annealing

To optimize the CHO input to make sure the BG value will be as close as
possible to normoglycemic, a simulated annealin optimization was preformed.
This was done by using the Global Optimization Toolbox from matlab.

The reward function was set up as a function of CHO intake. The reward
function then computes a simulation with the given CHO input and computes
the reward. A lower and upper bound was set to be ∈ [0, 80] and the
simulannealbnd function was called to optimize the CHO input.



Part IV

Results and Discussion
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8
Generative Model
8.1 Estimation of the model’s parameters

In this section we present the optimization Tables for the free parameters in
the generative model. In the left coulomb of the tables we have plots of the
optimisation, comparing the recorded event (grey graph) and the simulated
event (red graph). Under the simulation we present the inputs of the event,
three time series of HR, CHO and bolus insulin injections. In the right coulomb
of the figures we list the optimized parameters from that event. Lastly we
present a figure of the resulting distributions from all of the episodes.
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Data Result

• 𝑝1 = 0.0025
• 𝑝2 = 4.8871
• 𝑝3 = 5.0605
• 𝛽 = 1.9572 · 10−4
• 𝛼 = 1.3282
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 662.1475
• 𝑘21 = 0.2604
• 𝑘𝑑 = 5.6132
• 𝑘𝑎 = 6.8154
• 𝑘𝑒 = 4.3496
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8212

• 𝑝1 = 1.2339 · 10−13
• 𝑝2 = 5.8426
• 𝑝3 = 8.3886 · 10−4
• 𝛽 = 4.1864 · 10−5
• 𝛼 = 1.3286
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 135.0382
• 𝑘21 = 0.0013
• 𝑘𝑑 = 5.9988
• 𝑘𝑎 = 6.4142 · 10−7
• 𝑘𝑒 = 5.4083
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8052

Table 8.1: Training result: A plot of the event showing the recorded BG history in grey,
and the simulation result in red. The Y axis is BG in 𝑚𝑔

𝑑𝑙
and the x axis is

time in minutes. Three plots of the inputs for the events, HR in 𝑏𝑝𝑚, CHO
in grams and insulin in units. A list of each optimized parameter and the
resulting value.
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Data Result

• 𝑝1 = 0.0015
• 𝑝2 = 5.8426
• 𝑝3 = 8.0001 · 10−4
• 𝛽 = 5.8203 · 10−5
• 𝛼 = 1.3286
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 281.7148
• 𝑘21 = 0.0228
• 𝑘𝑑 = 5.9988
• 𝑘𝑎 = 0.0059
• 𝑘𝑒 = 5.4083
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8052

• 𝑝1 = 0.0056
• 𝑝2 = 5.8426
• 𝑝3 = 0.0095
• 𝛽 = 0.0011
• 𝛼 = 1.3286
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 361.2663
• 𝑘21 = 0.0091
• 𝑘𝑑 = 5.9988
• 𝑘𝑎 = 10
• 𝑘𝑒 = 5.4083
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8052

Table 8.2: Training result: A plot of the event showing the recorded BG history in grey,
and the simulation result in red. The Y axis is BG in 𝑚𝑔

𝑑𝑙
and the x axis is

time in minutes. Three plots of the inputs for the events, HR in 𝑏𝑝𝑚, CHO
in grams and insulin in units. A list of each optimized parameter and the
resulting value.
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Data Result

• 𝑝1 = 9.2734 · 10−10
• 𝑝2 = 5.8426
• 𝑝3 = 8.3852 · 10−4
• 𝛽 = 1.2566 · 10−13
• 𝛼 = 1.3286
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 203.8354
• 𝑘21 = 0.0013
• 𝑘𝑑 = 5.9988
• 𝑘𝑎 = 3.9618 · 10−7
• 𝑘𝑒 = 5.4083
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8052

• 𝑝1 = 0.0046
• 𝑝2 = 6.0129
• 𝑝3 = 2.666
• 𝛽 = 2.1565 · 10−4
• 𝛼 = 1.3966
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 463.5781
• 𝑘21 = 0.0413
• 𝑘𝑑 = 5.4671
• 𝑘𝑎 = 1.9019
• 𝑘𝑒 = 2.9194
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.811

Table 8.3: Training result: A plot of the event showing the recorded BG history in grey,
and the simulation result in red. The Y axis is BG in 𝑚𝑔

𝑑𝑙
and the x axis is

time in minutes. Three plots of the inputs for the events, HR in 𝑏𝑝𝑚, CHO
in grams and insulin in units. A list of each optimized parameter and the
resulting value.
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Data Result

• 𝑝1 = 0.0063
• 𝑝2 = 5.8236
• 𝑝3 = 2.7522
• 𝛽 = 1.1401 · 10−4
• 𝛼 = 1.4548
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 351.112
• 𝑘21 = 0.0266
• 𝑘𝑑 = 5.9916
• 𝑘𝑎 = 9.6366
• 𝑘𝑒 = 5.3872
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8056

• 𝑝1 = 1.569 · 10−5
• 𝑝2 = 8.7319
• 𝑝3 = 1.4717
• 𝛽 = 4.9324 · 10−5
• 𝛼 = 3.0282
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 322.4433
• 𝑘21 = 0.0262
• 𝑘𝑑 = 7.4817
• 𝑘𝑎 = 1.1944
• 𝑘𝑒 = 2.3279
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8064

Table 8.4: Training result: A plot of the event showing the recorded BG history in grey,
and the simulation result in red. The Y axis is BG in 𝑚𝑔

𝑑𝑙
and the x axis is

time in minutes. Three plots of the inputs for the events, HR in 𝑏𝑝𝑚, CHO
in grams and insulin in units. A list of each optimized parameter and the
resulting value.
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Data Result

• 𝑝1 = 0.0037
• 𝑝2 = 5.8426
• 𝑝3 = 8.3807 · 10−4
• 𝛽 = 1.1576 · 10−12
• 𝛼 = 1.3286
• 𝐶𝐻𝑂𝑠𝑐𝑎𝑙𝑒 = 32.2321
• 𝑘21 = 0.0013
• 𝑘𝑑 = 5.9988
• 𝑘𝑎 = 0.01016
• 𝑘𝑒 = 5.4083
• 𝐼𝑠𝑐𝑎𝑙𝑒 = 269.8052

Table 8.5: Training result: A plot of the event showing the recorded BG history in grey,
and the simulation result in red. The Y axis is BG in 𝑚𝑔

𝑑𝑙
and the x axis is

time in minutes. Three plots of the inputs for the events, HR in 𝑏𝑝𝑚, CHO
in grams and insulin in units. A list of each optimized parameter and the
resulting value.

Figure 8.1 present a fitted normal distribution for each of the parameters and
the histogram of the values from the training events that was presented above.
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Figure 8.1: 11 subplots, one for each optimized parameter. Each plot contains a his-
togram of the parameter and a fitted normal distribution

8.2 Validation

In this section we present the validation result of the generative model. Out of
all 11 excesses events two were randomly chosen to be used for validation, the
remaining 9 were used in training showed in the previous section. In Figure
8.2 and 8.3 there are tree highlighted areas, the green are is the
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normoglycemic interval and the red areas over and under are hyperglycemic
and hypoglycemic ranges respectively. The orange graphs are the simulated
BG history in 𝑚𝑔

𝑑𝑙
using the expectation of the normal distribution for each

parameter shown in Figure 8.1. The blue graphs are the recorded BG in 𝑚𝑔

𝑑𝑙
for

the recorded history of the excesses event with the inputs for the events, HR
in 𝑏𝑝𝑚, CHO in grams and insulin in units.

Figure 8.2: Validation result: A plot of the the event showing the recorded BG history
in blue, and the simulation result in orange.

The resulting goodness of fit measure between the predicted values and the
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true values is 𝑅2 = 0.497.

Figure 8.3: Validation result: A plot of the the event showing the recorded BG history
in blue, and the simulation result in orange.

The resulting goodness of fit measure between the predicted values and the
true values is 𝑅2 = −1.4715.
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8.3 Discussion

As we can see in figure 8.2 and 8.3 the simulations seem to follow the general
behaviour of the label, by increasing the BG in response to the CHO intake in
the beginning of the simulation and decreasing as a response of the increase
in HR at the end of the simulations. The magnitude of peak is closer in figure
8.2 and misses by approximately 40 𝑚𝑔

𝑚𝑙
in figure 8.3. Both ends of the

simulations are a close to the respective label witch indicates that the energy
expenditure part of the simulation is captured by the model. In Figure 8.3 we
see a small dip in BG shortly after the meal intake (approximately at 30 to 50
minutes), this dip is not reflected in the simulated BG values. The most likely
reason for this is that the model is not able to properly capture the effect of
the insulin bolus.

One problem with the results is that there are only two validation data points.
This is because there are few total data points that where gathered resulting
in few validation points. This is not optimal as it is hard to account for outliers
in the result. In addition to this, having only 9 data points to fit the model on
is not great because the resulting parameter distribution shown in figure 8.1
may not give the optimal expectation.

It is important to address one of the major assumptions in this thesis. It is
assumed that the patient is at rest 𝐻𝑅 = 70 between eating and workout. This
was done because there was no heart rate data collected in this time period. It
is easy to imagine that this might not always be the case, for instance if the
patient happens to be running to the bus or similar situations. This will cause
the resulting data point to introduce a bias in the fitting procedure, or a bad
performance measure in a validation data.

The last point to make about the data is that the CHO inputs have been
manually registered by the patient. This adds additional uncertainty in the
generative model which permutes through the optimization part.

Even though there were some problems with the data, they do not seem to
explain all of the validation error. It is clear that model fitting is having
problems (can be seen in table 8.4 and 8.5) with large variety. This is likely
due to the insulin behaviour not being captured well by the model. This might
be a computation problem, or a inherent problem with the model.

It is hard to tell if there is some underlying problem with the model, or if
there are too much uncertainty in the data. One possible way to figure this
out would be to preform a large-scale test with enough computational power
to run every training data until convergence. This would be a very resource
heavy test, so perhaps its better to look for other alternatives.
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One of the more promising emerging/forthcoming generative tools is the
generative adversarial model explained in section 4.2. This might be a viable
option in this situation, because it is not restricted to relying on specific
equations with parameters to explain the behaviour. This might be imperative
in a complicated situation like this because other factors like hormonal
patterns or cycles are not accounted for in the differential equations.

A large benefit one would have to sacrifice by switching to a neural network is
the explainabillity and interpretability of the model, as factoring the model
into individual bits like energy expenditure, insulin behaviour, etc., would be
a challenge in such a network. With that being said, there is forthcoming
research in that department that could prove to contradict this argument.

With all this in mind, the model does prove to provide a general explanation
of the BG dynamics. With a very cheap fine-tuning, one could argue that this
is the best option in this scenario.



9
Food Recommendation
The food recommendation will be given in the same situation as in the
validation data in figure 8.2, this is to gain a reference point (the food intake
that the patient actually had). The methodology works for any kind of
situation as long as the inputs are corrected accordingly.

9.1 RL

The agent was set to train for 300 episodes with a learning rate of 0.001.
Figures 7.1.1 and 9.2 shows the reward and average reward over the training
period. The resulting action was 7g of CHO.
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Figure 9.1: Reward vs. Episodes

Figure 9.2: Average Reward vs. Episodes
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9.2 Simulated annealing

The simulated annealing optimization converged after 185 seconds on an
action of 10.8369, figure 9.3 shows the output information.

Figure 9.3: Simulated Annealing

9.3 Comparison

Both results are plotted in figure 9.4 together with the 18g of CHO that the
patient consumed in this scenario.
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Figure 9.4: Comparison of results for the optimization of BG regulation

9.4 Discussion

The RL training converged at around 200 episodes as you can see in figure 9.1.
This took approximately 10 hours with a conventional computer, which is a
reasonable amount of time to train such a network. The actor which consists
of an artificial network of one hidden layer with 24 neurons converged to an
action of 7g in the validation example resulting in a reward of 24.78. This
keeps the BG above the green zone in figure 9.4. This is because the reward
function explained in section 7.1.1 is designed to heavily penalize BG values
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under 72 𝑚𝑔
𝑑𝐿

which would result in a hypoglycemic state.

One thing to note is that using only one action makes this a multi-armed
bandit problem. This is well known in RL theory, and is considered as
relatively easy for the agent to solve. This is important to keep in mind when
considering a potential expansion of the decision support system, as having
many potential meals and/or optimizing insulin injections may require a
significantly increase in computational power.

The simulated annealing optimization terminated after 185 seconds because
of convergence. This was very fast compared to the RL, making it practical for
the patient to use. The optimal intake of CHO according to the simulated
annealing is 10.8365 grams, resulting in a reward of 22.83.

The RL achieved a higher reward and gained therefore a better result. This is
reasonable since the respective computation time was so different. With this
in mind the simulated annealing optimization received close to the same
reward by using only a fraction of the time. When the patient will be using
this system, and inputs his or her current BG value and the exercise profile it
will be unpractical to wait several hours for a result, so in hindsight the favour
would fall with the simulated annealing algorithm. A possible solution to this
would be to generalize the RL by training with many different exercises.

An important question to ask is why none of the result fall in to the
normoglycemic range (the green zone). This is largely dependent on the
design of the reward function, as the relation between the rewards for each
value will determine the overall optimization. The design of this should fall
mainly on medical experts as numerically rating the relation between
hyperglycemic and hypoglycemic conditions is beyond the scope of this thesis
and require medical expertise.
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Conclusion
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10
Concluding Remarks
From the experiments conducted in this thesis we have attempted to personalize
Breton’s physical activity model to explain the BG dynamics of an individual
T1D patient. Furthermore, we have made two variations of a decision support
system that were taskedwith optimizing the CHO intake before a given exercise.
In this section, we summarize the results from the experiments and present
some final comments. Furthermore, we will present some remarks on the usage
of the decision support system that we have build for the patient. Lastly, we
propose future work and directions related to the present thesis.

The results from the BG dynamics model show that the behaviour of the
patient is modeled with minor error, this can be seen in Figure 8.2 and 8.3.
It was discussed that because there were few data, the validation results
from two exercise scenarios were not sufficient to draw any solid conclusions.
Nevertheless, the validation that was performed shows promising results and
points towards a working methodology. The fact that the BG dynamics of
the patient were accurately modeled (with some error), without exposing the
patient to dangerous situations is a remarkable result because, by applying
this knowledge to potentially dangerous situations, we can recommend actions
that reduce or even remove the danger.

We are using recorded data from a real patient to solve a very important
problem, to avoid hypoglycemia during physical activity. The two decision
support systems produced were compared in the same validation example as
the generative model. The RL and simulated annealing recommended almost
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the same amount of CHO intake, which indicates that both of the decision
support systems are viable. It was discussed that the major factors that separate
these two are the computation time (a few minutes for the simulated annealing
and a few hours for the RL) and the expandability of the two systems (the
RL can easily be expanded to include several meals and an expansion for the
simulated annealing is impractical).

The two food recommendation systems are easy to use for the patient, as they
only require the patient to choose between exercise profiles and to input the
starting BG level. Importantly, this is only an educated recommendation for
CHO intake and the patient still has to use her own judgement and common
sense when utilising the product.

10.1 Future Work

Two food recommendation systems for a patient with T1D have been con-
structed, and a methodology for adaptations to other patients has been pre-
sented. Due to resource and time constraints, there was only few exercise
events to validate the results on, and several aspects were not included. We
present a proposal for further work in regards to the present thesis:

• Collect more data, and do further validation.

• Expand the BG regulation systems to include insulin as an optimization
(this point can be very dangerous and must be researched with great
care).

• Experiment and compare different models, both regarding the optimiza-
tion and the generative model.

This concludes the thesis Ë
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