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Abstract
In recent years, Deep learning (DL) networks have shown considerable im-
provements and have become a preferred methodology in many different
applications. These networks have outperformed other classical techniques,
particularly in large data settings. In Earth observation from the satellite field,
for example, DL algorithms have demonstrated the ability to learn complicated
nonlinear relationships in input data accurately. Thus, it contributed to ad-
vancement in this field. However, the training process of these networks has
heavy computational overheads. The reason is two-fold: The sizable complexity
of these networks and the high number of training samples needed to learn all
parameters comprising these architectures. Although the quantity of training
data enhances the accuracy of the trained models in general, the computa-
tional cost may restrict the amount of analysis that can be done. This issue
is particularly critical in satellite remote sensing, where a myriad of satellites
generate an enormous amount of data daily, and acquiring in-situ ground truth
for building a large training dataset is a fundamental prerequisite.

This dissertation considers various aspects of deep learning based sea ice
monitoring from SAR data. In this application, labeling data is very costly and
time-consuming. Also, in some cases, it is not even achievable due to challenges
in establishing the required domain knowledge, specifically when it comes to
monitoring Arctic Sea ice with Synthetic Aperture Radar (SAR), which is the
application domain of this thesis. Because the Arctic is remote, has long dark
seasons, and has a very dynamic weather system, the collection of reliable in-
situ data is very demanding. In addition to the challenges of interpreting SAR
data of sea ice, this issue makes SAR-based sea ice analysis with DL networks
a complicated process.

We propose novel DL methods to cope with the problems of scarce training
data and address the computational cost of the training process. We analyze DL
network capabilities based on self-designed architectures and learn strategies,
such as transfer learning for sea ice classification. We also address the scarcity
of training data by proposing a novel deep semi-supervised learning method
based on SAR data for incorporating unlabeled data information into the
training process. Finally, a new distributed DL method that can be used in a
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semi-supervised manner is proposed to address the computational complexity
of deep neural network training.
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1
Introduction

In the last decade, Deep Neural Networks (dnn s) have shown remarkable
performance in tackling various challenging machine learning problems [1].
Practically, a dnn may have hundreds of layers and millions of parameters.
It has been demonstrated that deep neural networks outperform alternative
methods, especially in big data problems [1]. Despite this, training a deep
network architecture is a computationally expensive task. The reason for this
costly computation is the high amount of data points to be handled and the
complexity of the network structures [ 2]. In general, a larger training data set
will improve the accuracy of the trained models. However, the computing cost
of the training data may limit the amount of analysis that can be performed
[3].

dnn s have been employed to address many Remote Sensing (rs ) and Earth
Observation (eo) challenges, and they have shown great success in solving a
variety of satellite•basedrs image analysis tasks, including land cover classi•
�cation, object detection, and change detection [ 4]. Satellite images, which
constitute a signi�cant data source for Earth observation, allow us to measure
and observe intricate features on the surface of the Earth. The amount of
satellite images is rapidly increasing as a result of the development in space•
borne Earth observation technologies [5]. It is no accident that this �eld is now
referred to as big data. The National Aeronautics and Space Administration
(nasa)'s Landsat [6], and European Space Agency (esa)'s Copernicus [7],
respectively, o�er high revisiting frequency data and data with large spectral•
spatial coverage, allowing for near•real•time worldwide surveillance of the

1



2 chapter 1 introduct ion

Earth surface. Indeed, Copernicus is presently the world's biggest singleeo
program, with its �eet of Sentinel spacecraft.

To conduct large•scale, high•frequency monitoring of the Earth using deep
learning architectures, we need scalable computing to train the models using
a substantial quantity of labeled data [8]. However, these massive amounts of
training data do not always exist, which is the case for the application focused
in this thesis. In this dissertation, we consider various aspects of the deep
learning•based analysis of Arctic Sea ice from satellite•based synthetic aperture
radar (SAR) data. This application is challenging. The Arctic is remote, has
long dark seasons and a very dynamic weather system, and the collection of
reliable in•situ data is very demanding. In addition, SAR images of sea ice
are inherently di�cult to interpret and require extensive time and resources.
Scarce training data is exacerbated when the trained model is to examine the
dynamic sea ice in an Arctic•wide setting, dealing with a variety of seasonal
and meteorological circumstances.

This thesis investigates three main topics in deep learning�based sea ice
monitoring from SAR (Figure 1.1): deep learning architecture design, semi•
supervised learning to cope with the training data, distributed systems, and
high•performance computing.

ˆ Deep learning architectures design: Deep neural networks are a holis•
tic learning architecture for feature extraction and classi�cation. We
consider how di�erent deep learning architectures cope with the sea ice
classi�cation task.

ˆ Semi•supervised learning: We investigate several methods of label prop•
agation and advance deep semi•supervised learning approaches to ad•
dress the scarce training data problem in sea ice classi�cation.

ˆ Scalable computing: Distributed deep learning is considered to address
computation complexity along with speci�c challenges when deep neural
networks are trained on big Earth observation data.

In the analysis, we speci�cally consider the challenges associated with the
properties of sar data like scattering ambiguities, type•dependent incidence
angle slopes, and the annoying additive noise pattern of Sentinel•1 SAR data,
which are the principal data used in this study.
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Figure 1.1: Dissertation Research areas.

This section brie�y discusses the bene�ts of deep learning and its advantage for
big data analysis, particularly for Earth observation applications. We describe
the distributed deep learning setup and explain how this provides a scalable
computing framework for deep learning analysis. Then, some major Earth ob•
servation applications are brie�y listed to contextualize our chosen application.
We explain our primary application, namely sea ice analysis from SAR, and
add some perspectives on how the results may be exploited in operational sea
ice charting. Finally, the thesis's objectives and structure are outlined.

1.1 Deep Learning

Deep learning models as feature learning hierarchies extract multiple layers
of non•linear features and feed them to a classi�er that integrates all the
features to produce predictions. Hierarchically,dl algorithms directly learn the
representative and discriminative features from the data. It is di�erent from
manual feature learning, which performs manual selection and extraction of
features for each task. Features are automatically learned in a deep learning
method to optimize the model's performance [9].

Thanks to dl theory [ 9], unsupervised feature learning from immense raw•
image data sets has become conceivable. This unsupervised feature learning
provides an alternative technique that autonomously learns practical features
from the training set [ 10]. More speci�cally, when a large amount of data is
available, it has been shown that deep neural networks perform better than
other learning approaches [3], as we see in Figure 1.2.
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Figure 1.2: Deep learning performs better in comparison of other methods when
available data is increased [3].

For example, Convolutional Neural Network (Convolutional Neural Network
(cnn )) [ 9] is a well•known deep learning model that has been used to solve
several computer vision tasks. Acnn employs convolutional layers to ex•
tract valuable information from the inputs. These convolutional layers contain
learned parameters, allowing the �lters to automatically extract the most valu•
able information for the task [ 9]. More details on dl and cnn s will be discussed
in Chapter 3. Figure 1.3 shows a tra�c sign image �ltered by four convolutional
kernels, which create four feature maps; These feature maps are sub•sampled
by max pooling. The next layer applies ten convolutional kernels to these sub•
sampled images. The �nal layer is a fc layers where all generated features are
combined and used in the classi�er.

1.1.1 Deep Learning for Earth Observation

dl has been utilized in Remote Sensing (rs ) and Earth Observation (eo) for
tasks ranging from image preprocessing, pixel•based classi�cation, patch•based
classi�cation, and target recognition to high•level semantic feature extraction
and rs scene interpretation [11]. In fact, deep learning is a novel and fasci•
nating method that potentially can be the next step in the evolution of Earth
observation and remote sensing image processing [11].

Extracting useful information from diverse forms of remote sensing data, and
coping with ever•increasing data types and volumes, is a signi�cant problem in
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Figure 1.3: Example of learned features in each layer for a object detection task (from
Yann LeCun, 2015).

Earth observation analysis [11]. Traditional techniques use feature engineering
from rs images to build extracted and selected features to feed to di�erent
classi�cation/regression models. Handcrafted features are shown to be suc•
cessful in representing several spectral, textural, and geometrical properties
of images [12, 13]. However, because these features cannot readily re�ect the
complexities of the actual data statistics, they cannot attain an ideal balance
between discriminability and resilience. The dilemma is exacerbated when
dealing with a large amount of remote sensing image data since imaging
conditions �uctuate rapidly and may change dramatically in a short period
[11].

1.1.2 Deep Learning Architectures Design

Di�erent deep learning network architectures specially have been proposed for
addressing computer vision issues. [14]. In computer vision, dl architectures
have been made to work best for speci�c object detection and recognition by
optimizing number layers, number �lters, and many network hyperparameters.
Optimizing the best architecture for new tasks, like rs and eo problems, is
challenging. This issue is even more signi�cant for more speci�c uses, such as
SAR•based monitoring of sea ice in the Arctic.

When looking into dnn architectures, we can usually consider two main ways
to deal with this problem. The �rst approach is to analyze the problem by
making a model of a custom or ad hoc architecture. An ad hoc architecture
is interesting because it is very �exible. However, it usually needs to have a
lot of hyper•parameters optimized. The second approach relies on the use
of an existing architecture that can either be �ne•tuned by already trained
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parameters or trained from scratch. This approach reduces the time needed for
the design of the deep learning architecture. For instance, we have employed
this strategy in Chapter 6.

1.1.3 Scarce Training Data

Deep neural networks have been employed in manyrs and eo data analysis
challenges and showed the promising results [15]. They are well•known for their
high e�ciency and test•time performance. The disadvantage is that a signi�cant
number of training samples must be available to train the models. Also, these
samples are in most cases labeled by humans. This issue is more serious in
the case of thers and eo domains since acquiring in•situ ground truth are
very expensive, time•demanding, and often impossible. This issue becomes
more signi�cant in Arctic applications, where the volume of validated labeled
data is typically low. The remoteness, long dark seasons, and exceedingly
variable weather conditions make it di�cult to acquire ground truth in these
areas.

The scarcity of training data is well•known in the machine learning and deep
learning domains and is recognized as a signi�cant issue in big data applica•
tions [ 16]. New advanced approaches in deep semi•supervised learning, deep
unsupervised learning, and deep self•supervised learning have been proposed
to overcome this issue [17, 16]. More details on semi•supervised learning, one
of our focus areas, will be discussed in Chapter 3.

1.1.4 Computational Complexity

In dl , increasing the quantity of training datasets often improves model per•
formance (e.g., classi�cation accuracy) [18, 19]. Nonetheless, as data amount
and model complexity rise, the training process ofdl is computationally costly
and time•consuming. For instance, training a state•of•the•art ResNet•50 [20]
model (in 90 epochs) on the ImageNet dataset [21] using the most recent
Nvidia Tesla V100 GPU takes around two days [22]. In general, one must tweak
the hyperparameters for certain task, which takes a great deal of e�ort and is
necessary to get acceptable performance.

Figure 1.4 quanti�es the computing requirements of frequently used deep
learning models [23]. As shown in the graph, the highest performing trained
architectures are those with very high computational complexity (such as
NASNet•A•Large), which are located at the far right of the graph. In addition
to this, it should be noted that they are not the ones with the most model
complexity (as is evidenced by the size of the bubble). Due to the high compu•
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Figure 1.4: Computational complexity. The Top•1 accuracy versus the �oating•point
operations (FLOPs) needed for a single forward pass. The size of each ball
depends model complexity [23].

tational cost of iterative dl training across a large quantity of data, substantial
computer resources are required. As a result, single machines are not always
capable of performing this job in the time provided.

1.2 Distributed Deep Learning for Big Data
Analysis

The ascent in popularity of dnn s is closely tied to the amount of accessible
processing power, which has made it possible to harness the fruits of the
intrinsic parallelism of these networks [ 24]. Deep learning's computational
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Figure 1.5: Parallel Architectures in Deep Learning using di�erent hardware accelera•
tion and single or multi nodes systems [24].

intensity and memory requirements rise in direct proportion to the size of the
available datasets and the level ofdnn s complexity. Training a dnn to an
accuracy that is competitive in today's market is almost impossible without a
high•performance computer cluster [25, 24]. Di�erent components of training
and inference (evaluation) of dnn s are adjusted to boost concurrency to use
such systems.

In modern computer architectures, parallelism can be found both internally
on the chip in the form of pipelining and out•of•order execution, as well
as in the form of multi•core or multi•socket systems. Multi•core computers
may be designed with either multiple processes, which use distinct memory
domains, or multiple threads, which use shared memory domains. Alternatively,
a combination of the two is also possible. The primary distinction between
these two lies in the fact that multi•process parallel programming requires
the programmer to think about the distribution of the data as a �rst•class
concern, whereas multi•threaded programming only requires the programmer
to focus about the parallelism and allows the hardware system to handle the
data shu�ing (typically through hardware cache•coherence protocols).

The process of training large•scale models requires a signi�cant amount of
computational resources. Therefore, single machines are not always capable
of completing this work within the allotted amount of time. The computation
might be split up and carried out simultaneously on several di�erent computers
all linked together through a network. Distributed deep learning by leveraging
the computational resources of multiple devices (e.g., multiple GPUs) [24] is
used to accelerate the training process ofdnn s when working with a large
amount of data.

Figure 1.5 provides a summary of the machine architectures that have been
employed in technical literature. There is a discernible shift toward GPUs,
which are the focus of the majority of articles starting from 2013. Despite
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this, even the most accelerated nodes are not enough to handle the massive
computational demand. Figure 1.5 illustrates how the multi•node parallelism in
those activities is rapidly expanding. Di�erent approaches have been proposed
to train deep learning models on multi•GPUs in distributed environments. More
details on di�erent approaches will be discussed in Chapter 4.

1.2.1 Communication Overhead

Latency, bandwidth, and message rate are the three most signi�cant metrics
for the interconnection network [ 24]. There are many performance measures
available across the various network technologies. In�niBand, for instance,
provides much shorter latencies and more message rates than current Ethernet,
even though both provide enormous capacity [26]. Interconnection networks
designed speci�cally for high•performance computing may yield better results
in all three performance criteria. However, communication via a network is
often slower than the communication that occurs inside a single computer. In
distributed deep learning, regardless of networking technology, the communi•
cation overhead directly a�ects the capability of distributed training [ 24]. This
e�ect is because a large number of model parameters (full or partial) should
be sent over the network in each training iteration. This issue will be discussed
in more detail in Chapter 4.

1.2.2 Earth Observation as a Big Data Problem

International space agencies, like ESA and NASA, adhere to an open data policy
and make available an enormous amount of multi•sensor data for free daily.
Because of the rapid technological advancement that has been incorporated
into Remote Sensing (rs ) optical and microwave sensor technologies [5], the
systems have made signi�cant strides forward in the last several decades. In
this sense, it is not a coincidence that remote sensing data are now being
described using the big data terminology, which includes characteristics such
as volume, velocity, variety, veracity, and value [27, 8].

Copernicus is the European Union's program [7] for Environmental monitoring.
It is made up of a collection of systems that receive data from satellites and in•
situ sensors, process and interprets this data, and then o�er users accurate and
up•to•date information on a variety of environmental and security concerns.
The Sentinel satellites, in orbit for the particular purposes of the Copernicus
program, and other contributing satellite missions run by national or interna•
tional organizations, support Copernicus with data. Access to Sentinel data is
governed by EU legislation and is complete, open, and unrestricted. Copernicus
information is made accessible to consumers via Copernicus services covering
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six theme areas: land, marine, atmosphere, climate, emergency, and security.
The Copernicus program is a vanguard of the Big Data paradigm resulting
from the data and information processed and distributed. It also gives rise to
the so•called �ve V's paradigm, brie�y discussed below [5]:

ˆ Volume: The European Space Agency's (ESA) Sentinel product repository
has published over 5 million products to date, It has over 100000 users
who have downloaded more than 50 PB of data since the system's incep•
tion. As additional Sentinel satellites are being launched, this volume
will grow in the coming years.

ˆ Velocity: The Copernicus data must be sent and processed quickly to
provide 24/7 services to users that want immediate information. By
the end of 2016, six TB of data had been generated, with 100 TB of
data being broadcasted daily from the Sentinel product repository. As
additional Sentinel satellites are being launched, these rates will rise in
the following years.

ˆ Variety: The Sentinel satellites have various types of sensors (e.g., radars,
optical instruments), o�ering data products at multiple processing lev•
els (from raw data to advanced products). Furthermore, in addition to
satellite data (e.g., public government data), datasets utilized for geospa•
tial applications might include aerial images, in•situ data, and other
collateral information. To extract information and knowledge eo actors
process this data. The information data is similarly sizable and faces
the same Big Data issues mentioned above. For example, 1PB of Sentinel
data may consist of around 750000 datasets which, when processed, can
yield approximately 450TB of information and knowledge contents (e.g.,
classi�cations of items observed).

ˆ Veracity: Reliable information is required for decision•making in opera•
tions. As a result, verifying data quality is critical for the entire informa•
tion extraction chain.

ˆ Value: The extraction of information from Copernicus data directly im•
proves Europe's economy. Several economic assessments have found that
the Copernicus initiative can substantially in�uence job generation, inno•
vation, and growth. According to the Copernicus Market Report 2016, the
overall investment in Copernicus will reach EUR 7.4 billion between 2008
and 2020, with a collective commercial bene�t of roughly EUR 13.5 billion
created during the same period; it also will provide 28.030 employment
years in the eo industry.

For these reasons,eo problems represent a good platform to design, develop
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Figure 1.6: Five characteristics of a big data problem [28].

and test distributed deep learning architectures. Indeed, it is possible to expect
that distributed deep learning frameworks can provide a remarkable added
value to the implementation of eo analysis pipeline, so to substantially sup•
port the understanding of human•environment interactions by retrieving solid
information from EO data analysis.

1.3 Earth Observation

The science of remote sensing (rs ) is the ability to obtain information without
physically touching an object or surface. In this process, the re�ected or emitted
radiation of the remote object or surface is observed and measured. Based on
these measurements, the object and materials are identi�ed and categorized by
class or type, essence, and spatial characteristics. The Earth's physical, chemical,
and biological systems can be measured and mapped from various remote
sensing platforms, including satellites and aircraft, This technology is known
as Earth Observation (eo) [ 29]. Plenty of phenomena, such as climate change,
disasters, disease outbreaks, ship navigation, and �re and smoke observation,
can be studied using Earth observation data [30]. The amount of eo data is
steadily increasing due to the rapid development of this technology and the
continuous launch of more satellites, this is one of the main reasons for which
the eo domain has become a signi�cant big data application area. [31].

The developments in the eo domain are now driven by various application
areas and environmental and climate problems threatening our planet such
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as:

ˆ Mapping land cover and land use: Land•use and land cover (lulc )
map help assess climate change e�ects on hydrology, biodiversity, carbon
dynamics, population, migration, and urbanization. This lulc maps can
e�ectively be used for mobilizing decision•makers, industry, farmers, and
the general public toward more sustainable use of resources [32, 33].

ˆ Carbon biomass assessment: Forest biomass is a key in estimating car•
bon sequestration. the Forests sequester carbon in part by accumulating
biomass since approximately half of the forests' dry biomass is carbon
[ 34]. In carbon biomass assessment, Landsat Imagery, Shuttle Radar
Topography Mission (srt ) and International Space Station SERVIR En•
vironmental Research and Visualization System (iserv ) are examples
of remote sensing platforms which provide principal images of the Earth
[35].

ˆ Agriculture and food security: In developing countries with subsistence
farming, food security signi�cantly impacts agriculture. De�ned by the
World Health Organization (WHO) is, food security characterized by
three factors; (1) access to su�cient resources for obtaining a nutritious
diet, (2) knowledge of primary nutrition, and (3) adequate water and
sanitation. Satellite remote sensing is a prominent tool for acquiring food
security [36].

ˆ Disaster management: Global climate change severely impacts the
already marginalized areas of the Earth, which are more susceptible
to unpredictable weather patterns, �oods, droughts, and rising sea levels.
There is a need for chief short, medium, and long•term mitigation and
warning strategies at national and regional levels to prepare for disasters
like landslides, �oods, and earthquakes. Satellite remote sensing is an
important tool in establishing this preparedness [37].

ˆ Polar monitoring: Despite its remoteness, the Arctic is home to 4 million
people and has an economy exceeding 230 billion US$ (World Economic
Forum, 2014). eo has a critical role to play in securing sustainable
development in the Arctic [ 38]. Furthermore, this region directly impacts
climate change and human life on the whole planet Earth. In the Arctic,
satellite data are used to generate information aboutsea ice conditions
and weather , which is of paramount importance for Arctic peoples,
science, the commercial sector, and decision•making, marine navigation,
safety, and climate change research [5].
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1.3.1 Thesis Application: Sea Ice Analysis

The speci�c application studied in this thesis is sea ice classi�cation. Sea ice is a
critical environmental component of the Earth's climate system [39] and consid•
erably impacts polar ecosystems. The Arctic has witnessed substantial climate
change in the last decades, a�ecting its ecosystem, ecology, and meteorology.
The changes are stronger in the Arctic than in any other place. These changes
have been dubbed the Arctic augmentation, causing highly changeable Arctic
weather and sea ice conditions. These harsh conditions pose challenges and
hazards to high north maritime operations connected to resource extraction,
�shing, and tourism [ 40, 41]. As a result, reliable and continuous monitoring
of sea ice behavior, thickness, and ice type distribution are critical for e�ective
and reliable human activities, along with for understanding changes over ex•
tended time frames [42, 43]. Therefore sea ice monitoring is a prominent eo
application from a scienti�c and societal point of view.

Every year, many polar nations conduct scienti�c cruises to the Arctic to perform
sea ice observations and surveys. Regular ice watch inspections from vessels
[ 44, 45] are the most common and fundamental in•situ measurements. In•situ
investigations on the ice include ice thickness and roughness measurements,
temperature and salinity pro�les, and the thickness and characteristics of
snow cover on sea ice [46]. For validation of satellite rs products, airborne
ice thickness measurements using electromagneticem induction devices are
frequently used and referred to as in•situ data [47].

1.3.2 Synthetic Aperture Radar (SAR)

There are two primary forms of remote sensing sensors, active and passive.
They are distinguished by generating the signals' sources used to examine an
object. Active remote sensing systems generate their own illumination, whereas
passive systems rely on re�ected or backscattered radiation generated by other
sources, like the sun. The electromagnetic radiation most commonly used for
remote sensing di�ers in wavelengths, is classi�ed as short (visible, nir , and
mir ) and long (visible, nir , mir and microwave). In the high north, microwave
sensors are particularly prominent, because they are generally independent of
weather and light conditions [48].

Synthetic Aperture Radars (sar s) are active imaging remote sensing sensors,
commonly employed in Arctic monitoring. They are particularly useful for
monitoring sea ice. It can obtain high spatial resolution by using the coherent
character of the transmitted radar pulse by combining radar technology and
advanced signal processing [49]. SAR imaging is not a�ected by sunlight or
cloud cover. The di�erence between sar and optical images is illustrated in
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Figure 1.7.

Sea ice classi�cation usingsar images is a�ected by several challenges that
in�uence the performance of any machine learning system. These include
incidence angle dependencies, seasonal changes, ambiguous radar scattering,
and system noise. Thesar challenges will be discussed in more detail in
chapter 2.

Figure 1.7: sar vs Optical Earth observation. Left is a Sentinel•1sar scene and right
is a optical image by Sentinel•2 from same location with small time gap
[50].

1.3.3 Classi�cation Problems

Focusing on the operational needs of stakeholders, communities and authorities
in the Arctic ecosystem,rs research on sea ice monitoring has addressed two
classi�cation problems:

ˆ Classi�cation of sea ice as opposed to water: High•resolution ice masks
can provide detailed information about the location of the ice edge and
leads, and can be utilized to build large•scale ice concentration maps.

ˆ Multi•class ice type classi�cation: This entails the more general classi•
�cation problem of constructing ice maps of multiple classes, including
�rst and multi•year ice, thin ice, deformed ice, ridges, and leads.

The primary emphasis of this thesis is on the binary classi�cation of sea ice
versus water. However, the assumptions made in the suggested approaches
are such that the algorithms described in this thesis may also be extended to
multi•class ice type classi�cation.
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1.3.4 Exploitation: Operational Ice Charting

National sea ice services are responsible for producing operational sea ice
charts, which are often updated daily. The ice charts o�er information on the
concentration of some ice categories and ice margins based on a range of satel•
lite data, principally from sar s, passive microwave, and optical sensors. Visual
observations and meteorological weather forecasts supplement the satellite
data. Thermal infrared imaging satellite data are used to create contours of
the sea surface temperatures. [51]. Currently, none of the ice services have
reported deploying automated categorization methods on a year•round basis.
All algorithms still require some level of human intervention. The criteria for
ice chart generation vary greatly based on the end•user and their demands.
There are both operational and scienti�c end•users. Scienti�c end•users employ
ice charts for academic research, such as in climate, biology, or data assimila•
tion in numerical models, On the other hand, operational end•users demand
timely ice supporting their activities. Mariners, for example, require data to
support navigation and safety in ice•covered waterways. In this respect, precise
and consistently accurate information regarding the location of the ice edge,
leads and ridges, areas of (thin) �rst•year ice, and areas of multi•year ice is
critical. Mariners also demand short•term projections of the development of
ice conditions in the region where they are or are headed. [52].

Current ice charts for European seas are provided after 1500 UTC on weekdays
(Monday•Friday), and for the Antarctic on Mondays (October•April). [ 51]. An
example of an ice chart for January 14th, 2022 is provided in Figure 1.8.
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