Cyber-Physical Co-Simulation Testbed for Real-Time Reactive Power Control in Smart Distribution Network

Abstract — Existing electric power distribution systems are evolving and changing as a result of the high renewable energy sources integration. Hence, future smart distribution networks will involve various technical challenges; one of them is real-time monitoring and controlling the network to operate it effectively and efficiently. This paper develops and analyzes a cyber-physical co-simulation testbed for real-time reactive power control in the smart distribution network. The testbed is a two-layer system, with Typhoon HIL 604 representing the physical layer and the other layer as a cybernetic layer. The cybernetic layer is used to model a test system and control reactive power from smart inverters in real-time. The implementation of real-time reactive power control of smart inverters on a CIGRE MV distribution network is shown in this study. The proposed testbed’s usefulness in real-time reactive power control is demonstrated through simulation results.
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I. INTRODUCTION

Renewable energy sources (RESs) are considered one of the potential solutions to make a significant contribution to solving the world's energy problem [1]. As a result, in recent years a significant number of photovoltaic (PV) power generation systems have been integrated into the distribution networks [2], [3]. This integration will lower distribution system operational costs and promote RES usage [4]. However, due to the fluctuating nature of power from PV, many technical challenges are observed in the distribution system. Among many challenges, voltage variations in distribution networks are one of the major problems that affect the operation of distribution networks [5]. Voltage fluctuations are in particular responsible for degrading the power quality in the distribution network [6]. In most of the existing distribution networks, voltage regulation is achieved by using conventional voltage regulating devices (VRDs) [5] like On Load tap changing transformers (OLTCs), Switched Capacitor banks, and STATCOM [7]. These VRDs have a limited number of switching operations and have a slower response time [8]. So, they may not regulate the fast varying voltage. With the recent technological advancement in smart inverters together with the regulatory requirement set by IEEE 1547-2018 [9] standard, the utilization of smart inverters to regulate the voltage is gaining more attraction [10].

Distributed energy resources (DERs) have now been designed to provide scalable and reliable reactive power support to resolve these voltage concerns [11], [12]. Existing reactive power control systems based on PV inverters are mainly divided into three types. The first is centralized control methods, which decide the requirement of reactive power from PV by solving an optimal power flow issue to achieve the highest network performance [13]. The centralized techniques imply that a thorough network model is provided, that all network buses are appropriately evaluated, and that loads profile are known in advance. However, this method requires a high-reliability communication infrastructure which may not be feasible in all cases. On the other hand, local control actions are selected only based on local measurements [14]. The local controller acts locally and hence they are fast to respond [15]. The local controller can act as a self-sustained unit to maintain the reactive power requirement [16]. However, the fundamental disadvantage of local control is that the maximum available capacity may not be utilized optimally because of the lack of globally optimal solutions. Some of the literature combines the advantages of both approaches and makes the control action in a distributed way [17]. In a distributed control, the local control and centralized control are acted in multiple time steps making the control action more robust [18], [19]. Whatever method of voltage regulation is implemented, in most of the cases in previous studies, the analysis is performed offline and presented as the expected solution and methodologies.

The future distribution network is subject to large voltage fluctuations due to the dramatic rise in PV integration in the network. As a result, distribution system researchers should investigate moving away from the traditional offline mode and toward real-time mode. The use of smart devices to enable real-time control and monitoring is also another essential aspect of future distribution network digitization. Developing a transparent, comprehensive, and implementable platform to test theoretical concepts, computational tools and techniques, and emerging technologies is an urgent need to address the upcoming challenges
in the digitization of the future distribution network. Most of the similar domain cyber-physical testbeds available in the literature [20] focus on power system models. And some of them are only online simulation-based without having a real-time simulator in connection. To the authors’ best knowledge, this type of co-simulation testbed is the pioneer of its kind. The testbed is more suitable for analysis even in an unbalanced distribution and the real-time simulator.

This paper is devoted to presenting preliminary results of a cyber-physical co-simulation testbed for real-time reactive power control. The testbed is designed to regulate the reactive power of smart inverters using a real-time simulation approach. As a result, the goal of this scientific paper is to create a novel cyber-physical co-simulation testbed for real-time reactive power control in smart distribution networks. The list below summarizes the most important contributions of this study.

1. Develop a co-simulation testbed for real-time reactive power control in the smart distribution network.
2. Develop a methodology to implement a co-simulation testbed for Typhoon HIL and OpenDSS.
3. Obtain the voltage response on each bus of a smart distribution network due to reactive power variation of PV in real-time.

The remaining sections of the paper are organized as follows. Section II explains the theoretical concept of modelling the cyber-physical testbed. The detailed implementation process is shown in section III. Section IV describes the results and outlines the benefits of the proposed scheme. Finally, the last section summarizes the main contribution of the work done in this analysis and suggests future directions for research.

II. MODELING OF CYBER-PHYSICAL TESTBED

To realize the application in real-time, several essential components are required for monitoring and regulating smart distribution networks [21]. The tool to compute the three-phase unbalanced power flow is one of the most basic requirements. The centralized control system and its SCADA implications are some other criteria. Also required are the infrastructure for real-time enhanced metering and remotely controllable devices and the necessary communication infrastructure. Some of the needs will be created in the co-simulation testbed's cybernetic layer. However, some of them are in the physical layer as well. The suggested cyber-physical co-simulation testbed is made up of two layers: (A) the cybernetic layer and (B) the physical layer. It is designed to enable real-time reactive power control. Monitoring and controlling elements, software to interact with the physical layer, and software to interact with the distribution system simulator (OpenDSS in this case) make up the cybernetic layer. The Host PC runs all of the software in the cybernetic layers for convenience. The physical layer includes the testbed's virtual and physical hardware. Fig. 1 shows the framework for the cyber-physical co-simulation testbed. The red line represents the communication between the cybernetic and physical layers. And, the black line represents the communication within the cybernetic layers. The subsections that follow go through each component of the cyber-physical testbed in greater depth.

A. Modeling of Cybernetic Layer

The cybernetic layer is the main core of the cyber-physical co-simulation testbed. The cybernetic layer is housed within the Host PC, as previously stated. In addition, the necessary software for modelling and managing the real-time digital simulator is installed on the host PC. A detailed description of modeling each component of the cybernetic layer is described in the following subsections.

1) Modeling of test systems

To develop the cyber-physical co-simulation testbed for a smart distribution network, information about the distribution network and the program to model them is an important aspect [22]. The main idea of developing a cyber-physical co-simulation testbed is to mimic the real distribution system in a cybernetic layer. The program for modelling distribution systems must be able to do three-phase unbalanced power flow analyses. In the literature, there are numerous distribution system modelling tools. GridLAB-D [23], CYME-DIST [24], PowerModelDistribution.jl [25], and OpenDSS [26] are some of the most used tools. OpenDSS, on the other hand, is regarded as a modeling tool due to its ease of use, intractability, openness, and possibility for a wide spectrum of investigation. One of the advantages of utilizing OpenDSS is the ability to interface directly with Python using the opendssdirect.py module. OpenDSS can model and solve almost any type of distribution system analysis.
The proposed testbed is equipped with measuring/monitoring devices to obtain the required parameters such as voltage magnitudes and total power loss in the network, as the main interest of the proposed testbed is to mimic an entire system during voltage fluctuations events and the effect of reactive power of PV smart inverters on total power loss. The voltage profile reaction to the injection/consumption of reactive power from smart PV inverters can be seen in real-time by altering the reactive power. Also, the total power loss in the network can be observed for the same case. The reactive power injection/consumption can be changed dynamically using a monitoring and control system developed in Typhoon HIL SCADA. In the following section, monitoring and control method are described.

B. Real-Time Monitoring and Control System

The cyber-physical testbed's real-time monitoring and control system is a graphical user interface (GUI) that allows the simulation to be visualized and controlled in real-time. Specifically, the GUI is tailored to display the signals generated by the measurement devices connected to the test system during real-time simulation. The GUI also either graphically or digitally displays the current status of the bus voltages, the total active and reactive power loss of the network, and the power exchanged with the upstream network. The GUI, on the other hand, is designed to execute control commands in the test model in real-time by sending the appropriate control signal. The GUI is developed in this paper using the Typhoon HIL SCADA system. The HIL SCADA interacts with the cybernetic layer and the physical layer using python API.

C. Physical Layer

The physical layer is where actual co-simulation takes place. Typhoon HIL Inc.'s HIL 604 has been used as a physical layer in this investigation. The HIL 604 has eight computing cores, two ARM cores, and digital and analog I/O. The Host PC controls the physical layer simulation, which runs the relevant proprietary software (discussed in the next section). The Host PC is a workstation with a Ryzen 9 3900X (12 cores) processor, 16GB of RAM, and a 1TB SSD GeForce RTX 2070 SUPER GPU running in Windows 10.

III. IMPLEMENTATION OF TYPHOOON HIL AND OPENDSS CO-SIMULATION FRAMEWORK

The overall process to implement the co-simulation between Typhoon HIL and OpenDSS is shown in Fig. 2. First, the test distribution system is modelled in OpenDSS. The PVs are placed on the distribution network in the OpenDSS model. The OpenDSS modules are executed through a Python interface. A Python program is written inside the SCADA of Typhoon HIL to interact with the OpenDSS. In a schematic editor on Typhoon HIL, a communication interface between the SCADA and the Typhoon HIL real-time simulator is modelled. This model in the schematic editor can interact with the SCADA and the Typhoon HIL Real-Time Simulator. The SCADA of Typhoon HIL consists of a python program to get the signals from OpenDSS, process the signal, and display them as real-time outputs. The SCADA also consists of different sliders for sending the real-time signal to the OpenDSS. At each change, the signal is fed to the OpenDSS, and the load flow is executed inside the OpenDSS and the outputs are fed into the Typhoon HIL.

Another important aspect of real-time monitoring and controlling of reactive power control is a centralized SCADA system to interact with the test system and the monitoring and control unit. In this study, OpenDSS and Typhoon HIL are the two major parts of the cyber-physical co-simulation testbed. The important part of this work is to create a Typhoon HIL schematic and the SCADA. Typhoon HIL schematic editor is a graphical user interface-based modelling system. The model in the schematic works as a bridge between the Typhoon HIL and the OpenDSS simulator. Variables to be controlled from the SCADA of Typhoon HIL are passed to the model in the schematic editor and the output signal from the schematic editor is fed to the OpenDSS. This process continues with the width of the simulation.

In the Typhoon HIL schematic editors, various components are available as a built-in function. However, in this paper, the schematic editor is used to communicate the control signal from the SCADA to OpenDSS and vice-versa. Hence, a simple
model for the interacting signal between SCADA and OpenDSS is formulated. **Fig. 3** shows the schematic for bridging the control signal for controllable objects. The schematic is designed inside the Typhoon HIL real-time simulator. The controller for the smart inverter is designed inside the PV_control block. Enable, PV_in and PV_out are the signal processing blocks that are used to communicate between the Typhoon HIL SCADA and the Typhoon HIL real-time simulator and vice-versa. When real hardware for the smart inverter is implemented, the signal processing block is used to communicate with the hardware. In this study, the controller for the smart inverter is designed virtually using the model-based system engineering toolchains of Typhoon HIL. For multiple controllable objects, a similar type of schematic needs to be developed to represent the controller for each smart inverter. One thing to note is the use of a CPU marker in case we want to build more controllers in the schematic editor.

![Fig. 3 Schematic of PV control](image)

Typhoon HIL SCADA is a very important component in realizing real-time co-simulation. SCADA contains different panels to initialize co-simulation, control, and monitor expected outputs. The beautiful part of designing SCADA is the python program can be utilized effectively. Three important factors to be considered while designing the Typhoon HIL SCADA for co-simulation are listed below.

1. Initializing Co-Simulation framework between Typhoon HIL and OpenDSS.
2. Development of panel to execute real-time control.
3. Development of a panel for monitoring the output in a real-time framework.

To initiate the co-simulation between Typhoon HIL and OpenDSS, First, the OpenDSS shared library to an interface is imported using Python. OpenDSSDirect.py [27] is the python interpreter to interact with Python from Typhoon HIL. Then, import most of the Python-based modules in Typhoon HIL SCADA to execute the desired work. More details on how to import python based modules to Typhoon HIL python core can be found in Typhoon HIL operating manual [28]. Second, a program to communicate with the OpenDSS on startup and during real-time simulation is required.

To run the co-simulation in real-time, real-time signals must be given from the SCADA to the OpenDSS. For this purpose, different panels with widgets are designed. And, to monitor, the output variables in SCADA in real-time, a panel needs to be designed. An appropriate widget to show the desired signal is selected from the library. In the widget, a program is written to gather an appropriate signal to be monitored.

**IV. SIMULATION AND RESULTS**

This section shows HC computation results obtained from different scenarios of topologies of operation by appropriately and intentionally controlling the interconnecting switches available in the network and the effect of reactive power support from DERs. The study was conducted in the Digital Energy Systems Laboratory (DiGEnSys-Lab) (for more information, check [https://fglongattlab.fglongatt.org](https://fglongattlab.fglongatt.org)). DiGSEnt PowerFactory is a primary modelling and simulation computational tool.

**A. Test System**

European MV distribution feeders can be used for DER integration studies [12]. Hence, the European medium voltage distribution network developed by CIGRE Task Force C6.04 in their report "Benchmark Systems for Network integration of Renewable and Distribution Energy Resources" is considered in this study. The network is assumed to be symmetrical and balanced. The test system consists of two typical European MV distribution at 20kV, 50 Hz, three-phase feeders named feeder 1 and feeder 2 as shown in **Fig. 4**. The feeder can be operated in radial or meshed topology by turning ON or OFF the switch S1, S2, and S3. However, in this analysis, all the switches are considered closed.
To study the effectiveness of real-time reactive power control with smart inverters of PVs in this case, we modify the wind source considered in the original study with a PV of the same size. The wind turbine on node 7 is replaced by PV of the same rating to study the case of a PV-dominated system and, the load size is kept as it is in the original study.

To realize the reactive power control in PV systems in OpenDSS, the fundamental concept of the PV capability curve needs to be precise. The rating of the PV systems in OpenDSS should be assigned in such a way that the reactive power from the PV can be changed to the permissible limit. As per [9] the reactive power limit can be ±44% of the rated capacity.

B. Real-Time simulation results

To perform the real-time simulation studies in the proposed co-simulation testbed, the SCADA of Typhoon HIL is equipped with different types of widgets like digital display, gauge display, phasor graph, trace graph, etc. available in the Typhoon HIL SCADA library. In the figure the result is for a particular instant, these values keep on changing as per the real-time change in the reactive power of the PV. Similarly, Fig. 5 shows a detailed demonstration of how the reactive power affects the bus voltage. The slider in the figure can regulate the reactive power of the PV connected to that bus. The gauge shows the reactive power provided by the PV. In the figure, the graphical display for monitoring the variation in reactive power from the PV is shown. It is observed that the voltage profile varies with the change in reactive power. Since the testbed considered in this analysis is symmetric and balanced in nature, the magnitudes of all the phases are almost the same. One situation to note is that the reactive power for each PV is limited by rated capacity. In this particular analysis, we have set the reactive power for PV to be in the range [-0.45*Prated, 0.45*Prated]. A similar type of analysis can be shown for other PVs and buses. However, to follow the page limits of the paper, only one analysis is shown in the figure.

Fig. 5 Voltage response on bus 3 with reactive power change of PV at bus 3

V. CONCLUSION

This scientific paper develops and analyzes preliminary results on a cyber-physical co-simulation testbed for real-time reactive power control in the smart distribution network. This analysis opens the multi-dimensional horizon for real-time testing in cyber-physical co-simulation. This study develops a new method for controlling the reactive power of smart inverters in smart distribution networks with a high level of PV power systems. As per the authors, the main conclusions are as follows.
1. A co-simulation testbed for real-time reactive power control in the smart distribution network is developed and tested to show the preliminary observation of the analysis.

2. A detailed methodology to implement a co-simulation testbed between Typhoon HIL and OpenDSS is explained and demonstrated. The voltage response on each bus of a smart distribution network due to reactive power variation of PV in real-time is shown to validate the efficacy of the proposed cyber-physical co-simulation testbed. Although, the paper contributes to creating a cyber-physical co-simulation testbed for real-time controlling of the reactive power of smart inverters. However, this study can be extended to perform online optimization of the distribution network with multiple PVs to get the optimal requirements of reactive power for smart inverters to adjust the voltage fluctuations due to changes in loads and PV generations.
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