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ABSTRACT Recently, the combination of cognitive radio networks with the nonorthogonal multiple
access (NOMA) approach has emerged as a viable option for not only improving spectrum usage but also
supporting large numbers of wireless communication connections. However, cognitive NOMA networks
are unstable and vulnerable because multiple devices operate on the same frequency band. To overcome
this drawback, many techniques have been proposed, such as optimal power allocation and interference
cancellation. In this paper, we consider an approach by which the secondary transmitter (STx) is able
to find the best licensed channel to send its confidential message to the secondary receivers (SRxs) by
using the NOMA technique. To combat eavesdroppers and achieve reasonable performance, a power
allocation policy that satisfies both the outage probability (OP) constraint of primary users and the security
constraint of secondary users is optimized. The closed-form formulas for the OP at the primary base station
and the leakage probability for the eavesdropper are obtained with imperfect channel state information.
Furthermore, the throughput of the secondary network is analyzed to evaluate the system performance.
Based on that, two algorithms (i.e., the continuous genetic algorithm (CGA) for CR NOMA (CGA-CRN)
and particle swarm optimization (PSO) for CR NOMA (PSO-CRN)), are applied to optimize the throughput
of the secondary network. These optimization algorithms guarantee not only the performance of the primary
users but also the security constraints of the secondary users. Finally, simulations are presented to validate
our research results and provide insights into how various factors affect system performance.

INDEX TERMS Cognitive radio network, NOMA, Imperfect CSI, Throughput optimization, Performance
constraints

I. INTRODUCTION

Recently, non-orthogonal multiple access (NOMA) in
3GPP has been regarded as a viable technology to increase
not only spectrum usage but also support for many connec-
tions [1]–[7]. The key idea is that multiple NOMA users

are able to access the same frequency at the same time [1].
Here, the transmitter may employ the superposition coding
technique to combine multiple signals, while the receiver
implements successive interference cancellation (SIC) to de-
code its signal [2]. The work reported in [7] showed that
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the capacity of the NOMA approach is greater than that of
orthogonal multiple access (OMA). Accordingly, NOMA has
been employed for various systems, e.g., uplink/downlink
transmission, two-way wireless networks, and cooperative
cognitive radio network (CRN) [8]–[14]. Among those sys-
tems, CRN is widely regarded as an effective solution to the
spectrum scarcity problem [14]. More specifically, in a CRN,
a secondary user (SU) can communicate on a primary user
(PU)’s licensed spectrum so long as it does not interfere with
the communication of the PU [12]. Thus, by combining the
architecture of CRN and NOMA, spectrum utilization will be
improved significantly [11].

In [10], the authors surveyed three different cognitive
radio (CR) NOMA architectures, i.e., underlay NOMA net-
works, overlay NOMA networks, and CR-inspired NOMA
networks. The implementation of CR NOMA systems has
been investigated in terms of open challenges and future
research directions. In [15], the authors investigated the per-
formance of a secondary network of a CR NOMA system
servicing numerous users, in which a device-to-device (D2D)
technique was used to enable signal transmission at close
proximity to NOMA users. Given this context, an outage
probability (OP) gap exists among the NOMA users that are
studied to determine the system performance.

Furthermore, in [12], Do et. al studied a CR NOMA
system to adapt to the requirements of 5G networks. The
system performance in terms of OP for each NOMA was
derived for Rayleigh fading channels. To capitalize on the
benefits of cooperative communication, the authors devised
a cooperative transmission method that takes advantage of
the intrinsic diversity provided by CR NOMA [16]. The nu-
merical results showed that the proposed CR NOMA system
outperformed the CR OMA system because it increased the
diversity orders of both the PU and SUs. In addition to the
above benefits, the CRN increases the risk of wiretapping be-
cause this approach allows unlicensed users to share the same
spectrum as licensed users. Thus, considering its broadcast
nature, if the unlicensed users are untrusted, sensitive system
information may be eavesdropped upon [17].

For instance, Y. Zou et al. studied the CRN under wire-
tapping by an eavesdropper (EAV). They devised the closed-
form formulas of the OP and leakage probability (LP) to
examine the system and secrecy performance [18]. For mul-
tiple EAVss, in [19], N. Mokari et al. explored the resilient
resource allocation optimization problem for establishing
secure transmission. Furthermore, in [20], the CR NOMA
system was considered for two users in the presence of an
EAV. The authors focused on how well the secrecy trans-
missions from the source node to the two users fared using
the secrecy OP over Rayleigh fading channels. These works,
however, did not take into account throughput optimization
with a security constraint. Thus, to identify the optimal power
allocation and achieve the highest possible throughput, many
optimization techniques have been proposed. Specifically,
optimization issues are resolved with the use of continuous
genetic algorithms (CGAs) and particle swarm optimization

(PSO) because PSO has a faster convergence time and the
CGA can perform efficient exploration [21]–[25].

Nevertheless, to the best of our knowledge, no existing
work on CR NOMA has studied joint constraints for an OP
and LP to ensure that an EAV cannot monitor secret infor-
mation while the primary base station (PBS) and secondary
receivers (SRxs) can decode their signals. Accordingly, the
following is a brief summary of the main points of this paper.

• We investigate a CR NOMA system in which multiple
primary transmitters (PTxs) communicate with a PBS
in the primary network while two SRxs, i.e., SRx1 and
SRx2, receive a confidential signal from a secondary
transmitter (STx) by using the NOMA principle in the
presence of an EAV.

• We derive a closed-form formula for the throughput of
the second network, i.e., from the STx to the SRxs, to
evaluate the secondary network performance.

• We construct closed-form formulas for the OP at the
PBS and the LP at the EAV to examine the primary
network and secrecy performance, respectively.

• We apply and compare two algorithms (CGA for CR
NOMA (CGA-CRN) and PSO for CR NOMA (PSO-
CRN)) to optimize the secondary throughput with the
constraint that the PBS can decode the signal from the
selected PTx and the EAV cannot decode the STx’s
secret signal.

• We investigate the effect of the transmit power at the
PTx and STx, the channel estimation error, and the
channel mean gain on the secondary network through-
put, primary OP, and LP.

II. RELATED WORK
In this section, a brief description of the use of the NOMA

technique in a CRN is presented. To enhance the system
performance, the authors of [16] presented a novel coop-
erative transmission scheme to exploit the inherent spatial
diversity by using NOMA for a CRN. They constructed
a closed-form formula for the OPs for SRxs to evaluate
the system performance. Furthermore, the device-to-device
transmission schemes for the CR NOMA system with two
transmit sources and three users were investigated in [15].
The expressions of throughput and the OP were presented
to confirm that the CR NOMA system works well with the
device-to-device transmission ability. Notably, the imperfect
channel state information (CSI) was taken into account in
the CR NOMA system by the developers of [26]. They
then derived the closed-form expression of the OP for each
NOMA destination for the Rayleigh distribution to evaluate
the system performance. However, these works did not take
the security issue due to the EAV into account.

Therefore, the effects of multiple SUs selections on the
secrecy performance of the PUs under a passive EAV were
studied in [27]. The authors proposed a strategy based on the
maximal jamming rate using NOMA and provided a closed-
form formulation of the achievable ergodic secrecy rate.
Based on the numerical findings, it was determined that the
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proposed methods can considerably enhance the PUs’s secret
communication. Furthermore, the authors of [28] studied a
secure CR NOMA system in which the transmitters delivered
data to the recipients while shielding them from the EAVs.
In particular, the considered model focused on a cognitive
interference channel with an external EAV. Accordingly,
the authors derived the achievable rate-equivocation region
to examine the system performance. The numerical results
then showed that the proposed secure NOMA-based scheme
outperformed OMA by a wide margin. However, the afore-
mentioned studies did not take into account the trade-off
between secrecy and system performance.

Therefore, the trade-off between the OP and the secrecy
OP of a CR NOMA system with multiple PUss and SUss
was investigated in [17]. By pairing the PU and SU, the
authors suggested a novel method of secure communication
through NOMA. Accordingly, when the SUss are treated as
the EAVs, closed-form equations for the OP and secrecy
OP are obtained for primary users over Nakagami-m fading
channels. The numerical results indicated that the secrecy
performance may be enhanced by either lowering the number
of SUss or combining the PUs with the best channel gains. Z.
Xiang et al. presented a secure transmission scheme in hybrid
automatic repeat request-assisted cognitive NOMA networks
in the presence of an EAV, wherein a quality of service-
sensitive user is viewed as a PU and a security-requiring
user is treated as an SU to carry out NOMA. To reduce
information leakage, the authors proposed a randomized
retransmission NOMA (RR-NOMA) scheme by generating
the retransmitted signals from independent randomized code
books. Consequently, the closed-form formulations for the
OP, secrecy OP, and throughput of the security-requiring
user are determined to assess the system and secrecy perfor-
mance [29].

However, according to the aforementioned survey, al-
though the trade-off between the system performance and
secrecy performance was surveyed in [17], [29], no previ-
ous publication has investigated the imperfect CSI and the
constraints of the OP and intercept probability (IP) for the
primary and secondary network of the CR NOMA system in
the presence of an EAV. Therefore, in this research, we focus
on these limitations to assess the system performance of the
secondary network in the CR NOMA system.

For optimization after obtaining the closed form via sys-
tem model analysis, most previous works apply the brute
force method for only one parameter, as in [30], [31]. Gener-
ally, real-world objective functions are continuous, noncon-
vex, and multivariate, with a continuous search space and
many constraints. Therefore, brute force is not suitable and
should be replaced by other heuristic search methods. Some
examples are simulated annealing (SA) [32], GA [24], PSO
[25], the Bat Algorithm (BA) [33], and their variations for
different types of problems. These methods initially perform
random trials and then repeatedly utilize the results of the
trials to generate better results. SA only allows one trial,
or so-called candidate, at a time, while the other methods
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FIGURE 1: A system model of the CRN.

maintain a set of candidates as a population. Through the
iterations, or generations, all candidates must exchange the
explored information and collaborate with each other to
produce a better set of candidates.

In our work, our derived closed form for throughput is
not simply a convex function with only one optimum but is
as complex as real-world problems. Moreover, it has many
constraints and many local optima. Therefore, we will apply
two heuristic methods, i.e., CGA, a GA variant for a continu-
ous search domain, and PSO, to find the optimal PP , PS and
µ1. Both of these methods are appropriate for continuous-
variable functions. Moreover, PSO provides fast convergence
when the focus is on uphill climbing, while CGA performs a
careful local search while allowing a certain probability of
going downhill and random walking. After that, we present
their convergence ability as well as the comparison before
determining which one is better for our problem.

III. SYSTEM MODEL AND COMMUNICATION PROTOCOL
This section describes the framework of the system, in-

cluding the channel assumptions and communication proto-
col.

A. SYSTEM MODEL
We consider a spectrum underlay CRN, as shown in

Figure 1, in which multiple PTxs send information to a
PBS by using the OMA principle, i.e., they do not cause
mutual interference with each other [34]. A STx transmits
its confidential signal to two SRxs, i.e., SRx1 and SRx2, by
using the NOMA principle. There is also an EAV wishing to
overhear the confidential signal from the STx. Note that the
PBS and EAV are equipped with multiple antennas, while the
remaining nodes (i.e., STx, PTxs, and SRxs) are assumed to
have a single antenna [35], [36]. The main notation used to
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describe the system model is listed in Table 1.
Here, all channel gains are independent and identically

distributed (i.i.d.) and remain constant for the duration of
one message, and they may be changed for the next one.
It is noted that imperfect CSI of the channel gains χ ∈
{g1, g2, βk, hnm, αnk, fn1, fn2, ℓm} is considered [3], [4],
i.e.,

χ = χ̂+ eχ, (1)

where χ̂ ∈
{
ĝ1, ĝ2, β̂k, ĥnm, α̂nk, f̂n1, f̂n2, ℓ̂m

}
is the chan-

nel gain estimated by using the minimum mean squared error
(MMSE) approach for χ; eχ is the channel estimation error,
and eχ ∼ CN (0,Ωe).

In this work, it is assumed that there is no direct line of
sight between the transmitter and receiver. Radio waves prop-
agate through multiple paths and are subject to random phase
shifts and amplitude attenuations caused by various factors,
such as reflection, diffraction, and scattering. As a result,
we assumed that the fading channel follows the Rayleigh
model [36]. In this case, the channel gains are distributed
as an exponential distribution function, and their probability
density function (PDF) and cumulative distribution function
(CDF) are written, respectively, as follows [35]:

fχ̂ (x) =
1

Ωχ̂
exp

(
− x

Ωχ̂

)
, (2)

Fχ̂ (x) = 1− exp

(
− x

Ωχ̂

)
, (3)

where the channel mean gain is Ωχ̂ = E [χ̂].

TABLE 1: Notation

Notation Definition
M The number of antennas of the PBS
N The number of PTx
K The number of antennas of the EAV

gφ
The channel gain from the STx to the φ-th SRx, where
φ ∈ {1, 2}

βk
The channel gain from the STx to the k-th antenna of
the EAV, where 1 ≤ k ≤ K

hnm

The channel gain from the n-th PTx to the m-th
antenna branch of the PBS, where 1 ≤ n ≤ N and
1 ≤ m ≤ M

ℓm
The channel gain from the STx to the m-th antenna
of the PBS

αnk
The channel gain from the n-th PTx to the k-th
antenna of the EAV

fnφ The channel gain from the n-th PTx to the φ-th SRx

B. COMMUNICATION PROTOCOL
The idea behind a spectrum underlay CRN is that the

signals received from a PTxn at a PBS are distinct for each
channel. Our suggested method is a centralized solution in
which the ST hosts a centralized controller known as the
CR network manager. Information is obtained by the PTx
from the PBS and by the STx from the SRxs. The PTx and
STx send their CSIs to the central controller, and this central
controller uses finite-rate feedback connections [37]–[39] to
send back some quantized CSIs to the PTx and STx. Thus,
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FIGURE 2: An example of the transmit power level of the
STx at different channels of the multi-PTx.

once the STx knows the CSI of the PTx→PBS links, it can
utilize the licensed spectrum of the PU and apply the NOMA
principle to deliver the confidential signals to SRx1 and SRx2

without causing harmful interference for the PUs [40]–[42].
Intuitively, the PBS can tolerate different interference levels
depending on the channel conditions between the n-th PTx
and PBS. Thus, the STx can utilize the CSI to obtain different
power allocation levels to reach the best performance. For ex-
ample, in Figure 2, the transmit powers of the STx at channels
1, 2, 3, and 4 corresponding to the first, second, third, and 4-
th PTx are P

(1)
S , P (2)

S , P (3)
S , and P

(4)
S , respectively.

We consider the case in which the transmission protocol
is used in each time block [40]. As the STx utilizes the n-th
channel of PTxn while PTxn communicates with the PBS, it
generates limited interference for the PBS. Accordingly, the
signal received at the m-th antenna of the PBS on the n-th
channel can be expressed as

ynm =
√

PPhnmxP +

√
P

(n)
S ℓmxS + nP , (4)

where xP and xS are the signals of the n-th PTx and
STx, respectively; PP is the transmit power of the n-th
PTx (∀n); nP ∼ CN (0, N0); and N0 is the additive white
Gaussian noise (AWGN). Accordingly, the received signal-
to-interference-plus-noise ratio (SINR) at the m-th antenna
of the PBS can be formulated as

γnm =
PP ĥnm

P
(n)
S ℓ̂m + PPΩe + P

(n)
S Ωe +N0

. (5)

Here, we assume that the PBSs employ the selection
combining (SC) approach while decoding the signal sent by
the n-th PTx [43]; thus, the SINR at the PBS can be expressed
as

γn = max
m∈{1,··· ,M}

{γnm} . (6)
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Additionally, the STx transmits the superimposed signal
xS to SRx1 and SRx2 with the interference generated by the
n-th PTx

yφ =

√
P

(n)
S gφxS +

√
PP fnφxP + nφ, (7)

where xS =
√
µ1x1 +

√
µ2x2, µ1 + µ2 = 1, and µ1 < µ2

[44]–[46]. Therefore, the signal received at the φ-th SRx can
be rewritten as

yφ =

√
P

(n)
S (

√
µ1x1 +

√
µ2x2) gφ +

√
PP fnφxP + nφ,

(8)

where nφ ∼ CN (0, N0). It is noted that SRx2 decodes
signal x2 by treating signal x1 as noise. SRx1 removes x2 to
obtain x1 by adopting the SIC method [47]. Accordingly, the
received SINRss at SRx1 and SRx2 used to decode signals x1

and x2 are expressed, respectively, as

γ
(1)
S =

µ1P
(n)
S ĝ1

PP f̂n1 + P
(n)
S Ωe + PPΩe +N0

, (9)

γ
(2)
S =

µ2P
(n)
S ĝ2

µ1P
(n)
S ĝ2 + PP f̂n2 + P

(n)
S Ωe + PPΩe +N0

.

(10)

Furthermore, because of the broadcast nature of this
method, the EAV also receives the signal from the STx and
the n-th PTx as follows:

yk =

√
P

(n)
S (

√
µ1x1 +

√
µ2x2)βkxS

+
√

PPαnkxP + nk, (11)

where nk ∼ CN (0, N0). Similar to (9) and (10), the received
SINRss at the k-th antenna of the EAV used to decode signals
x1 and x2 are expressed, respectively, as

γ
(1)
Ekn

=
µ1P

(n)
S β̂k

PP α̂nk + P
(n)
S Ωe + PPΩe +N0

, (12)

γ
(2)
Ekn

=
µ2P

(n)
S β̂k

µ1P
(n)
S β̂k + PP α̂nk + P

(n)
S Ωe + PPΩe +N0

.

(13)

To improve the monitoring ability, the EAV uses antenna
selection schemes as follows:

• Scheme s1: The selected antenna of the EAV is chosen
so that the received SINR for detecting x1 is maximal,
i.e.,

γ
(s1)
En = max

1≤k≤K

{
γ
(1)
Ekn

}
. (14)

• Scheme s2: The selected antenna of the EAV is chosen
such that the received SINR for detecting x2 is maximal,
i.e.,

γ
(s2)
En = max

1≤k≤K

{
γ
(2)
Ekn

}
. (15)

IV. PERFORMANCE ANALYSIS AND PROBLEM
FORMULATION

In this section, the system performance of the secondary
network is maximized while satisfying two constraints: 1) the
system performance in terms of the OP of the n-th PTx to the
PBS is not degraded; and 2) secure communication in terms
of the LP of the STx to SRx1 and SRx2 is guaranteed.

A. PERFORMANCE ANALYSIS
We first derive the OP of the SU and then use it to calculate

the throughput for analyzing the system performance. In
particular, the OP of the second network is defined as either
the channel capacity of the STx to the SRx1 transmission link
for decoding x1 or that of the STx to the SRx2 transmission
link for decoding x2 being lower than an outage target rate,
RS , i.e., [48]

OS = Pr
{
C

(1)
S < RS or C

(2)
S < RS

}
, (16)

where C
(φ)
S is defined as

C
(φ)
S = W log2

(
1 + γ(φ)

)
. (17)

Lemma 1. The OP for the second network of both SRx1 and
SRx2 is obtained as follows:

OS = 1−
(
1−O(1)

S

)(
1−O(2)

S

)
, (18)

where O(1)
S and O(2)

S are defined as

O(1)
S =1−

µ1ρ
(n)
S Ωĝ1

Ωf̂n1
θSρP + µ1ρ

(n)
S Ωĝ1

× exp

−
θS

[(
ρ
(n)
S + ρP

)
Ωe + 1

]
µ1ρ

(n)
S Ωĝ1

 , (19)

O(2)
S =1−

(µ2 − µ1θS) ρ
(n)
S Ωĝ2

θSρPΩf̂n2
+ (µ2 − µ1θS) ρ

(n)
S Ωĝ2

× exp

−
θS

[(
ρ
(n)
S + ρP

)
Ωe + 1

]
(µ2 − µ1θS) ρ

(n)
S Ωĝ2

 . (20)

Proof: See Appendix A.
Accordingly, the expression for the throughput of the

second network in the studied CR NOMA system is [49]

TS = (1−OS)RS . (21)

Furthermore, given the analytical expressions, we have de-
rived asymptotic expression for the considered system as the
SNR go to infinity (i.e., OS,asymp = lim

ρ
(n)
S →∞

OS) as follows:

OS,asymp =
(
1−O(1)

S,asymp

)(
1−O(2)

S,asymp

)
, (22)

where O(1)
S,asymp and O(2)

S,asymp are defined as

O(1)
S,asymp = 1− exp

{
− θSΩe

µ1Ωĝ1

}
, (23)
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O(2)
S,asymp = 1− exp

{
− θSΩe

(µ2 − µ1θS) Ωĝ2

}
. (24)

Next, to guarantee the first constraint, we consider the case
in which STx should allocate its power to keep the OP of the
PBS below a predefined threshold, εB , i.e.,

OB = Pr {Cn < RB} ≤ εB , (25)

where RB is the target rate at the PBS, Pr{·} is the prob-
ability function, and Cn is the channel capacity of the
PTxn→PBS link with the system bandwidth (W ) as follows:

Cn = W log2 (1 + γn) . (26)

To guarantee the second constraint, the LP at the EAV that
can decode the confidential signal from the STx should be
less than a leakage threshold, εE ; i.e.,

O(φ)
E = Pr

{
C

(φ)
En ≥ RE

}
≤ εE , (27)

where RE is the outage target rate at the EAV and C
(φ)
En is

the channel capacity of the STx-EAV link for the signal xφ

as follows:

C
(φ)
En = W log2

(
1 + γ

(φ)
En

)
. (28)

To obtain the power allocation policies, we prove the
following lemmas.

Lemma 2. The first constraint, i.e., (25), is that the OP at the
PBS of the information from the n-th PTx under interference
from the STx is below εB , as follows:

OB =

M∏
m=1

{
1−

ρPΩĥnm

θBρ
(n)
S Ωℓ̂m

+ ρPΩĥnm

× exp

−
θB

[(
ρP + ρ

(n)
S

)
Ωe + 1

]
ρPΩĥnm


 ≤ εB .

(29)

Proof: See Appendix B.

Lemma 3. The second constraint, i.e., (27), is that the LP
for x1 and x2 at the EAV of the information from the STx is
below εE for the two schemes, i.e., (s1) and (s2), as follows:

O(s1,1)
E =1−

K∏
k=1

{
1−

µ1ρ
(n)
S Ωβ̂k

θEρPΩα̂nk
+ µ1ρ

(n)
S Ωβ̂k

× exp

−
θE

[(
ρ
(n)
S + ρP

)
Ωe + 1

]
µ1ρ

(n)
S Ωβ̂k


 ≤ εE ,

(30)

O(s1,2)
E =

ρ
(n)
S (µ2 − µ1θE) Ωβ̂k

θEρPΩα̂nk
+ ρ

(n)
S (µ2 − µ1θE) Ωβ̂k

× exp

−
θE

[(
ρ
(n)
S + ρP

)
Ωe + 1

]
ρ
(n)
S (µ2 − µ1θE) Ωβ̂k

 ≤ εE ,

(31)

O(s2,1)
E =

µ1ρ
(n)
S Ωβ̂k

θEρPΩα̂nk
+ µ1ρ

(n)
S Ωβ̂k

× exp

−
θE

[(
ρ
(n)
S + ρP

)
Ωe + 1

]
µ1ρ

(n)
S Ωβ̂k

 ≤ εE ,

(32)

O(s2,2)
E =1−

K∏
k=1

{
1−

ρ
(n)
S (µ2 − µ1θE) Ωβ̂k

θEρPΩα̂nk
+ ρ

(n)
S (µ2 − µ1θE) Ωβ̂k

× exp

−
θE

[(
ρ
(n)
S + ρP

)
Ωe + 1

]
ρ
(n)
S (µ2 − µ1θE) Ωβ̂k


 ≤ εE .

(33)

Proof: See Appendix C.

B. PROBLEM FORMULATION
In this work, we maximize the throughput of the secondary

network, i.e., TS , with two constraints: 1) the PBS can decode
the signal from the n-th PTx, and 2) the EAV cannot wiretap
the confidential signal from the STx. In particular, based on
Lemmas 1, 2, and 3, the OP at the PR must be no larger than
a predefined threshold, denoted by εB , and the LPs of the
EAV for decoding the confidential signals must be less than a
certain leakage threshold, denoted by εE . We aim to optimize
the transmit power of the n-th PTx, the transmit power of the
STx, and the NOMA power allocation factors. It is noted that
this is a non-linear optimization problem because TS has the
component of O(1)

S and O(2)
S . Thus, the optimization problem

can be presented as

max
µ1,PP ,P

(n)
S

{TS} , (34)

s.t. P (n)
S ≤ Ppeak,

OB ≤ ϵB ,

O(s1,1)
E ≤ εE ,

O(s1,2)
E ≤ εE ,

O(s2,1)
E ≤ εE ,

O(s2,2)
E ≤ εE .

where Ppeak is the maximum transmit power of the STx.

V. CGA AND PSO ALGORITHMS FOR THE CR NOMA
SYSTEM

The closed-form equations are necessary not only for
designers who want to investigate how a system works with
different configuring parameters but also for those who desire
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to find the optimal working parameter set. These equations
play the role of constructing an objective function for tuning
the system parameters. In addition, the found closed forms
tell us that the objective function is continuous and derivable,
which is suitable for heuristic optimization methods.

In this work, we apply two heuristic methods for opti-
mizing throughput to show that it is not just possible but
also convenient to use heuristic methods for this throughput
optimization problem. Generally, these two methods deploy a
search with multiple solution candidates. Each candidate uti-
lizes the information experienced by all candidates to evolve
into its best form. The first method is the CGA-CRN, which
is a variation of the GA designed for continuous search.
Unlike traditional GA with bit strings for chromosomes,
CGA-CRN considers a real vector for a set of optimizing
variables. CGA-CRN also applies GA steps such as selection,
crossover, and mutation. The selection step guarantees search
convergence, while crossover and mutation play the roles of
local search. The second method is PSO-CRN, inspired by
a flock of animals finding prey. The members of the flock
refer to a member with a high possibility of being near the
prey and then adjust their speeds and positions to approach
that member to increase the possibility of finding prey. In
our work, we try to simultaneously find µ1, PP , and PS to
maximize the throughput under the set of constraints stated
in (34). Therefore, we formulate the k-th candidate in the g-
th generation as

λ
(g)
k =

[
µ1, PP , P

(n
S

]
, (35)

for both methods, where µ2 = 1 − µ1, g ∈ {1, . . . , G},
and k ∈ {1, . . . , Pop}, with G being the maximum number
of generations of the methods and Pop being the population
size or the number of candidates in each generation; note that
with a given set of PP and P

(n)
S , our model can determine

which channel n is based on a predefined table (as illustrated
in Figure 2). The fitness function is not the exact objective
function throughput in (34) but the throughput with penalties
to guarantee that the constraints are satisfied. Specifically, we
propose a new fitness function as follows:

Fitness(µ1, PP , PS) = TS − w1max (PS − Ppeak, 0)

− w2max (OB − ϵB , 0)− w3max
(
O(s1,1)

E − εE , 0
)

− w4max
(
O(s1,2)

E − εE , 0
)
− w5max

(
O(s2,1)

E − εE , 0
)

− w6max
(
O(s2,2)

E − εE , 0
)
, (36)

where wi are the positive weights so that the penalties are
valid. If a constraint is violated, then the fitness value suffers
the corresponding penalty with a lower value. Note that this
fitness function is defined for both applied methods for the
convenience of comparison.

The details of CGA-CRN and PSO-CRN are presented in
Algorithm 1 and Algorithm 2, respectively. Both algorithms
take the population size Pop and the limit number of gen-
erations G as input. For initialization, CGA-CRN needs the

Algorithm 1 CGA for CR NOMA (CGA-CRN)

1: Initialize
2: Pop, rc, rm, and G
3: Generate the initial population λ

(0)
k , k = 1, . . . , Pop

4: for (g = 1 to G) do
5: for (k = 1 to Pop) do
6: Evaluate candidate k: f

(t)
k = Fitness

as in (36)
7: end for
8: Update the best candidates
9: Selection: reproduce the candidates

10: Crossover: pair the candidates with the rate rc
11: Mutation: mutate the candidates with the rate rm
12: end for
13: Return the best candidates

Algorithm 2 PSO for CR NOMA (PSO-CRN)

1: Initialize
2: Pop, G, rlocal, rglobal, rλ, λ(0)

local, λglobal

3: Generate the initial population of positions λ(0)
k ,

4: Generate the initial velocities v(0)k = 0 for all candidates
5: for (g = 1 to G) do
6: for (k = 1 to Pop) do
7: Evaluate candidate k: f

(t)
k = Fitness as in (36)

8: Update λ
(t)
local and λglobal

9: v
(t)
k = v

(t)
k + rlocal(λ

(t)
local − λ

(t)
k )

+rglobal(λglobal − λ
(t)
k )

10: λ
(t)
k = λ

(t)
k + rλv

(t)
k

11: end for
12: end for
13: Return λglobal

crossover rate rc and mutation rate rm as input, while PSO-
CRN needs rlocal, rglobal and rλ as the learning rates. CGA-
CRN makes the candidates evolve via Selection (Line 9 of
Algorithm 1), Crossover (Line 10) and Mutation (Line 11).
Crossover and Mutation adopt the continuous calculation
in [50]. PSO-CRN does this by updating the candidates’
velocities (Line 9 of Algorithm 2) and then the candidates’
positions (Line 10).

VI. NUMERICAL RESULTS
This section examines the LP of the EAV, the OP, and the

throughput of the CR NOMA system under consideration.
Specifically, we analyze how the impacts of the transmit
signal-to-noise ratio (SNR) of PTx3, STx, the number of
antennas of the PBS, the EAV, the channel estimation errors,
the channel mean gain of PTx3-SRx and the STx-SRx links
affect the OP at the PBS, the LP at the EAV, and the
throughput of the secondary network. We then compare the
average generation numbers, runtimes, and average solution
objective values of the CGA-CRN and PSO-CRN algorithms.

Note that we perform our analysis and simulation using
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FIGURE 3: The OP at the PBS vs. the transmit power at the
3rd PTx.

the following values for all system parameters: the system
bandwidth is W = 1 MHz; the power allocation at the STx
uses µ1 = 0.4 and µ2 = 0.6; the outage target rates at the
PBS, EAV, and SRxs are RB = 5×105 b/s, RE = 0.2×105

b/s, and RS = [102, 5×103] b/s, respectively; the predefined
threshold at the PBS is εB = 10−2; the leakage threshold is
εE = 10−1; the numbers of PBS antennas and EAV antennas
are M,K ∈ {3, 5, 7}; the number of PTxs is N = 100;
the channel estimation error is Ωe ∈ {1, 3, 5}; the maximum
transmit SNR at STx is ρpeak = 20 (dB); and the transmit
SNRss at the 3rd PTx and STx are ρP , ρS ∈ [0, 20] (dB).
Note that we choose n = 3 for the simulation, corresponding
to PP = 12 (dB) and P

(n)
S = 11 [4], [46], [51].

From Figures 3 to 9, the analysis curves (shown by solid
and dashed lines) correspond with the simulation curves
(indicated by the diamond, circle, and triangle markers),
which demonstrates that our analysis is accurate.

In particular, Figure 3 illustrates the impact of the transmit
SNR of the 3rd PTx ρP and the number of antennas of the
PBS M on the OP at the PBS OB . The OP at the PBS
decreases continuously with increasing ρP . This is because
a high transmit power results in a high SINR value being
received at the PBS. This means that the ability to decode
the signal at the PBS is improved, i.e., OB decreases. Fur-
thermore, the OP at the PBS decreases when the number of
antennas of this PBS increases. This is because the density
gain increases with higher M .

Figure 4 presents the curve trend of the LP at the EAV
O(φ)

E with the transmit SNR of the 3rd PTx and the number
of antennas of the EAV K for scheme s1. Notably, the LP
approaches 1 as ρP decreases, and it decreases rapidly when
the transmit SNR continues to increase. This means that the
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FIGURE 4: The LP at the EAV vs. the transmit power at the
3rd PTx for scheme s1.
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FIGURE 5: The LP at the EAV vs. the transmit power at the
3rd PTx for scheme s2.

EAV can more easily capture the confidential signals from the
STx when OB is small. This indicates that the selected 3rd
PTx may yield noise for this EAV because the same channel
is used. Moreover, if the number of EAV antennas increases,
the LP of the first SRx’s signal is higher, while the LP of the
second SRx’s signal will no longer change. This is because
the EAV selects its optimal antenna according to the SINR of
SRx1’s signal.

Similar to Figure 4, Figure 5 plots the LP at the EAV as a
function of ρP and K for scheme s2. The trend is the same

8 VOLUME 4, 2016



V. N. Vo et al.: Secondary Network Throughput Optimization of NOMA Cognitive Radio Networks

0 2 4 6 8 10 12 14 16 18 20
100

101

102

103

104

105

Th
ro
ug

hp
ut

Transmit SNR of PTx, rP  (dB)

 Analysis 
 Simulation (We = 1)
 Simulation (We = 3)
 Simulation (We = 5)

FIGURE 6: The throughput of the second network vs. the
outage target rate RS .
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FIGURE 7: The throughput of the second network vs. the
outage target rate RS .

as in Figure 4; i.e., the LP is smaller if ρP is larger. However,
in contrast to scheme s1, the LP of x2 is improved while
that of x2 is the same when K is increased. This is because
scheme s2 is based on the selection of the received SINR for
x2. In addition, in Figures 4 and 5, we can observe that the
monitoring ability of the EAV for both signals x1 and x2 in
scheme s1 is better than that in scheme s2.

Figure 6 depicts the throughput of the second network
TS versus the difference transmit power at the 3rd PTx
ρP and the channel estimation error Ωe. We can see that
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FIGURE 8: The throughput of the second network vs. the
channel mean gain of the STx-SRx1 link.

with the continuous increase in ρP , the throughput of the
second network decreases continuously. This is because the
CR-based secondary network’s SRs experience interference
from the primary network’s PTx. Thus, a high ρP leads to a
low TS . Furthermore, the throughput of the second network
decreases gradually with increasing channel estimation error.
This result can be explained by the fact that Ωe acts as
noise. Thus, a higher Ωe leads to a lower SINRs at the SRxs,
i.e., lower throughput of the second network. In contrast, as
shown in Figure 7, the secondary network’s throughput will
rise whenever the transmit power at STx increases. Further-
more, we can see that the asymptotic outcome for the sec-
ondary network comes close to matching the corresponding
simulation result in the high-SNR region. This validates our
asymptotic results derived in (22), in which the asymptotic
expression depends on the power allocation, outage target
rate, channel estimation error, and channel mean gain of
communication channels.

Figures 8 and 9 describe TS with the channel mean gain
of the STx-STx1 link Ωĝ1 and the PTx3-STx1 link Ωf̂n1

.
We can see that the throughput of the second network is
improved when either Ωĝ1 increases or Ωf̂n1

decreases. This
occurs because the STx is the transmit source for the SRxs.
Therefore, when Ωĝ1 increases, the STx will move toward
STx1, leading to higher channel capacity. A larger Ωf̂n1

leads
to a smaller TS because the STxs is noise. This trend also
holds for the channel mean gain of the STx-STx2 link Ωĝ2

and the 3rd PTx-STx2 link Ωf̂n2
.

Next, we initialize several parameters to apply the opti-
mization methods described in Algorithms 1 and 2 of Section
V. In particular, the population size and the limit number of
generations are the same for both CGA-CRN and PSO-CRN:
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FIGURE 9: The throughput of the second network vs. the
channel mean gain of the 3rd PTx-SRx1 link.

Pop = 50 and G = 40. For the CGA-CRN algorithm, the
crossover rate is rc = 80% and the mutation rate is rm = 4%,
which means 80% of the candidates take part in the crossover
step in each generation and 4% of the candidates are mutated.
On the other hand, for PSO-CRN, the learning rates are
rlocal = rglobal = 0.3 and rλ = 0.2, implying that each
candidate in PSO-CRN is attracted by λ

(t)
local and λglobal

with the same weight to refine the velocity. The algorithms
are deployed on a computer with an i7-4770 CPU, a 3.40
GHz processor and 16 GB RAM in the Octave programming
platform. The results are depicted in Figure 10 and Table 2.

TABLE 2: Convergence comparison details

Average generation Average
number to reach 95% Runtime solution’s

final Fitness (seconds) objective value
CGA-CRN 12.7 0.0625 2305.2
PSO-CRN 29.5 0.0231 2236.6

Specifically, Figure 10 demonstrates the convergence ten-
dency of the average population fitness over the generations.
Each curve illustrates the average of 100 convergence curves
after 100 runs of optimization. The figure shows that the
fitness of the whole population becomes increasingly high
over the generations and then converges to high values in the
last generations. This means the optimization works well for
the problem and the best candidates found are the optimal
results. It also shows that the average fitness takes negative
values in the first several generations. This is because of
the effect of the penalties when one or many constraints are
violated. Note that for CGA-CRN, Selection is based on the
round-robin wheel method [50], and the normalized versions
of the fitness values must be used, which are nonnegative.
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FIGURE 10: Convergence illustration for the CGA-CRN and
PSO-CRN optimization methods via the average population
fitness in each generation.

Over evolution across many generations, the majority of
candidates in the population can avoid the severe penalties
caused by constraint violations. As a result, the average
fitness of the population takes high positive values in the
last generations. For more details of the convergence analysis
and comparison, we added Table 2 to show how quickly
convergence is achieved by CGA-CRN and PSO-CRN via
the number of generations they need to converge and the
runtime. These two parameters are not closely related since
the average generation number needed to reach 95% the
maximum Fitness is the generation count regardless of
how long a generation is, while the runtime values are the
actual amounts of time recorded by the programs after G
generations. The results in Table 2 show that CGA-CRN
takes only 12.7 generations to converge, less than PSO-CRN
with 29.5 generations. However, the actual runtime of PSO-
CRN is better, as PSO-CRN takes approximately one-third
the actual runtime of CGA-CRN. This is because CGA-CRN
goes through the Selection step with the round-robin wheel
algorithm, while PSO-CRN updates the candidates directly
with simpler calculations. However, as a trade-off, CGA-
CRN yields better final solutions, as shown in both Figure
10 and the last column of Table 2. Here, the best CGA-
CRN candidates give an average throughput of 2305.2, and
the best PSO-CRN candidates obtain 2236.6 with n = 35.
Note that none of the candidates of either method violate
any constraints in (34). This is obvious because PSO-CRN
is more greedy and only allows candidates to move uphill
toward the local best λ(t)

local and global best λglobal (see Lines
9 and 10 in Algorithm 2). Additionally, CGA-CRN is more
careful and allows candidates to perform local search more
efficiently with Crossover and Mutation between normal
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candidates. For this optimization problem, CGA-CRN is a
good choice to achieve higher objective throughput results.

VII. CONCLUSIONS

The secondary network performance in terms of the
throughput of the CR NOMA systems in the presence of
an EAV under imperfect CSI was investigated in this paper.
Specifically, in the primary network, a PTx uses a unique
channel to transmit the signal to the PBS. In the secondary
network, a STx employs the NOMA technique for send-
ing the confidential signal to the SRxs under an EAV by
accessing the licensed spectrum of the primary network.
Accordingly, the closed-form equation of throughput for the
joint SRx1 and SRx2 is derived to investigate the secondary
network performance. In addition, under the imperfect CSI
of the channel gains, closed-form formulas are obtained for
the OP at the PBS and the LP at the EAV. Then, the two
algorithms (i.e., CGA-CRN and PSO-CRN) for throughput
optimization are applied to guarantee the system perfor-
mance of the primary network as well as the security perfor-
mance of the secondary network. Next, the numerical results
demonstrate that the CGA-CRN and PSO-CRN algorithms
not only determine the optimal throughput but also maintain
the primary network performance and prevent the secondary
network’s sensitive data from leaking. Finally, our CGA-
CRN is suitable for solving our multiple-constraint opti-
mization problem. However, there are some approaches that
promise to improve the system performance for NOMA-CR,
such as reconfigurable intelligent surfaces (RISs) [52], mul-
tihop unmanned aerial vehicle (UAV) relays [53], and blind
transmission mode [54], [55]. Therefore, in future work,
we will investigate deep learning to determine throughput
optimization under QoS requirements for CR NOMA with
a reconfigurable intelligent surface (RIS)-assisted UAV.

.

APPENDIX A PROOF OF LEMMA 1

Based on the probability characteristic, (18) can be rewrit-
ten as

OS = 1−

1− Pr
{
C

(1)
S < RS

}
︸ ︷︷ ︸

O(1)
S



×

1− Pr
{
C

(2)
S < RS

}
︸ ︷︷ ︸

O(2)
S

 . (37)

Next, substituting (9) and (10) into (37), the probabilities

O(1)
S and O(2)

S can be written as

O(1)
S = Pr

 µ1ρ
(n)
S ĝ1

ρP f̂n1 +
(
ρ
(n)
S + ρP

)
Ωe + 1

< θS

 , (38)

O(2)
S = Pr

 µ2ρ
(n)
S ĝ2

µ1ρ
(n)
S ĝ2 + ρP f̂n2 +

(
ρ
(n)
S + ρP

)
Ωe + 1

< θS} , (39)

where θS = 2RS/W − 1. Then, using a similar approach to
Lemma 2, O(1)

S and O(2)
S can be obtained by (19) and (20).

The proof is complete.

APPENDIX B PROOF OF LEMMA 2
Substituting (5) and (6) into (25), we have

OB = Pr

 max
1≤m≤M

 ρP ĥnm

ρ
(n)
S ℓ̂m +

(
ρP + ρ

(n)
S

)
Ωe + 1


< θB} ≤ εB ,

(40)

where ρP = PP

N0
, ρ(n)S =

P
(n)
S

N0
, and θB = 2RB/W − 1.

Furthermore, the OP of the communication from the PTx
to the PBS can be rewritten by using order statistics as
follows:

OB = 1−
M∏

m=1

Pr

{
ρP ĥnm

ρ
(n)
S ℓ̂m + 1

≥ θB

}
︸ ︷︷ ︸

PB

≤ εB . (41)

Based on the probability characteristic and applying the
PDF in (2) and the CDF in (3) for the channel gains ĥnm

and ℓ̂m, the following probability PB can be extended after
several manipulations:

PB =Pr

ĥnm ≥
θB

(
ρ
(n)
S ℓ̂m + 1

)
ρP


=1− 1

Ωℓ̂m

exp

−
θB

[(
ρP + ρ

(n)
S

)
Ωe + 1

]
ρPΩĥnm


×

∞∫
0

{
exp

{
−

(
θBρ

(n)
S

ρPΩĥnm

+
1

Ωℓ̂m

)
u

}}
du. (42)

Finally, the integral in (42) can be calculated as (29) by
applying [56, (3.310)]. The proof is complete.
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APPENDIX C PROOF OF LEMMA 3
For scheme s1, substituting (12), (13), and (14) into (27),

the leakage probabilities for decoding x1 and x2 are formu-
lated as

O(s1,1)
E = 1−
K∏

k=1

Pr

 µ1ρ
(n)
S β̂k

ρP α̂nk +
(
ρ
(n)
S + ρPΩe

)
+ 1

< θE

, (43)

O(s1,2)
E = 1−

Pr

 µ2ρ
(n)
S β̂k

µ1ρ
(n)
S β̂k + ρP α̂nk +

(
ρ
(n)
S + ρP

)
Ωe + 1

< θE

 ,

(44)

where θE = 2RE/W − 1. Next, we can obtain O(s1,1)
E and

O(s1,1)
E as (30) and (31) by the same approach as in Lemma 2.

Furthermore, similar to scheme s1, the probabilities O(s2,1)
E

and O(s2,2)
E are obtained as (32) and (33). The proof is

complete.
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