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Abstract

Marine environment monitoring has become increasingly significant due to
the excessive exploitation of oceans, which detrimentally impacts ecosystems.
Deep learning provides an effective monitoring approach by automating the
analysis of vast amounts of observed image data, enabling stakeholders to
make informed decisions regarding fishing quotas or conservation efforts.

The success of deep learning is often attributed to its capacity to extract
relevant features from data, without the need for handcrafted rules or heur-
istics. However, this capability is not without limitations, as the intricate
feature extraction process of deep learning-based systems poses fundamental
challenges.

A lack of annotated data presents an inherent challenge for deep learning.
The widespread success of deep learning has primarily relied on the ample
availability of annotated data, while deep learning models encounter difficulties
when learning from limited annotations. However, obtaining annotated data
is expensive, particularly in the context of marine environment monitoring, as
it is often a manual process demanding the expertise of domain specialists.

Another challenge of deep learning is a lack of explainability. The black-box
nature of deep learning models can make it difficult to understand how they
arrive at their decisions. This hinders their adoption in critical decision-making
processes, as stakeholders may be hesitant to trust models whose decision-
making rationale is not transparent or interpretable.

To address the challenges and further advance deep learning methodologies,
this thesis proposes three novel deep learning methods, highlighting marine en-
vironment monitoring as an application domain. The dependence on annotated
data is addressed through two novel semi-supervised methods demonstrated in
different image tasks. The central operational logic in both methods entails al-
ternating between supervised learning and unsupervised deep clustering within
a single network, merging data structure uncovered through unsupervised clus-
tering with a small amount of ground-truth class information. Both methods
employ multi-frequency echosounder data to demonstrate their effectiveness in
marine environment monitoring, outperforming conventional approaches.

Moreover, a new explainable deep learning method is proposed to address
the lack of explainability. This method generates explanations for its decisions
while adhering to user-centered explanation principles, such as minimality,
sufficiency, and interactivity. The information-bottleneck framework provides
a theoretical ground to pursue minimality and sufficiency, while interactivity
is accomplished by integrating additional domain knowledge into the train-
ing process, enabling the generated explanations to evolve accordingly. The
method is validated using a variety of marine image datasets, encompassing
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multi-frequency echosounder data and seal pup images on sea ice.
While the monitoring of marine environments is a significant focus, the

primary aim of the thesis is to contribute to the advancements of deep learning
methodologies. As such, the proposed methods are designed to be generic and
possess the potential for broader applicability across various domains. We
believe that the methods presented in this thesis hold the promise of fostering
a more effective, user-centered, and transparent approach to deep learning, as
well as facilitating our efforts to preserve the marine environment and promote
sustainable ocean stewardship.
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Abbreviations

CNN Convolutional neural networks
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SENN Self-explainable neural networks
FCN Fully convolutional networks
VGG Visual geometry group
PASCAL Pattern analysis, statistical modelling, and computa-

tional learning
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1 | Introduction

Marine environment monitoring involves observing the physical, chemical, and
biological characteristics of the marine environment and deriving knowledge
from these observations [7]. The importance of this monitoring has grown
significantly due to excessive exploitation of oceans and their resources, leading
to adverse effects on ocean ecosystems [8, 9]. Consequently, there is a growing
awareness of the need to protect and conserve the marine environment for
future generations, with increasing efforts to adopt sustainable practices [10].

Deep learning has been introduced as a means to monitor the marine en-
vironment more effectively, aiming to extract reliable knowledge through the
automated analysis of vast amounts of observed data [11]. Deep learning-based
methods have demonstrated their ability to automate the analysis process for
marine images, such as marine-coastal images from unmanned aerial vehicles
[12], images from underwater trawls [13], remote sensing images [14], and un-
derwater acoustic images [7]. This automation has made the process more effi-
cient and less time-consuming compared to conventional heuristic approaches
[15].

Recent research suggests that utilizing deep learning-based methods can
provide a more precise and comprehensive analysis of the marine environment
and its ecosystems compared to traditional manual methods. Examples in-
clude inspecting water quality [16, 17], estimating fish populations [6, 15, 18],
and monitoring coral reef health [19, 20]. These enhanced monitoring cap-
abilities enable stakeholders to identify emerging threats to oceans and their
ecosystems, leading to more informed management decisions related to fishing
quotas, conservation efforts, and coastal development [11].

The aim of this thesis is to advance deep learning methodologies for marine
environment monitoring by addressing some of the challenges in automated
analysis and interpretation of marine image data. These challenges will be
briefly outlined in the following section and addressed in greater detail in the
included papers.
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1.1 Key challenges

There has been made significant progress on automation of marine image data
analysis thanks to thanks to advances in deep learning and computer vision.
However, challenges related to both the deep learning methods and the specific
nature of marine image data remain. In the context of these diverse challenges,
the key challenges addressed in this thesis are as follows:

Complex data representation Marine image data of major interest in this
thesis is multi-frequency echosounder data [21]. This data is collected using an
echosounder that emits acoustic pulses and captures echoes that backscatter
from underwater objects, such as marine organisms or the seabed, in a non-
invasive manner. Echosounders, being highly sensitive instruments, are capable
of detecting even the smallest amounts of acoustic backscatter. This sensitivity,
however, makes them vulnerable to external sources of unwanted noise, such as
acoustic and electrical noise [22]. These noise sources can include electrical or
mechanical interference, acoustic cross-talk from high-energy pulses from other
acoustic systems, and excessive acoustic attenuation that reduces backscatter.
The impact of these noise sources on data quality can vary depending on the
measurement’s climate, complicating the analysis process [23].

Another challenge in analyzing echosounder data is the significant class
imbalance at the pixel level, which poses difficulties for statistical analysis,
including deep learning-based methods. This imbalance typically occurs be-
cause some classes, such as fish species, have very few samples compared to
other classes, such as background classes containing water. This class imbal-
ance can cause models to be biased toward the majority class, leading to poor
performance when identifying or predicting minority classes.

Lack of annotated data The widespread success of deep learning meth-
ods has largely depended on the increasing availability of annotated datasets
[24]. However, in the context of marine environment monitoring, obtaining
annotated data can be a significant challenge. The collection of marine images
often lacks annotated information, and annotating such data requires the ex-
pertise of multiple domain specialists, which can be both time-consuming and
costly [15, 25]. Furthermore, in cases where the data is noisy or challenging,
domain specialists may disagree on the correct annotation, making the an-
notation process even more difficult. Consequently, the lack of annotated data
poses a major challenge for marine environment monitoring, as deep learning
models struggle to learn from limited or inconsistent annotations.
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Lack of explainability Another challenge faced by deep learning is the
lack of explainability [26]. While deep neural networks have demonstrated im-
pressive performance on a wide range of marine environment monitoring tasks
[6, 15–18], their black-box nature can make it difficult to understand how they
arrive at their decisions [27]. This challenge is not exclusive to the domain of
marine sciences and is also a significant obstacle in other fields that place a high
value on trust and accountability [28–32]. The lack of explainability in deep
learning models hinders their adoption in critical decision-making processes,
as stakeholders may be hesitant to rely on models whose decision-making ra-
tionale is not transparent or interpretable.

1.2 Key objectives

Addressing the challenges outlined in the previous section is crucial to advan-
cing both deep learning and marine environment monitoring. Therefore, this
thesis focuses on developing generic deep learning methods that can be applied
to various domains, with marine environment monitoring serving as a partic-
ularly significant application domain. With this in mind, the key objectives of
this thesis are formulated as follows:

1. To propose a novel deep learning method that can effectively perform
with limited annotated data.

2. To investigate the potential of the proposed method in addressing image-
based tasks.

3. To develop a new explainable deep learning method that generates ex-
planations tailored to the needs and preferences of the intended users.

4. To evaluate the effectiveness of the proposed methods within the context
of marine environment monitoring.

By achieving these objectives, this thesis aims to contribute to the advance-
ment of marine environment monitoring through deep learning-based methods.
Ultimately, the goal is to collaboratively connect these two mature fields, fos-
tering mutual advancements and driving positive change in both domains.

1.3 Key solutions

This thesis consists of three deep learning papers that address the objectives
previously outlined. Papers I and II tackle the challenge of limited annotated



4 CHAPTER 1. INTRODUCTION

data, while Paper III is dedicated to enhancing the explainability of deep
learning models.

In Paper I, a generic semi-supervised deep learning method for image classi-
fication is introduced, which combines the strengths of supervised learning and
unsupervised deep clustering [33]. This method effectively integrates the data
structure revealed through unsupervised clustering with the ground-truth class
information present in a limited number of training samples. Building upon the
groundwork established by Paper I, Paper II extends the semi-supervised ap-
proach to encompass the more complex image task of semantic segmentation.
To demonstrate the effectiveness of these methods, both papers employ real-
world multi-frequency echosounder data [34]. The proposed approaches not
only outperform traditional manual methods but also efficiently handle the
extreme class imbalance cases that are commonly encountered in echosounder
data.

Paper III presents a novel explainable deep learning method that addresses
the challenge of model explainability. The proposed method simultaneously
generates explanations for its decisions while adhering to the principles of
user-centered explanation, which include minimality, sufficiency, and inter-
activity. The minimality and sufficiency principles are pursued based on the
information-bottleneck (IB) framework [35, 36], a well-formulated mathem-
atical framework grounded in information theory [37, 38]. Interactivity is
achieved by incorporating additional domain knowledge into the training pro-
cess so that the generated explanation can evolve based on it. The pro-
posed method is evaluated on multiple marine image datasets, including multi-
frequency echosounder data [39] and image data of seal pups on sea ice [40].

1.4 Brief summary of included papers

This section presents a list of the papers included in this thesis, along with
a summary of each paper. Additionally, lists of other published articles and
academic presentations during this PhD project are included in Section 1.5
and Section 1.6, respectively. Figure 1.1 provides an overview of the topics
covered as part of this thesis.

I. Changkyu Choi, Michael Kampffmeyer, Nils Olav Handegard, Arnt-
Børre Salberg, Olav Brautaset, Line Eikvil, and Robert Jenssen."Semi-
supervised Target Classification in Multi-frequency Echosounder
Data", in ICES Journal of Marine Science, vol. 78, no. 7, Oct. 2021.

II. Changkyu Choi, Michael Kampffmeyer, Nils Olav Handegard, Arnt-
Børre Salberg, and Robert Jenssen."Deep Semi-supervised Semantic
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Figure 1.1: An overview of the topics addressed in this thesis.

Segmentation in Multi-frequency Echosounder Data", in IEEE
Journal of Oceanic Engineering, vol. 48, no. 2, 2023.

III. Changkyu Choi, Shujian Yu, Michael Kampffmeyer, Nils Olav Hande-
gard, Arnt-Børre Salberg, and Robert Jenssen. "Deep Deterministic
Information-Bottleneck Explainability on Marine Image Data",
submitted to Pattern Recognition, 2023.

Paper I presents a novel method for semi-supervised deep learning, which
utilizes both annotated and unannotated data samples within a single con-
volutional neural network. The proposed method involves two objectives: a
clustering objective and a classification objective, which are optimized in an
alternating manner. The clustering objective aims to uncover the underlying
structure of the entire training data in an unsupervised manner, while the
classification objective enforces consistency between the underlying structure
sought by the clustering objective and the available annotated data samples
in a supervised manner. The proposed method is evaluated on image classi-
fication of multi-frequency echosounder data, and the results demonstrate its
effectiveness.

Paper II proposes a novel method called PredKlus, which is a generaliza-
tion of the semi-supervised deep learning method proposed in Paper I applied
to the semantic segmentation task. In practice, the fisheries and aquatic in-
dustry has a particular interest in semantic segmentation, as it enables non-
invasive estimation of marine organism abundance and observation of the un-
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derwater environment on a large scale. However, the high degree of class
imbalance in semantic segmentation, where the background class accounts for
approximately 99 percent of total pixels, poses a significant challenge [6]. To
address this issue, the proposed method introduces a class-balancing technique
based on the model’s prediction, in addition to the alternating optimization
proposed in Paper I. The proposed semi-supervised segmentation method is
evaluated through experiments, achieving comparable results to the standard
supervised semantic segmentation method while using only a small amount of
annotated data.

Paper III proposes DIB-X, a novel self-explainable method that places an
emphasis on user-centered explanations, which are represented by the follow-
ing principles: minimality, sufficiency, and interactivity [41]. These principles
are mathematically formulated in the objective function, enabling the network
to learn the principles during optimization. The minimality and sufficiency
principles are formulated through the information-bottleneck (IB) framework
[35], which aims to find the optimal balance between their trade-off relation-
ship. Distinctly, DIB-X directly quantifies the minimality principle using the
recently proposed matrix-based R’enyi’s α-order entropy functional [36], cir-
cumventing the need for variational approximation. The interactivity principle
is realized by incorporating existing domain knowledge as prior explanations,
fostering explanations that align with established domain understanding. Em-
pirical results on two marine environment monitoring datasets demonstrate
the effectiveness of the proposed method.

1.5 Other papers

In addition to the papers presented in this thesis, there are several works
that, although not included, have made academic contributions to the field.
These works offer alternative perspectives, methodologies, and insights that
have enriched the understanding and advancement of deep learning methods
within the realm of marine environment monitoring. Furthermore, the results
were disseminated as part of an interview by Tekfisk, a magazine specializing
in marine technology, which resulted in a featured article (title: Arbeidet hans
sparer forskerne for store ressurser, og åpner for et selvstyrt fiskeri (2021),
journalist: Ketil Svendsen).

4. Nils Olav Handegard, Lars Nonboe Andersen, Olav Brautaset, Changkyu
Choi, Inge Kristian Eliassen, Yngve Heggelund, Arne Johan Hestnes, Ketil
Malde, Håkon Osland, Alba Ordonez, Ruben Patel, Geir Pedersen, Ibrahim
Umar, Tom Van Engeland, and Sindre Vatnehol. "Fisheries Acoustics and
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Acoustic Target Classification", in COGMAR/CRIMAC Workshop on Ma-
chine Learning Methods in Fisheries Acoustics", 2021.

5. Changkyu Choi, Filippo Maria Bianchi, Michael Kampffmeyer, and Robert
Jenssen. "Short-Term Load Forecasting with Missing Data using Dilated
Recurrent Attention Networks", in the proceedings of the Northern Lights
Deep Learning Conference (NLDL), 2020.

1.6 Presentations

6. Changkyu Choi, Michael Kampffmeyer, and Robert Jenssen. "A Robust-
ness Analysis of Personalized Propagation of Neural Prediction", in a poster
presentation at the Northern Lights Deep Learning Conference (NLDL),
2020.

7. Changkyu Choi, "Semi-supervised Target Classification in Multi-frequency
Echosounder data", in COGMAR and CRIMAC Workshop on Fisheries
Acoustics Classifiers, 2020.

8. Changkyu Choi, "Deep Semi-supervised Target Classification in Multi-frequency
Echosounder Data", in an oral presentation at Norwegian Society for Image
Processing and Machine Learning (NOBIM) Workshop, 2021.

9. Changkyu Choi, "Semi-supervised Semantic Segmentation in Multi-frequency
Echosounder Data", in a poster presentation at the Northern Lights Deep
Learning Conference (NLDL), 2021.

10. Nils Olav Handegard, Olav Brautaset, Changkyu Choi, Tomasz Furmanek,
Arne Johan Hestnes, Espen Johnsen, Alba Ordonez, Ingrid Utseth, Sindre
Vatnehol, and Geir Huse. "Developing and Deploying Machine Learning
Methods for Acoustic Data", in Workshop WGFAST - Working Group on
Fisheries Acoustics Science and Technology, 2022.

11. Changkyu Choi. "Segmenting Multi-frequency Marine Acoustic Data in a
Semi-supervised Fashion", in a poster presentation at the Northern Lights
Deep Learning Conference (NLDL), 2022.

1.7 Reading guide

This thesis is organized into three main parts: methodology and context, sum-
mary of research and concluding remarks, and included papers. In the first
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part, three chapters provide the relevant background information for under-
standing the papers. Chapter 2 offers a brief introduction to marine environ-
ment monitoring, focusing on acoustic target classification. Chapter 3 covers
the fundamental aspects of deep learning, with a spotlight on convolutional
neural networks. Chapter 4 delves into advanced deep learning topics, such as
semi-supervised deep learning and explainable deep learning. The second part
consists of four chapters. Chapters 5 through 7 present a concise overview of
the scientific contributions of each paper in the thesis. Chapter 8 contains the
concluding remarks, and discusses the limitations of the research as well as
potential future work. Finally, the third part of the thesis includes the three
research papers that form the basis of this work.

1.8 Open science

Reproducibility plays a crucial role in advancing scientific progress [42]. In the
field of deep learning, promoting open research can be achieved by sharing re-
sources, such as code and data, or providing comprehensive details required to
replicate experiments. To enhance the transparency of the research presented
in this thesis, we have made the code and related resources publicly accessible.
These materials can be found in the SFI Visual Intelligence Github repository
(github.com/SFI-Visual-Intelligence) and are thoroughly described within the
context of each respective research paper.

In addition to promoting open science through code and resources, we
also strive to make our datasets publicly available. At present, the marine
environmental observation data used in this thesis is not fully accessible to the
public, as various organizations have vested interests in the release of this data.
Nevertheless, we are committed to keeping the Github repository updated
with information on how to access the data as the study progresses and as
circumstances permit.
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Methodology and Context
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2 | Marine environment monitoring

This chapter offers insight into marine environment monitoring and the mo-
tivations behind the deep learning methods proposed in the presented papers,
with a focus on acoustic target classification (ATC). Section 2.1 introduces an
overview of ATC. Section 2.2 describes common analysis methods for ATC,
including conventional approaches and their limitations, as well as more ad-
vanced methods based on deep learning. Lastly, Section 2.3 presents the marine
environment monitoring data studied in the presented papers, which includes
echosounder data from the sandeel survey [34] and aerial images of seal pups
on sea ice [40].

2.1 Acoustic target classification

The marine environment is renowned for its rich biodiversity [43]. This can be
explored using echosounder data that offers a non-invasive, large-scale visual-
ization of the underwater environment [21]. Echosounder data consists of the
echoes of acoustic pulses emitted by the echosounder, reflected from underwa-
ter objects such as marine life, converted into electrical signals, and digitally
stored in the echosounder.

Echosounder data is displayed as a two-dimensional plot, with the vertical
axis representing water depth (spatial resolution in centimeters) and the hori-
zontal axis representing time (millisecond-scale resolution) [39]. Echosounder
data, measured across multiple frequency channels, exhibits different backs-
catter patterns at varying frequencies, helping to distinguish between marine
life species [44].

ATC is a rapidly advancing field of marine science, which aims to dis-
cern the size, shape, and composition of marine life from echosounder data
and provides insights into their behavior, distribution, and abundance [2].
Moreover, ATC facilitates monitoring changes in populations over time [45, 46],
making echosounder data a strategic asset for fisheries management and eco-
system conservation [44, 47, 48]. While ATC primarily focuses on the analysis
methods applied to echosounder data, it also encompasses the entire process,

13
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Figure 2.1: Workflow for acoustic target classification.

including survey planning and data collection, providing a comprehensive un-
derstanding of the underwater environment [21].

2.1.1 Overview

ATC consists of four main phases: planning, data collection, data quality
control, and analysis [21]. Figure 2.1 illustrates the workflow of ATC, where
the majority of the contribution of deep learning-based methods is seen in
the analysis phase. As shown in the figure, the success of the analysis phase
is highly dependent on the processes that precede it. Therefore, a holistic
understanding of the ATC field is necessary to explore the potential directions
that deep learning methods can take. By gaining a better understanding of
the various steps in ATC, we can identify opportunities for applying deep
learning to improve classification performance and enable the analysis of large
and complex acoustic datasets.

Planning In the planning phase, the initial step involves defining the ob-
jective of ATC, as it influences subsequent decisions for survey design [49].
For example, if the objective is a stock assessment, identifying the target fish
species and the target size becomes essential. Once the research objective is
established, gathering relevant general knowledge is the next step. This may
include understanding biological aspects [50–52] such as spawning behavior,
migration patterns, historical information, temporal and spatial distribution,
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as well as scattering characteristics [53] and environmental conditions during
data collection. Utilizing existing literature, local knowledge from fishers, and
other resources can be beneficial for informing survey design [54]. Furthermore,
it is essential to consider factors such as permit requirements, ethical approval,
and the availability of personnel with appropriate expertise.

The choice of a sensor platform can greatly influence the quality of collected
data, as different platforms are optimized for specific purposes and target spe-
cies. Echosounders, originally used as ship-borne sensors, are mounted on the
hull, drop keel, or pole of large platforms like research vessels [22, 55]. These
platforms offer the advantage of conducting large-scale spatial surveys of fish
and plankton distribution within short survey times [56]. However, due to the
high cost of research vessels, researchers are investigating various alternative
methods for collecting echosounder data. These alternatives include the use
of echosounders on smaller platforms, such as fishing vessels [57], autonomous
underwater gliders [58], and autonomous surface vehicles [59]. These innovat-
ive platforms provide opportunities to carry out acoustic surveys in areas that
are challenging to access or monitor using traditional ship-borne echosounders.

Data collection The primary principle guiding the data collection phase is
ensuring the physical and spatial comparability of echosounder data gathered
at varying frequencies across different surveys [60]. This essential goal is closely
tied to the installation, calibration, and operation of the echosounder system.

To achieve physical comparability, strict measures must be taken to main-
tain a high level of consistency in the physical parameters of the equipment [39],
including settings, frequency channels, environmental conditions, and noise re-
duction techniques during data collection. Maintaining this consistency ensures
that data can be directly compared and analyzed without significant deviations
caused by changes in equipment or measurement processes.

On the other hand, spatial comparability demands that data collected from
the same location be geographically comparable, regardless of the instruments
or settings used during data collection [21]. This requires that measurements
have equivalent spatial resolution, pulse lengths, pulse shapes, and comparable
sampling volumes.

Quality control During the data quality control phase, the primary goal
is to remove spurious patterns and minimize the variability of collected echo-
sounder data for subsequent analysis [39]. Echosounders can potentially record
unwanted signals, noise, and other inconsistencies that necessitate proper iden-
tification and handling. Thus, a comprehensive understanding of various types
of noise and unwanted signals is essential for choosing the most appropriate
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denoising methods during data preprocessing [22].
In echosounder data, noise refers to uncorrelated interference [61], such as

internal noise, platform-related noise, or asynchronous electronic or acoustic
interference. Biological sources, like clicks and vocalizations from marine life
[62], can also generate noise. Unwanted signals are backscatters from non-
targeted objects that correlate with the transmit pulse, such as air bubbles,
the seabed, or non-targeted biological organisms [63].

Analysis The analysis phase is the main focus of this thesis, during which
we aim to transform the collected echosounder data into information and gain
insights from it. This will be further discussed in the next section.

2.2 Analysis methods

During the analysis phase, the observed backscattered patterns are analyzed
to determine which targets are present in the surveyed area. Either comparing
the patterns with the modeled scattering characteristics or extracting features
within the observed patterns, it is possible to classify the targets based on
their acoustic properties [2, 64]. This approach enables researchers to identify
and differentiate between different types of underwater targets, which can be
used for a range of applications such as fisheries management [65] and habitat
mapping [66].

2.2.1 Conventional approach

Conventional approaches are based on heuristics, in which an expert analyst
manually identifies targets [22]. Depending on how the expert formulates
the classification criteria, there are two primary directions for analyzing echo-
sounder data, namely scattering model-based approaches [67, 68] or empirical
approaches [60, 69].

Scattering model-based approach In the scattering model-based approach,
echosounder data is analyzed through a pre-built scattering model for the tar-
get, describing the interaction between the transmitted acoustic wave and ob-
jects such as a target fish species within the water [68]. Figure 2.2 shows an
example of the scattering pattern for a swimbladdered fish. The analysis is
enabled through the comparison of measured backscattered patterns with the
scattering model. This approach has been used in the early fisheries acoustics
[22] and remains relevant when the target species and its scattering properties
are well studied [67].
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Figure 2.2: (a) Lateral and (b) head-on perspectives of a generic swimbladdered fish scattering-
directivity pattern model. Example adapted from [1].

The scattering model-based approach offers advantages in acoustic fisheries
[21]. It allows for the simulation of classification processes using controlled in-
put parameters and variables, thereby facilitating the assessment of efficiency,
effectiveness, robustness, and uniqueness [21]. Moreover, it enables valida-
tion and theoretical interpretation of the empirical approach, which will be
described next [67].

Empirical approach The empirical approach does not rely on the scatter-
ing models of the target. Instead, this approach searches for features within
the observed echosounder data that can be used to distinguish the target from
others. Given the complex nature of the underwater environment, empirical
approaches can be efficient in scenarios where the collected backscattering pat-
terns of the target are relatively diverse, offering greater flexibility compared
to scattering model-based approaches [21].

Conventional empirical approaches tend to exploit the observed features of
the echosounder data without modifying them, retaining their physical mean-
ing. This approach allows for direct interpretation of the results based on their
physical implications, making it easier for users to understand the analysis out-
comes [70]. The relative frequency response [60, 69], illustrated in Figure 2.3,
is a well-known method in this stream, leveraging the frequency dependence
of the target using multi-frequency echosounders.

The empirical approach can be complemented by trawl sampling [45], a
method of collecting biological data on target populations in vivo using a
trawl net deployed from a vessel. Trawl sampling is typically used for pelagic
or semi-pelagic species, such as walleye pollock [71], herring, blue whiting [72],
and sandeel [39]. This method is particularly useful for obtaining ground truth
annotation of the data on various aspects of the target, such as length, weight,
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Figure 2.3: A general schematic description of the relative frequency response, r(f). Bands indicate
typical positions of selected acoustic categories when measured at frequencies 18–200 kHz. Example
adapted from [2].

age, and sex for each individual.

2.2.2 Advanced approach

In the conventional approach,e expert analysts rely on heuristics to manu-
ally identify targets in the data [22], with the outcomes of trawl sampling
[45] serving as validation for this identification process. This approach can be
time-consuming, labor-intensive, and subject to human bias [6, 15, 25], caus-
ing the analysis results to depend on the analyst’s experience, which makes it
difficult to study the behavior and distribution of complex marine ecosystems.
Thus, advanced approaches aim to make echosounder data analysis more sys-
tematic and automated to achieve consistent results across various studies and
applications.

Prior to the introduction of deep learning-based approaches, statistical and
pattern recognition methods were applied to the explicit features observed
in echosounder data, using techniques such as support vector machines [73,
74], k-nearest neighbors [74], and decision trees [74]. When combined with
kernel methods [73, 75, 76], these approaches could achieve improved results
by leveraging implicit feature analysis.

Deep learning-based approach Deep learning-based approaches, partic-
ularly convolutional neural networks (CNN) [6, 77, 78], have demonstrated a
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large potential in learning complex and non-linear relationships between ob-
served data and the target variable, such as class annotations. For instance,
Brautaset et al. [6] apply U-Net-based semantic segmentation [79] to classify
each individual backscattered intensity in echosounder data, resulting in the
segmentation map. Other studies [77, 78] also utilize CNNs for predictive im-
age tasks, achieving impressive results. Importantly, the networks employed
in these studies [6, 77, 78] are trained in a fully-supervised manner, with an-
notations provided for all training samples.

Rapid advancements in fully supervised deep learning-based marine en-
vironmental monitoring research stem from the integration of various sensing
methodologies. These include echosounder data [80], imagery from autonom-
ous underwater vehicles (AUVs), and multi-sensor modalities connected by
multiple buoys [81].

As deep learning is combined with data collected through diverse sensing
methods, new avenues of research emerge in marine environment monitoring,
such as information fusion based on multi-modality [82] and 3D underwater
reconstruction [83]. However, most existing methods have been limited to
fully-supervised approaches without providing any explainability.

2.3 Data of interest

This thesis presents three papers that examine two different types of marine
environment monitoring data. Echosounder data is investigated in Papers I-
III, while aerial images of seal pups on sea ice are analyzed in Paper III. A
brief description of each of the datasets is presented in Section 2.3.1 and 2.3.2,
respectively.

2.3.1 Echosounder data

Sandeel survey The echosounder data used in the presented papers (Papers
I, II, and III) is collected during the sandeel survey in the Norwegian North
Sea [84]. The sandeel survey aims to investigate the North Sea ecosystem to
better understand the distribution, behavior, and ecology of sandeels and their
relationship to other marine species. The sandeel (Ammodytes marinus) is a
small fish that lacks a swim bladder and is known to spend a significant portion
of its life burrowing and hiding in sandy seabeds with a low proportion of fine
silt and clay particles [85, 86]. During the spring feeding season, adult sandeels
emerge from their sandy bottom hiding places at dawn to form large schools in
the pelagic upper layer and feed on zooplankton [34]. Sandeels are considered
to be a key species in the North Sea ecosystem and are a vital prey species for
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Figure 2.4: Echosounder data (up) and the corresponding pixel-level annotation (down). Image
adopted from Paper I.

several predators, including seabirds, seals, and large fish [87], as well as being
a significant target for commercial fisheries.

The Norwegian Institute of Marine Research has conducted annual acoustic
trawl surveys for sandeel in the northeastern North Sea during April and May
since 2005 [34]. The survey series has been conducted using various research
vessels equipped with multi-frequency Simrad EK60 echosounder systems with
transducers operating at 18, 38, 120, and 200 kHz, except for the year 2012,
which utilized a Simrad ME70 sonar to collect 120 kHz data [88]. Since 2014,
the vessels have been equipped with a 70 and 333 kHz echosounder. The echo-
sounder systems are calibrated before each survey following standard proced-
ures [48], and during operation, pulse duration and ping repetition frequency
are set to 1.024 ms and 3-4 Hz for all frequencies, respectively, while vessel
speed is maintained at approximately 10 knots. Echosounder observations are
stored as frequency-specific values of the volume backscatter coefficient, sv,
which is a mean backscatter intensity per cubic meter [89].

Data preprocessing The duration of the pulse and ping rate, both related
to the time range resolution (horizontal axis), may vary from the standard
settings in some instances. To ensure consistency, the data is interpolated onto
a time range grid with a resolution of 200 kHz data for all frequency channels
to result in a uniform time-range grid of the echosounder data. The 200 kHz
data is chosen because it has the highest signal-to-noise ratio of the sandeel
species. When a ping is missing, the median ping rate is used. A column of
zeros (mapped to -75 dB re m−1 after log transformation) is inserted into the
missing ping. The seabed is approximated by identifying the depth associated
with the highest rate of increase in the vertical gradient for each acoustic ping.

The collected echosounder data is manually annotated based on the fre-



2.3. DATA OF INTEREST 21

quency response of each school [39] and validated with trawl samples where
applicable [45]. The annotation process is done by the same expert analyst
across all years with the aid of large-scale survey system (LSSS) post-processing
software [69].

The initial target classes consist of sandeel, other species, zero-group sandeel,
possible sandeel, and background, where the zero-group sandeel and possible
sandeel classes are regarded as minor occurrences that can be disregarded and
are merged with the background class. The class possible sandeel denotes in-
stances in which there is a discrepancy between the classification determined
by the frequency response and that identified by the expert analyst, with re-
gards to schools of fish suspected to be sandeel. The class zero-group sandeel
is introduced for the survey of 2016, to accommodate the atypically high con-
centration of juvenile specimens.

2.3.2 Aerial images of seal pups on sea ice

The ice-breeding harp and hooded seals are both abundant species in the North
Atlantic. There are two geographically separate populations of hooded seals
and three of harp seals. These populations have historically been exploited
and managed separately. As a result, there is a need to assess their status
and monitor changes in abundance in all populations to manage the respective
harvests responsibly. Knowledge of seal population sizes is required to estim-
ate the potential interactions of these species with other marine organisms,
including commercially important fish species.

In a management framework, precise estimates of key parameters in popula-
tion models are vital to providing reliable future predictions of the population.
To obtain these, independent estimates of pup production using photographic
or visual aerial strip transect surveys are used to determine the abundance of
harp and hooded seals in the Northwest Atlantic [90], the Greenland Sea [40],
and the White Sea [91]. The total abundance is subsequently estimated by fit-
ting a population model to the independent estimates of pup production while
incorporating removals and reproductive rates [92]. The number of seal pups is
counted either visually along an entire transect (with a known strip width) or
from aerial images taken along a transect. A number of parallel transects are
surveyed to cover an entire patch of seals. To obtain estimates of total harp or
hooded seal populations, several thousand images are typically required [92].

Manual analysis of the photographs is extremely time-consuming and costly,
and involves subjective human interpretation by trained experts. The spatial
distribution of the seals varies substantially. Typically, the ice-breeding seals
will cluster, but due to substantial ice drift, the seals might be scattered over
large areas. Often, only a small fraction of the images taken contains seals,
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Figure 2.5: Images of seal pups on sea ice. The images in the blue box depict harp seal pups, while
those in the green box feature hooded seal pups.

with typically 70-90 percent of harp and hooded seal pup images being empty.
The seal pup dataset consists of aerial photos (RGB) with corresponding

annotations indicating the position and species of all seal pups in the images.
The aerial photos were acquired during surveys in the West Ice in 2007, 2012,
and 2018, and in Canada in 2008, 2012, and 2017. The resolution is about
2 or 3 centimeters, depending on the altitude of the aircraft. The seal pup
images used in this study are manually annotated into three classes, namely
harp seal, hooded seal, and background. Figure 2.5 shows example images of
the seal pups for the two seal classes.
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Deep learning involves training deep neural networks to recognize patterns
and make predictions based on complex, large-scale datasets [24]. Methods
based on deep learning extract and identify meaningful features from data,
resulting in more accurate and robust predictions. Deep learning has achieved
remarkable success in various real-world problems such as medicine [93–95],
remote sensing [96–98], and marine science [6, 13, 99, 100], outperforming
conventional approaches.

In this chapter, a theoretical background for the deep learning aspects
relevant to the thesis is presented. Section 3.1 discusses fundamental topics
of deep learning, including gradient descent, the perceptron algorithm [101],
and fully connected neural networks (FCNN) [102]. Subsequently, Section 3.2
delves into deep learning-based image tasks relevant to the presented research
papers, covering image classification and semantic segmentation, along with
their respective backgrounds.

3.1 Introduction to deep learning

3.1.1 Gradient descent

A local minimum of a differentiable function J(w) can be found using the first-
order iterative optimization process known as gradient descent. The objective
is to repeatedly move in the direction opposite to the function’s gradient (or
approximate gradient) at the current location, since the gradient represents
the path of steepest ascent. The mathematical expression for gradient descent
is given by:

ws+1 = ws − ρs
∂J(w)

∂w

∣∣∣∣
w=ws

. (3.1)

Here, s represents the current time step in the iteration, while ws and
ws+1 denote the parameter of interest at time steps s and s+ 1, respectively.
A positive ρs determines the impact of the gradient while moving toward a
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Figure 3.1: Four hundred two-dimensional data points x and their ground truth classes (w1 in red
and w2 in blue). The linear discriminant function f(x) aims to classify them into two classes as close
to their ground truth as possible.

(local) minimum, also known as the learning rate. It is important to note that
the sign of the gradient is negative, as the goal is to move in the opposite
direction of the gradient.

Perceptron The perceptron algorithm [101] is one of the earliest data-driven
analysis methods that utilizes gradient descent. Figure 3.1 illustrates the
mechanism using a binary classification task. To classify the training data-
set X = {x1 · · ·xN}, where xi ∈ R2, a linear discriminant function f(x) is
introduced to separate these data points into two classes close to their ground
truth classes, denoted by c1 and c2, as follows:

f(x) = wTx+ b. (3.2)

Note that w = [w1, w2], and b represent the learnable parameters for the
discriminant function f(x). The discriminant function classifies xi to c1 if
f(xi) < 0. Otherwise, xi is classified to c2. The objective is to determine the
parameters w and b such that the discriminant function f(x) maximizes the
accuracy of classifying the dataset X with respect to their ground truth classes.

By utilizing the linear discriminant function, a cost function J(w, b) is
introduced, which quantifies the degree of misclassification given the current
parameters [103], as follows:

J(w, b) =
∑

x∈Xmis

δxf(x) =
∑

x∈Xmis

δx(w
Tx+ b). (3.3)
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In this equation, Xmis ⊂ X denotes the misclassified data points. δx ensures
the cost function to be non-negative, as δx shares the same sign as f(xi). For
instance, δx = 1 if xi, belonging to c1, is misclassified to c2 due to f(xi) > 0.
Conversely, δx = −1 if xi, belonging to c2, is misclassified to c1 when f(xi) < 0.

The cost function J(w, b) can be minimized using gradient descent, as
presented in Equation 3.1. Assuming that the minimum cost is achieved at
timestep s∗ and that the learning rate ρs in Equation 3.1 is a fixed value (e.g.,
ρs = ρ), analytic solutions for the learnable parameters ws∗ and bs∗ can be
derived as follows:

ws∗ = ws∗−1 − ρ
∂J(w, b)

∂w
= ws∗−1 − ρ

∑

x∈Xmis

δxx

bs∗ = bs∗−1 − ρ
∂J(w, b)

∂b
= bs∗−1 − ρ

∑

x∈Xmis

δx

. (3.4)

3.1.2 Cost function

The perceptron algorithm is suitable for linear classification problems only. As
such, it is often viewed as outdated for more complex real-world problems.
Nonetheless, the core concept of the perceptron algorithm persists and forms
the theoretical foundation of deep neural networks. By illustrating the per-
ceptron algorithm, we clarify the definition of the cost function, which remains
applicable to deep neural networks.

Based on δx in Equation 3.3, a function σ(z) is defined as:

σ(z) =

{
z, if z > 0

−z, if z < 0
. (3.5)

Using σ(z), the cost function J(w, b) can be rewritten as:

J(w, b) =
∑

x∈Xmis

σ(wTx+ b). (3.6)

In this equation, σ(z) plays an essential role in ensuring the cost function
remains positive, e.g., J(w, b) ≥ 0. The minima, e.g., J(w, b) = 0, can be
achieved when all the training samples x are correctly classified to their ground
truth classes, e.g., Xmis = {∅}.

However, reaching perfect classification accuracy is often challenging in
real-world data. Thus, the cost function is rewritten to include the entire
training samples instead of only the misclassified ones while keeping the cost
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Figure 3.2: An example of the cost function in the weight-bias space. Image inspired from [3].

function positive:

J(θ) =
1

N

N∑

i=1

L

(
fθ(xi), yi

)
. (3.7)

In this equation, xi represents the training input sample, yi takes the ground
truth value of the corresponding input sample, N is the number of training
samples, fθ(xi) is the model prediction of the input xi, and L(·, ·) is the sample-
wise loss, which is non-negative. The choice of L(·, ·) depends on the task,
which will be described later. It is important to note that this approach is
referred to as fully-supervised learning when each input example xi is annotated
by the ground truth yi [24].

Figure 3.2 provides a visualization of an example cost function J(w, b) in
the weight-bias space, where w and b represent the learnable parameters θ
in Equation 3.7. Each ball signifies the parameters at a specific time step
in the sequence (progressing from white to black), and the ball’s trajectory
demonstrates the learning process towards the (local) minima based on gradi-
ent descent. It is worth mentioning that not all cost functions demonstrate the
same level of smoothness as the one depicted in Figure 3.2.

Activation function In the cost function in Equation 3.7, the discriminant
function fθ(x) is not differentiable since the first order derivative of σ(z) is
not defined at z = 0. To apply gradient descent to the cost function J(θ), the
function σ(z) needs to be adjusted with a differentiable function. Additionally,
to compute the sample-wise loss L

(
fθ(xi), yi

)
on a manageable scale, it is

necessary for the model predictions to belong to a certain range, along with
the ground truth values yi.

Therefore, an activation function σ(z) is defined to meet the aforemen-
tioned requirements. One commonly used activation function in the per-
ceptron algorithm is the non-linear hyperbolic tangent function, denoted as
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Figure 3.3: A neuron, the smallest computation unit for neural networks, which models fθ(x) =
σ(wTx+ b). The perceptron algorithm is based on a single neuron unit.

σ(z) = tanh(z). The tanh function is differentiable and has an analytic solu-
tion for the first-order derivative, making it suitable for gradient descent. Its
output range is between -1 and 1, which aligns with the ground truth value
yi ∈ {−1, 1}, where xi ∈ c1 if yi = −1 and xi ∈ c2 otherwise. Figure 3.3 shows
a schematic of the perceptron algorithm, which is also known as a neuron.

By utilizing a non-linear activation function, it becomes possible to ana-
lyze non-linear relationships in data, while also facilitating the generalization
and adaptation of a wide range of input types. Moreover, incorporating non-
linear activation functions when stacking multiple layers of neurons enables
the network to more effectively handle and process intricate data patterns.

3.1.3 Fully connected neural networks

Building upon the concepts of neurons and non-linear activation functions, a
fully-connected neural network (FCNN) is proposed [102]. The FCNN achieves
a higher level of computational capacity by utilizing stacked layers of neurons
that are fully connected between adjacent layers, resulting in improved per-
formance on a wide range of tasks [24]. FCNN is also referred to as a multi-layer
perceptron (MLP) due to its stacked architecture. In the multi-layer architec-
ture, data is passed through each layer, with the output of one layer serving as
the input for the next. An example architecture of FCNN with three layers of
nodes, including an input layer, a hidden layer, and an output layer, is depicted
in Figure 3.4.

The training of the network entails the minimization of the cost function
J(θ) in Equation 3.7, where the required network predictions fθ(x) are defined
in the output layer of the network. During training, the parameters are iter-
atively updated towards their optimal values. This involves computing the
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Figure 3.4: The architecture of fully connected neural networks with a single hidden layer.

gradient at each step, which represents the first-order derivative of the cost
function with respect to the parameter at the current time step. The back-
propagation algorithm is used to compute the gradient of the parameters in the
input layer using the cost function defined in the output layer, as will be dis-
cussed in the next section. Finally, all parameters are updated simultaneously
using the gradient descent update rule presented in Equation 3.1.

This is also referred to as end-to-end learning [24]. The whole neural net-
work is trained together, from input to output, without requiring handcrafted
features or intermediate representations. The focus is on optimizing a single
objective function that reflects the overall performance of the system.

Backpropagation When considering a FCNN, it is important to note that
each parameter in the FCNN has its analytic solution for the gradient with
respect to the cost function J(θ). The process of obtaining this solution is
referred to as backpropagation. The main idea behind backpropagation is
to recursively apply the chain rule of calculus to compute the gradients [24].
During the forward pass, the inputs are fed through the network and the output
is computed. During the backward pass, the gradients of the loss function with
respect to the output are first computed. Then, these gradients are propagated
backwards through the network to compute the gradients of the loss function
with respect to the parameters in each layer.

Taking the architecture presented in Figure 3.4 as an example, the output
layer o and the hidden layer h are respectively denoted by:

o = qθ(h) = WT
q h

h = pθ(x) = WT
p x

. (3.8)
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In this equation, qθ(·) and pθ(·) represent the layers of neurons situated between
the hidden and output layers, and the input and the hidden layers, respectively.
The parameters in each layer are represented by Wq and Wp.

The gradients of the parameters in the qθ(·) layer can be defined based on
the chain rule. The analytic solution is calculated as follows:

∂J(θ)

∂Wq
=

∂J(θ)

∂o

∂o

∂Wq
=

∂J(θ)

∂o
h. (3.9)

In this equation, J(θ)/∂o is determined by the choice of the sample-wise loss
L(·, ·). Another partial derivative term, ∂o/∂Wq, can be simplified to h by
utilizing the relationship o = WqTh from Equation 3.8.

Analogously, the analytic solution for the gradients of Wp are defined as
follows:

∂J(θ)

∂Wp
=

∂J(θ)

∂o

∂o

∂h

∂h

∂Wp
=

∂J(θ)

∂o
Wqx. (3.10)

3.1.4 Challenges

While backpropagation is a powerful tool for training neural networks, it is
not without its challenges. We will discuss some of the common issues and
limitations of backpropagation, and how researchers have attempted to address
them.

Vanishing and exploding gradient Backpropagation enables the general-
ized training of neural networks regardless of architecture. However, in prac-
tice, it presents challenges in propagating gradients deeply into the network.
Backpropagation relies on the multiplication of the partial derivative terms
multiplied together, as shown in Equations 3.9 and 3.10, If some partial terms
are close to zero, the gradient can vanish during backpropagation. In such
cases, backpropagation is cut off in the middle of the network, and the para-
meters in the layers near the input may not be updated, remaining unchanged
due to the zero gradient.

Conversely, if some partial terms are much greater than one, the gradient
can exponentially increase, making the learning process unstable. In such
cases, the network may fail to converge to the minimum point of the cost
function J(θ).

Overfitting In addition to gradient-related issues, overfitting is a common
problem observed during network training. Overfitting occurs when the net-
work fails to generalize to unseen data, such as the test set, due to overem-
phasizing details in the training examples. To avoid overfitting, regularization
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techniques, such as early stopping, dropout, or weight decay, can be applied
while monitoring the learning curves of both the training and test sets during
iterations [104].

3.1.5 Remedies

To address the gradient-related issues and overfitting problem, various tech-
niques have been proposed in the literature [24]. These techniques aim to
stabilize the learning process and improve the generalization ability of the
network.

Rectified linear unit The choice of an activation function is crucial in
avoiding the vanishing gradient problem. Although non-linear activation func-
tions, such as the sigmoid function, are employed to add non-linearity to neural
networks, a significant issue with such functions is the two-sided gradient satur-
ation, which may limit the range of values that the gradient can backpropagate.

To address this problem, the rectified linear unit (ReLU) has been intro-
duced as an activation function [105]. This partially linear function mitigates
the two-sided gradient saturation problem by making it one-sided, allowing the
gradient to backpropagate without saturation on the open side.

Equation 3.11 illustrates ReLU [105] and its gradient, respectively:

σ(z) =

{
z, if z > 0

0, otherwise

∂σ(z)

∂z
=

{
1, if z > 0

0, otherwise

. (3.11)

In this equation, σ(z) and ∂σ(z)/∂z are the ReLU function and the gradient,
where the gradient is not saturated in the open side for z > 0.

Input standardization Before processing the input layer x into the net-
work, it is recommended to standardize the input to maintain a consistent
scale among features and enhance the generalization capabilities of the model
to unseen data [24]. However, it should be noted that domain knowledge is
required for data preprocessing since the numerical range of x of interest may
vary based on the characteristics of the data and the analysis purpose. To
standardize the input, we can use either min-max scaling or Z-score normaliz-
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ation, which are illustrated below in Equation 3.12:

xnew =
x− xmin

xmax − xmin
: min-max scaling

xnew =
x− E[x]

std[x]
: Z-score normalization

. (3.12)

Batch normalization Batchnorm (BN) [106] is a commonly used method
to ensure that feature representations have values that the neural network
can work with. This technique involves introducing learnable parameters at
a mini batch level, which helps re-center and re-scale the hidden layer. In
the training phase, each element of the hidden layer is transformed to have a
normal distribution based on the mean and variance of the mini batch. The
learnable parameters are then used to re-scale and re-center the normalized
element, with the gradient descent algorithm updating these parameters.

Equation 3.13 provides a detailed illustration of how the BN layer behaves
during training:

h
(d)
BN =

h(d) − µ(d)

√
σ2(d) + ϵ

h
(d)
out =γ(d)h

(d)
BN + β(d)

, (3.13)

where h(d) indicates the dth element of h, µ(d) and σ2(d) represent the mean and
variance of h(d) in the mini batch, respectively, and γ(d) and β(d) the learnable
parameters involving in re-scaling and re-centering, respectively. The constant
ϵ is added to the denominator to avoid division by zero.

In the inference phase, the BN layer uses the averaged batch mean and
variance over the batches in the training set, e.g., E[µ

(d)
TR] and M

M−1E[σ
2(d)
TR ],

instead of using the mean and variance in the current mini batch in the test
set.

Regularization Although regularization is not directly associated with the
vanishing gradient problem, it is an essential technique in deep learning that
prevents overfitting and manages model complexity. As a result, regularization
techniques contribute to achieving simpler models that can learn global and
general feature representations.

Regularization techniques are divided into two groups, depending on whether
they explicitly impact neural activation or not. The first group includes reg-
ularizing layers, such as Batchnorm [106] and Dropout [107], and regularizing
loss terms, such as L2 or L1 norms [24]. Batchnorm smooths the optimiza-
tion landscape using re-scaling and re-centering, making the gradients more
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predictive and stable, which leads to faster training [108]. Dropout tempor-
arily disables some neuron units in the network during training, reducing co-
adaptation among the units and learning sparser feature representations. In
addition, the network connection varies every iteration, making the learning
process equivalent to the ensemble of the sub-networks, which improves gen-
eralization.

The regularizing loss is a mathematical term that is included in the cost
function J(θ) and optimized by gradient descent. Commonly applied regular-
izing losses are defined by learnable parameters, denoted as Ω(θ). The aim
of the regularization loss is to limit the capacity of the network by penalizing
parameters that become too large, which reduces the risk of overfitting. The
impact of the regularization loss can be adjusted by a coefficient α, where the
regularized cost function is given by J(θ) + αΩ(θ). The L2 and L1 norms are
often chosen based on the analysis purpose, where the L2 norm is the square
root of the sum of squares of the parameters, while the L1 norm is the sum of
the absolute values of the parameters. The choice of the norm depends on the
desired regularization effect, as the L2 norm encourages small weights overall,
while the L1 norm promotes sparse weights, where only a few parameters are
significantly different from zero.

The second group includes regularization techniques not explicitly related
to neural activation, but that mitigate learning challenges in neural networks.
Early stopping [109] is used to avoid overfitting by stopping iterative training
when the current parameters fail to address the test set as much as they do the
training set. Data augmentation [24] is a technique that expands the training
data by including slightly altered samples originating from the training data.
This technique is often used in image analysis, where a set of augmentation
tools, such as flipping, cropping, shifting, rotating, scaling, and re-coloring, are
applied. Data augmentation has been recently re-spotlighted due to its use in
self-supervised learning methods [110–113] that leverage data augmentation to
learn more fundamental and discriminative image feature representations.

3.2 Image tasks based on deep learning

This section explores image tasks based on deep learning, with a particular
focus on convolutional neural networks (CNNs), which are highly effective
for structured data, such as images [24]. The research papers in this thesis
use CNNs extensively, owing to the structured nature of the multi-frequency
echosounder data, which has water depth and sailing time represented on the
vertical and horizontal axes, respectively.

After providing an overview of CNNs, this section discusses various image
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Figure 3.5: Outputs of an image after being processed by different convolutional filters: (a) Identity
filter, (b) Sharpen filter, (c) Edge detection filter, and (d) Box blur filter.

analysis tasks studied in the accompanying papers, including image classifica-
tion and semantic segmentation.

3.2.1 Convolutional neural networks

CNNs are a popular deep learning framework specifically designed for pro-
cessing structured data, such as images and videos [24]. A typical CNN archi-
tecture consists of multiple layers of neural networks, including convolutional
and pooling layers, arranged hierarchically to extract unique features from the
input data.

Convolutional layers extract features from the input by applying convolu-
tion operations. Each convolutional layer contains multiple filters that slide
over the input to capture spatial features, such as edges or corners. In Figure
3.5, the outputs of an image after being processed by different convolutional
filters are illustrated, showing how each filter is designed to detect specific
features in the image, allowing the network to extract unique features and
patterns for image analysis tasks.

These convolutional layers are locally connected, indicating that each filter
in a convolutional layer is only connected to a small region of the input data.
This local connectivity allows for efficient computation and reduced memory
usage since the network only processes a small portion of the input at a time, in
contrast to fully connected neural networks. These convolutional layers share
the same set of weights across different regions of the input data, allowing the
network to detect the same features at different positions in the input. This
property, referred to as parameter sharing, contributes to the robustness of
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Figure 3.6: Outputs of an image being processed by different pooling layers with a filter size of 8x8
and a stride of 8: (a) Original image, (b) Max pooling, (c) Average pooling, (d) Min pooling.

CNNs by providing translation equivariance [114].
Pooling layers are typically used in CNNs to downsample the feature maps

generated by the convolutional layers, reducing the spatial dimensions of the
input and extracting the most important information from the feature maps.
This process helps to improve the computational efficiency of the network and
also serves to make the network more robust to small variations in the input.

By reducing the spatial dimensions of the input, pooling layers facilitate
the learning of abstract features in CNNs. This is because abstract features
tend to be invariant to small changes in the input, and by downsampling the
feature maps, the pooling layers help the network to identify these invariant
features at different scales and locations in the input. This ability to learn
abstract features is one of the key strengths of CNNs and is what makes them
particularly effective for image tasks.

Figure 3.6 shows the outputs of an image being processed by different
pooling layers. Each pooling operation reduces the spatial size of the input
feature maps by aggregating adjacent values, resulting in a more compact
representation, while different pooling mechanisms result in different feature
maps.

The hierarchical feature extraction design of CNNs enables it to extract
complex features from the input data in a deep and hierarchical manner, al-
lowing for better representation and understanding of the underlying data.
Coupling these CNN features with the advantages of neural networks, includ-
ing end-to-end learning as discussed in Section 3.1, enables CNN to efficiently
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learn to analyze structured data.

3.2.2 Image classification

Image classification is a classical image analysis task, which involves classify-
ing an image based on its dominant object or objects [103]. In recent years,
computer vision researchers have extensively studied this task with the aim of
automating the classification process.

Traditional image classification is typically performed in two steps: fea-
ture extraction and feature classification. In the feature extraction step, visual
features are extracted from the input image, by transforming the raw pixel
data into a set of features that can be easily processed by machine learning
algorithms. This is a critical step since the quality of the extracted features
will impact the accuracy of the classification. Commonly used techniques for
feature extraction include scale-invariant feature transform (SIFT) [115] and
gradient location orientation histogram (GLOH) [116]. In the feature classific-
ation step, the extracted features are related to specific classes. To classify a
new image based on its features, machine learning algorithms, including sup-
port vector machines (SVMs) [117] or random forests [118], are employed.

While the traditional approach to image classification has proven effective
in some cases [119, 120], its classification performance can be limited by the
quality of the extracted features as each analysis step operates according to
its own computational logic. Moreover, the need for significant human inter-
vention in the computational logics mentioned above makes it challenging to
develop automated processes for handling large amounts of data.

CNN-based image classification CNNs have emerged as a promising ap-
proach to address the limitations of traditional image classification techniques
[24]. One key advantage of CNNs is the ability to feature extraction and clas-
sification into a single, unified network, enabling the network to extract hier-
archical and abstract features more efficiently from large and complex image
data.

A typical CNN architecture for image classification consists of two primary
components, namely the feature extractor and the feature classifier. These two
components are connected in series and simultaneously trained using back-
propagation, allowing the CNN to learn both basic visual features, such as
edges and corners, as well as more complex high-level features like shapes,
patterns, and objects at each iteration.

The feature extractor consists of multiple convolutional and pooling layers,
which are hierarchically arranged to extract essential features from the input
data while reducing their dimensionality [24]. The resulting feature maps are
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Figure 3.7: The network architecture of AlexNet [4].

then flattened and passed to the feature classifier, which is typically implemen-
ted using a fully connected neural network (FCNN). The role of the feature
classifier is to take the flattened feature vector and produce a probability dis-
tribution over the possible classes. The softmax function is often used as the
output activation function to ensure that the predicted probabilities sum to
one.

The selection of an appropriate CNN architecture for image classification
is dependent on several factors, including the complexity of the classification
task, the quantity of available data, and the computational resources available
[103]. An effective starting point in selecting a network architecture is to
examine the architecture of existing CNNs that have been successful in similar
classification tasks. Popular CNN architectures that have shown remarkable
performance in image classification tasks include AlexNet [4], VGGs [121], and
ResNet [122].

Figure 3.7 shows AlexNet [4] as an example of a CNN architecture, where
the feature extractor and feature classifier are highlighted in different colors.
AlexNet [4], an eight-layer CNN, is the milestone for deep learning based image
classification, which defeated the runner-up by a large margin in the 2012 Im-
ageNet challenge. Since then, CNN-based approaches have become a primary
choice for image classification in various domains, such as classification of fish
species [123], microscopic foraminifera [124], noctilucent cloud [125], and the
northern lights [126], to name a few.

3.2.3 Semantic segmentation

Semantic segmentation, a crucial image processing task, has emerged as a vi-
tal technique for understanding and interpreting complex scenes in images and
videos. It involves partitioning an image into distinct regions, each corres-
ponding to a specific class or object, enabling machines to comprehend the
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Figure 3.8: Sample images (top row) and their corresponding annotated ground-truth segmentation
maps (bottom row) from the PASCAL VOC 2010 dataset [5].

visual world in a manner akin to human perception. Traditionally, it has been
considered a challenging task due to factors such as large distribution variance
and significant class imbalance among objects in the input data [127].

The emergence of CNNs has accelerated advancements in semantic seg-
mentation. These advancements can be attributed to the inherent advantages
of CNNs. As discussed in previous sections, these advantages include learn-
ing hierarchical feature representations, robustness to translations, end-to-end
training capabilities, and efficiency in training on large-scale datasets [128].

Leveraging these enhanced capabilities, semantic segmentation now finds
application in a variety of domains, for instance, self-driving vehicles [129],
medical imaging for polyp detection and tumor segmentation [93, 130–132],
land cover classification [133, 134], and change detection [135, 136] in earth
observation. Figure 3.8 illustrates the diversity and complexity of object cat-
egories and scenes within the PASCAL VOC 2010 dataset.

This section concentrates on topics relevant to the included papers. The
section begins with an overview of the network architecture used for semantic
segmentation, followed by a discussion of the U-Net architecture [79]. The
section also includes an illustration of the transpose convolutional layer [137]
that enables upscaling in the U-Net architecture, followed by a discussion of
the various loss functions that can be used for semantic segmentation.

Architecture CNN-based semantic segmentation methods typically employ
an encoder-decoder network architecture [138]. The encoder serves a role sim-
ilar to the feature extractor of the CNN for image classification. It extracts
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Figure 3.9: Comparison of the mechanisms for (a) a 3x3 convolutional filter and (b) a 2x2 transpose
convolutional filter, both with a stride of one.

features for the decoder.
The decoder receives the extracted features as input and reconstructs an

output that matches the input size. To compensate for the reduced dimension-
ality caused by the pooling layers in the encoder, the decoder incorporates up-
scaling layers, which increase the dimension of the feature map, in the network
architecture [24]. Non-parametric upscaling layers include linear interpolation
and nearest neighbor, while parametric approaches are also available by, for
instance, leveraging layers such as transpose convolutional layers [137].

At the end of the decoder, the final layer, also known as the segmentation
head, is applied. A softmax function is usually included in the layer to assign
class probabilities to each pixel in the final feature map. The class with the
highest probability for each pixel determines the predicted segmentation map.

Prominent CNN architectures for semantic segmentation include fully con-
volutional networks (FCN) [139] and U-Net [79]. FCN replaces the fully con-
nected layers of traditional CNN with convolutional layers, making them cap-
able of handling input images of any size with learnable upscaling. U-Net [79]
will be discussed in greater detail later.

Transpose convolutional layer Transpose convolutional layers [137], also
known as deconvolutional layers or fractionally strided convolutional layers,
are a type of upscaling layer employed in CNN for semantic segmentation.
They serve as the inverse operation of a standard convolutional layer, effect-
ively reversing the process of spatial downsampling. In contrast to standard
convolutional layers, transpose convolutional layers have a different function.
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They take a small input feature map and apply learnable filters to produce a
feature map with larger spatial dimensions. Figure 3.9 provides a visual com-
parison of the mechanisms behind (a) a convolutional filter and (b) a transpose
convolutional filter, demonstrating the differences in their operations.

U-Net U-Net was originally designed for biomedical image segmentation [79]
but has since been applied to various domains, including marine environment
monitoring [6, 15]. Its U-shaped architecture consists of multiple computa-
tional stages in both the encoder and decoder, with corresponding stages in
each component connected through skip connections. Figure 3.10 illustrates
an example of the U-Net architecture [6].

The encoder is responsible for extracting features from the input image
[138]. It consists of a series of convolutional layers, each followed by a BN
layer (if needed) and a ReLU activation function, and a max-pooling layer
for downsampling. This process is repeated across multiple stages, with each
stage gradually reducing the image size while capturing increasingly complex
features. The extracted features at each stage are then sent to the correspond-
ing stage in the decoder through a skip connection.

One of the notable properties of U-Net is the skip connections, which link
the corresponding stages in the encoder and decoder. These connections enable
the decoder to fuse features of different complexity levels. As a result, the
network retains finer details from the original image, producing more accurate
segmentation maps.

The decoder restores the spatial resolution lost during the pooling process
[138]. It consists of upscaling layers (transpose convolutional layers), which
expand the feature maps back to the original input size. After each upscaling
stage, the feature map is concatenated with the corresponding feature map ar-
rived by the skip connections, providing high-resolution details to the expand-
ing feature maps. A series of a convolutional layer, a BN layer (if needed), and
a ReLU activation follows after the transpose convolution layer.

The final layer of U-Net is a 1x1 convolutional layer, followed by a softmax
function, which assigns class probabilities to each pixel in the output feature
map. The class with the highest probability for each pixel determines the
predicted segmentation.

Loss function The selection of a loss function is crucial, as the learning
behavior of the network depends on this choice [138]. Common choices for
semantic segmentation include cross entropy loss [140], focal loss [141], and
dice loss [142, 143].

Cross entropy loss (CE) [140] is a widely applied loss function not only in
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Figure 3.10: An example U-Net architecture used in segmenting echosounder data [6].

semantic segmentation [6, 15, 93] but also in image classification [25, 144]. CE
measures the difference between two probability distributions [138], making it
suitable for multi-class scenarios with a softmax output and a one-hot encoded
label.

In a multi-class scenario, the cross entropy loss, LCE , is defined as:

LCE = − log ŷ, (3.14)

where ŷ is a softmax output of the class to which the ground truth annotation
belongs.

Focal loss [141] is an advanced version of CE, designed for extreme class
imbalance scenarios. It helps prevent the model from being biased towards
the majority classes and performing poorly on the minority classes. The focal
loss addresses this issue by reducing the contribution of easy examples during
training. This allows the model to focus more on learning difficult examples
and minority classes, leading to better overall performance [138]. The focal
loss LF is defined as:

LF = − log ŷ(1− ŷ)γ . (3.15)

In this equation, γ ≥ 0 is a focusing hyperparameter that regulates the down-
weighting of easy examples. A higher value of γ will result in a stronger focus
on hard examples, while a lower value will make the model focus more evenly
on all examples.

Dice loss [142] is a generalization of the Dice coefficient [143], which meas-
ures the degree of overlap between the predicted and ground truth segment-
ation by comparing the size of their intersection to the average size of the
two sets. This differs from the losses mentioned above, as it does not rely on
probability distributions. The Dice loss LD is defined as:

LD =
1− ŷ

1 + ŷ
. (3.16)
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There are other available choices for loss functions for semantic segment-
ation, including Tversky loss [145], sensitivity specificity loss [146], and Haus-
dorff Distance [147], to name a few.

In conclusion, selecting an appropriate loss function is essential for achiev-
ing optimal performance in semantic segmentation tasks. By understanding
the unique characteristics and advantages of various loss functions, researchers
can make informed decisions to tailor their models to specific challenges and
improve their segmentation results.
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4 | Advanced deep learning theories

Although deep learning has made significant strides in processing complex and
high-dimensional data, the field continues to face several notable challenges
[148]. This thesis aims to address some of these challenges, including the
limited availability of labeled data and the lack of explainability, by proposing
novel deep learning methods.

Specifically, Papers I and II address the limited availability of labeled data
by proposing novel semi-supervised methods for image tasks. Paper I presents
a semi-supervised image classification method that integrates the underlying
data structure with a limited amount of annotated data within a single net-
work. Paper II builds upon the idea from Paper I to propose a semi-supervised
semantic segmentation method.

Meanwhile, Paper III aims to address the lack of explainability and pro-
poses a novel explainable deep learning method based on the information bot-
tleneck framework [36, 149]. The proposed method formulates essential re-
quirements to the objective function that the explanation should learn to en-
compass, such as sufficiency, minimality, and interactivity of the explanation.

This chapter aims to provide an overview of advanced deep learning the-
ories, presenting the theoretical foundation of the three included papers that
form the core of this thesis. Section 4.1 discusses the theoretical background
of semi-supervised deep learning, focusing on how both labeled and unlabeled
portions of data contribute to training a single network. Section 4.2 elabor-
ates on the explainability of deep neural networks, with an emphasis on the
application of the information bottleneck framework.

4.1 Semi-supervised deep learning

Semi-supervised deep learning is a learning scheme for neural networks, striving
to fully exploit datasets that contain both labeled and unlabeled data. In real-
world situations where acquiring labeled data is challenging or costly [150],
semi-supervised deep learning proves especially beneficial [151–153], as it can
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Figure 4.1: Overview of a few consistency training methods. (a) Π model, (b) mean teacher, (c)
interpolation consistency training.

leverage the extensive amounts of available unlabeled data to enhance analysis
performance.

This section focuses on two primary approaches in semi-supervised deep
learning. Section 4.1.1 explores consistency training [154], which is based on
the principle of the smoothness assumption [155]. This principle posits that if a
small and realistic perturbation is applied to an input, the model’s prediction
should not change significantly [156]. Meanwhile, Section 4.1.2 investigates
pseudo-labeling, an approach that assigns labels to unlabeled data using a
model trained on labeled data. The model’s predictions for the unlabeled
data act as pseudo-labels, allowing the integration of unlabeled data into the
training process to enhance performance. The relevance of these approaches
to the presented papers is further discussed in Section 4.1.3.

4.1.1 Consistency training

Consistency training seeks to ensure that a network produces similar outputs
for perturbed versions of the same input [154, 156]. By doing so, it aims to
push the decision boundary into lower-density regions, leading to better class
separation. A common approach to achieve this is incorporating a consistency
loss into the objective function [151, 152, 157]. Therefore, the objective func-
tion often consists of a supervised loss Ls, a consistency loss Lu, and a weight
w to balance learning from both losses:

L = wLu + Ls. (4.1)
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This section discusses three consistency training approaches, including the
Π model [157], mean teacher [152], and interpolation consistency training [151].
An overview of these methods is illustrated in Figure 4.1.

Π model With an input x and its perturbed version x̃, the consistency loss
of the Π model [157] is defined as the mean squared error (MSE) between
the predictions ŷ and ỹ corresponding to x and x̃. Alongside the supervised
loss, which is the cross-entropy (CE) between ŷ and the ground truth y when
available, the objective function of the Π model is defined as:

L = w
1

|Du|
∑

x∈Du

MSE (ŷ, ỹ) +
1

|Ds|
∑

x,y∈Ds

CE(ŷ, y). (4.2)

Here, Du and Ds represent the subsets of unlabeled and labeled training data,
respectively, with the size notation |·| denoting the number of instances in each
subset.

Mean teacher The random perturbations observed in the Π model can be
inefficient in high dimensions, given that only a limited subset of the input
perturbations are capable of pushing the decision boundary into lower density
regions [156]. To address this, the mean teacher [152] employs a teacher-
student paradigm to enforce consistency during training. The main idea is for
the teacher to provide a prediction for the unlabeled input, while the student
utilizes this prediction to learn from the consistency loss. To achieve this, two
neural networks, namely a student network and a teacher network, are utilized,
with θS and θE representing their respective network parameters.

The student network learns in a similar way as the Π model [157], where
the difference is the consistency loss, which is defined as the MSE between
the predictions of the student and teacher networks for the same input. This
encourages the student network to produce consistent predictions with the
teacher network. The objective function for the student network is defined as:

L = w
1

|Du|
∑

x∈Du

MSE
(
ŷS , ŷE

)
+

1

|Ds|
∑

x,y∈Ds

CE
(
ŷS , y

)
. (4.3)

In this equation, ŷS and ŷE indicate the predictions of the student and teacher
networks, respectively.

The teacher network has its parameters updated using an exponential mov-
ing average (EMA) of the student network. This update occurs at each epoch,
denoted by t, and uses a decay rate, represented by α:

θE
t = αθE

t−1 + (1− α)θS
t . (4.4)
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A possible limitation of the mean teacher approach could be the conver-
gence of the teacher model to the student model over many training iterations,
which might transfer biased and unstable predictions. An alternative method
entails simultaneously training two student models with distinct initializations
[158].

Interpolation consistency training Interpolation consistency training (ICT)
[151] is proposed to address some of the limitations mentioned above by gen-
erating more systematic and meaningful perturbations, which are aligned with
the input space. To achieve this, ICT employs a Mixup [159] operator, which
interpolates between two instances. The operator creates a perturbed input
from two unlabeled inputs as follows:

Mixλ(xi,xj) = λxi + (1− λ)xj . (4.5)

In this equation, xi,xj are two unlabeled inputs, and λ ∼ Beta(α, α) for
α ∈ [0,∞].

With the perturbed input x̃, i.e., x̃ = Mixλ(xi,xj), and using the teacher-
student paradigm, the objective function for the student network in ICT is
defined as follows:

L = w
1

|Du|
∑

xi,xj∈Du

MSE
(
ˆ̃yS ,Mixλ

(
ŷEi , ŷ

E
j

))
+

1

|Ds|
∑

x,y∈Ds

CE(ŷS , y). (4.6)

Here, ˆ̃yS represents the prediction of the student network using the perturbed
input x̃, while ŷEi and ŷEj denote the predictions of the teacher network using
inputs xi and xj , respectively.

Notably, the Mixup operator is applied to the teacher network’s predic-
tions, i.e., Mixλ(ŷ

E
i , ŷ

E
j ), where the output is used to calculate the MSE in

conjunction with ˆ̃yS . The teacher network is a moving averaged version of the
student network, as shown in Equation 4.4.

4.1.2 Pseudo-labeling

Pseudo-labeling methods often involve the generation of hard labels for un-
labeled data using the prediction function of the network [160]. This enables
learning from unlabeled data using the same loss function as used for the
labeled data, such as cross entropy [161]. This has an advantage over con-
sistency training using a MSE loss [151, 152, 157], as the cross entropy can
produce steeper gradients for better learning from the unlabeled data.

However, the quality of the training largely depends on the accuracy and
reliability of the generated pseudo-labels, highlighting the importance of gen-
erating high-quality pseudo-labels for optimal training results [153, 162]. [163]
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Figure 4.2: An overview of pseudo-labeling.

demonstrates that naive pseudo-labeling can lead to overfitting on incorrect
pseudo-labels due to confirmation bias, proposing the use of soft pseudo-labels
with regulation techniques instead.

Figure 4.2 provides a step-by-step illustration of the pseudo-labeling pro-
cess. The network is pretrained on the labeled data, indicated in step 1○, and
assigns pseudo-labels to unlabeled instances using its predictions, indicated in
steps 2○- 3○. A selection mechanism, depicted in step 4○, may be employed if
needed.

For selection, various strategies can be adopted, such as selecting the top-k
unlabeled samples predicted with the highest confidence [164, 165] or using re-
lative confidence based on heuristics [166]. A combination of confidence score
and uncertainty can also be utilized to determine which instances to include
in training [167–169]. Iscen et al. [170] incorporate label propagation into
pseudo-labeling by alternating between training the network on both labeled
and pseudo-labeled examples, constructing a nearest neighbor graph, and ap-
plying label propagation to improve pseudo-labels. Lastly, the network under-
goes further training with the labeled and (selected) pseudo-labeled instances,
as shown in step 5○.

Pham et al. [171] leverage the teacher-student paradigm for pseudo-labeling.
The student network learns from the pseudo-labels created by the teacher
network. The teacher network, pretrained using labeled data, generates soft
pseudo-labels for each unlabeled instance based on its own prediction function.
The student network, trained with the pseudo-labels, computes the validation
loss to train the teacher network. The gradients of the validation loss in the
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student network can be backpropagated to the teacher network using policy
gradients [172].

4.1.3 Relevance of semi-supervised learning to the included
papers

The core idea presented in Papers I and II is based on the simultaneous use of
consistency training and pseudo-labeling. In these papers, the predictions for
each unlabeled sample are expected to be consistent with those of its neigh-
boring labeled samples.

To enforce consistency, unsupervised clustering [33] is applied to both
labeled and unlabeled data, generating a clustering structure with a larger
number of clusters than the presented class attributions. This approach al-
lows for a fine-grained investigation of the structure of the data, providing
an understanding of the input space without relying on the label space. The
pseudo-labels assigned to the entire training data reflect the underlying cluster-
ing structure, and the network learns an unsupervised clustering representation
based on these pseudo-labels.

Once the unsupervised training phase is complete, the network is trained
in a supervised manner on the labeled data to learn class decision boundar-
ies that are aligned with the underlying clustering structure. By alternating
between unsupervised and supervised training at the mini-batch level, the net-
work can learn the structure of the input space while taking into account the
class decision boundary. This approach allows the network to effectively integ-
rate the unsupervised clustering structure of the data with the labeled class
information, leading to improved predictive performance.

4.2 Explainability in deep learning

The application of deep learning in marine environment monitoring has demon-
strated impressive progress, as evidenced by recent research works [13, 28, 173–
177]. However, a significant limitation of these models is the lack of clarity
regarding what information is necessary for the input data and how it should
be used to make a decision [178, 179]. If deep learning models are unable to
provide an explanation for their decision-making process, their adoption and
further application can be limited.

To address this issue, explainability in deep learning has been emphasized,
which aims to create intelligent systems that are transparent and interpretable
by providing human-understandable explanations for their decisions [26, 27,
41, 180, 181]. This emphasis is expected to lead to the development of new
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explainable deep learning methods that ensure the safety and reliability of
predictions in various scenarios, such as adversarial attacks [182].

Although the importance of explainability is emphasized, the precise defin-
ition of explainability and its requirements are still subjects of exploration
[26, 41, 95, 178]. The ultimate goal of these requirements is to be mathemat-
ically formulated and included in the training process, enabling the network
to learn to achieve self-explainability [183]. This differs from a-posteriori ex-
plainability [184–188] in that their pretrained network often learns with a focus
only on input-output relevance, such as cross entropy.

In this section, we will provide a brief comparison between self-explainability
and a-posteriori explainability, followed by an overview of the requirements for
explainability as introduced in the literature [26, 41].

4.2.1 A-posteriori explainability and self-explainability

A-posteriori explainability focuses on interpreting and understanding pretrained
neural networks by identifying the input features relevant to the decisions made
by a pretrained network [184–188]. The pretrained networks employed in this
line of research are frequently optimized to maximize input-output relevance,
such as accuracy.

In contrast, self-explainability refers to neural networks where both the
network architecture and training mechanisms are specifically designed to of-
fer transparency and interpretability, providing decisions and their reasoning
simultaneously [183]. The objective function used in self-explainable models
often incorporates explainability requirements that contribute to generating
a good explanation. Figure 4.3 presents a visual comparison of a-posteriori
explainability and self-explainability.

One line of a-posteriori methods involves gradient-based approaches, where
the explanation is calculated using gradients or reverse propagation in the
input space. Examples of this approach include Grad-CAM [187], LRP [184],
Guided Backpropagation [185], and DeepLIFT [186]. Grad-CAM [187] uses the
gradients of logits, flowing into the final convolutional layer to produce a coarse
localization map highlighting the important regions in the image. Although
the gradient-based methods are relatively straightforward to implement in the
given network architecture, they are limited to the models with differentiable
neural activation [189], and the visualizations based on gradient-based methods
often contain falsely perceptual regions in addition to a coarse representation
[189].

Another line of a-posteriori methods is the perturbation-based method,
which observes output changes by processing a set of perturbed images [190].
Examples of this approach include LIME [188], RISE [191], Occlusion [192],
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Figure 4.3: Comparison of (a) an a-posteriori explainable method and (b) a self-explainable method.

SHAP [193], and real-time detection [194]. A well-known method LIME [188]
first employs occlusions of superpixels from the original image to synthesize
a number of neighboring image instances. The synthesized instances and the
outcomes are used to fit a linear model where the coefficients of the linear model
explain the contributions of occluded features. Perturbation-based methods
are known for providing robust and reliable explanations in the input space.
However, a challenge faced by these methods is the combinatorial complexity
explosion, as there may be practical limits in the number of perturbations that
can be sampled [190].

Meanwhile, the objective function in self-explainable methods often integ-
rates requirements for explainability, such as intelligibility [41, 195], coherence
[183], and minimality [196], into the learning process to account for what con-
stitutes a good explanation. Essentially, this approach leverages the modeling
capabilities of neural networks to achieve better explanations [144, 183], trans-
forming black-box neural networks into transparent "glass-boxes" [197] that
reveal the decision-making process and the factors contributing to it [198].

While the precise formulation may vary depending on the method and
application, one intuitive approach for achieving self-explainability is to math-
ematically formulate these requirements and add them to the objective func-
tion [195, 196], in addition to a loss term seeking input-output relevance. In
some cases, modifying the network structure can enhance transparency at spe-
cific stages of the decision-making process [183, 196]. For instance, in the
self-explaining model SENN [183], the network consists of three modules that
explicitly separate the process of extracting relevant features, computing rel-
evance scores, and combining them into a prediction. This modular structure
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enables the network to achieve self-explainability and increase transparency.
To ensure transparency and interpretability of deep learning models, it is

necessary to define and understand the requirements for explainability [26].
One way to categorize these requirements is by using the framework proposed
by Sokol et al. [41], which groups them into five categories: usability, func-
tional, operational, safety, and validation requirements. For marine environ-
mental monitoring, it is critical to convey the network’s decisions to experts
from various disciplines. Therefore, usability requirements are of particular
importance in this thesis and will be elaborated on in more detail below.

Sokol et al. [41] propose five groups of requirements for explainability.
Functional requirements address algorithmic considerations of the network and
explanation, such as supervision level (supervised, semi-supervised, or unsuper-
vised), problem type (classification or regression), explanation target (model
predictions, model parameters, or data), and relation to the prediction (a-
posteriori or self-explainable). Operational requirements indicate the inform-
ation needed for end-users to effectively interact with explanations, including
explanation form (visualization, textualization, or statistical summarization),
logical relationship (causal or relevant), and degree of transparency. Safety
requirements consider the impact of explainability on the security and privacy
aspects of predictive systems, including information leakage and explanation
misuse. Validation requirements aim to require a generally agreed-upon val-
idation protocol to assess and prove the effectiveness of the explainability ap-
proach. Such a protocol can help eliminate confirmation bias and mitigate
selection bias [41, 199].

4.2.2 Usability requirements

Usability requirements adopt a user-centered perspective, focusing on explan-
ation properties that are easily understood by the explainee, as discussed in
Sokol et al. [41]. Among several usability requirements that have been iden-
tified within the literature, four of these requirements, specifically soundness,
parsimony, completeness, and interactiveness, hold particular relevance to this
thesis and will be elaborated upon.

Soundness aims to measure the accuracy of an explanation in relation to the
underlying prediction model [41, 200]. One potential candidate for measuring
soundness is mutual information [36, 201]. This information theoretical metric
measures the shared information between two variables, in this case, the mutual
information between the explanation and the prediction target.

This metric is referred to as sufficiency within the information bottleneck
framework [35], which will be further discussed in Section 4.2.3. By maximizing
the mutual information, the network learns to increase the relevance of the



54 CHAPTER 4. ADVANCED DEEP LEARNING THEORIES

information contained in the explanation concerning the target, leading to
more accurate predictions.

The parsimony requirement emphasizes that explanations should be suc-
cinct and focused, avoiding the unnecessary inclusion of information that may
overwhelm the explainee [26, 41, 200, 202]. Parsimony can be employed as
a strategy to decrease the complexity of the explanation, ensuring that the
model’s description is suitable for users with varying levels of background
knowledge.

Within the information bottleneck framework [35], this requirement is re-
ferred to as minimality, and is mathematically formulated to minimize the
mutual information between the input and the explanation [35, 36, 201]. By
integrating the soundness and parsimony requirements, a good explanation can
be defined as one that effectively conveys the most information while using the
fewest arguments [196].

Completeness pertains to the degree to which an explanation can gener-
alize and accurately represent the underlying predictive model [26, 41]. A
dependable and effective explanation should have the ability to generalize well
beyond a specific sample, indicating that the explainability method should
provide reliable explanations for all samples within the dataset. This require-
ment is closely related to self-explainability, which strives to attain a global
explanation through learning.

Interactiveness is a vital component of explanation fidelity, as user exper-
iences can greatly differ based on their domain knowledge and expertise level
[203]. To enhance the user experience, the explanation process should be con-
trollable and interactive, enabling users to tailor the explanation according to
their individual needs [26, 41, 202, 204]. In the context of multi-frequency echo-
sounder data, which is inherently multi-disciplinary, the network’s explanation
becomes more persuasive when it incorporates knowledge from other relevant
disciplines.

4.2.3 Information bottleneck

Recent advancements in explainable deep learning methods [149, 205–207] have
been leveraging information theory [37, 38, 208] to enhance the interpretability
and transparency of deep learning models. These methods utilize metrics of in-
formation quantities and information theoretical learning principles to explain
the underlying mechanism of the model’s decision.

The information bottleneck (IB) framework [36, 149, 207] has emerged as
a promising approach in this context. It aims to find the optimal bottleneck
representation T between the input X and the output Y [35, 36, 207]. This
is accomplished by balancing two opposing objectives: minimizing the mutual
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information between X and T for the explanation’s minimality, e.g., I(X;T ),
and maximizing the mutual information between T and Y for sufficiency. The
first goal ensures that the bottleneck representation T contains as sufficient
information of the input X as possible. Meanwhile, the second goal aims to
compress the bottleneck T to have minimal but essential information relevant
to the output Y . The general objective function of the IB framework, denoted
by L, is defined as:

L = I(T ;Y )− βI(X;T ), (4.7)

where this trade-off between sufficiency and minimality can be controlled by a
Lagrange multiplier β.

Information bottleneck explainability The IB framework has recently
gained attention as a promising approach for achieving explainable deep learn-
ing [196, 209]. This is due to the sufficiency and minimality components in the
IB framework, which align with the requirements for explainability outlined in
[41, 182]. Furthermore, by optimizing the objective function in Equation 4.7
using gradient descent, the network can become self-explanatory [183, 196].

To enable explainability, an attribution mask denoted as M is introduced.
Each pixel in M represents the importance score of the corresponding pixel in
the input X in making a prediction. The attribution mask M is integrated
with the IB framework through the bottleneck representation T :

T = M ⊙X, (4.8)

where ⊙ denotes the Hadamard product that performs element-wise multiplic-
ation.

By combining Equation 4.8 with Equation 4.7, the result is:

L = I(M ⊙X;Y )− βI(X;M ⊙X). (4.9)

The presented learning procedure involves two network modules, the ex-
plainer and classifier, connected in series to realize the objective function in
Equation 4.9. During the forward pass, the explainer module creates the at-
tribution mask M from the input X, where each pixel is restricted to have a
score between 0 and 1. Using the Hadamard product in Equation 4.8, the mask
representation M simulates spatial feature removal by partially or completely
masking elements of X. The subsequent classifier module then classifies the
bottleneck representation T into classes in the label Y . During the backward
pass, both network modules are simultaneously optimized in an end-to-end
fashion using gradient descent. Figure 4.4 illustrates an overview of the IB
explainability.
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Figure 4.4: Visual illustration of the IB explainability on an image.

4.2.4 Relevance of explainability to the included paper

Paper III proposes a novel explainability method, DIB-X, which stands for
deterministic information bottleneck explainability. DIB-X is a generic self-
explainable deep learning method that addresses the usability requirement of
explanation. It is inspired by the multi-disciplinary nature of marine envir-
onmental monitoring and the necessity to ensure reliability for experts from
diverse background domains.

DIB-X leverages the IB framework [35] to address the usability require-
ments of soundness and conciseness, which correspond to sufficiency and min-
imality, respectively, within the framework. Additionally, DIB-X seeks to im-
prove interactivity by incorporating domain knowledge into the explanation.
The completeness requirement is also addressed as DIB-X operates in a self-
explainable manner.

In addition, DIB-X proposes a novel solution that directly computes mutual
information without relying on variational methods to address the challenge of
computing mutual information in a high-dimensional space [35]. The mutual
information between the input and the explanation, denoted as I(X;T ), is
widely acknowledged as a difficult task due to its intractable nature [196, 207,
209]. Existing IB approaches [210–212] often rely on variational approximation
or adversarial training to maximize a lower bound of the original IB objective.
However, Chen et al. [209] argue that these lower bounds may not be tight
in practice, especially when training data is limited. Therefore, by directly
computing mutual information, DIB-X offers an alternative approach for the
IB-based explainable method that does not rely on variational approximation.
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5 | Paper I

Semi-supervised Target Classification in Multi-frequency
Echosounder Data

Changkyu Choi, Michael Kampffmeyer, Nils Olav Handegard, Arnt-Børre Sal-
berg, Olav Brautaset, Line Eikvil, and Robert Jenssen
ICES Journal of Marine Science, vol. 78, no. 7, Oct. 2021

Summary

The paper aims to address a limitation of supervised learning, which is the
heavy dependence on manually annotated data instances. For situations with
limited access to annotated data, a novel semi-supervised deep learning method
is proposed, which employs a small number of annotated instances along with
a large amount of unannotated instances within a single end-to-end trainable
convolutional neural network architecture. The proposed method functions
with two interconnected objective functions, e.g., a clustering objective and
a classification objective. These objectives optimize the shared convolutional
neural network alternately. The clustering objective leverages the underlying
structure of all data, both annotated and unannotated, while the classification
objective enforces consistency within given classes using the limited annotated
instances.

Figure 5.1 provides an overview of the proposed method. In the figure,
each point represents an extracted patch, with gray points being unannotated
and colored points (red, green, or blue) indicating annotated patches corres-
ponding to their class. (a) The training data occupies an arbitrary space. (b)
The clustering objective helps form clusters regardless of annotation. (c) The
available annotated data and the classification objective optimize the CNN in
a supervised manner. (d) By iterating through steps (b) and (c), the method
constructs a decision boundary with respect to given classes, where unan-
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Figure 5.1: Overview of the proposed method in Paper I.

notated points are positioned within the boundary according to their respective
clusters.

Our proposed method is methodologically versatile and has been evaluated
in the context of acoustic target classification (ATC), a field of significant in-
terest for marine ecosystem and fishery management due to its potential to
estimate species abundance or biomass. We assess the method using multi-
frequency echosounder data from a sandeel case study in the North Sea. The
experimental results demonstrate the effectiveness of our method in this ap-
plication.

Contributions by the author

In this collaborative research project, the main idea of the proposed method
was jointly conceived by myself, Michael Kampffmeyer, Arnt-Børre Salberg,
and Robert Jenssen. As the first author, I was responsible for preprocessing
the echosounder data, implementing the proposed method, conducting exper-
iments, writing the manuscript, and finalizing the paper. At each stage of
the project, I actively sought and integrated feedback and revisions from my
co-authors, which contributed to the rigor and quality of the final paper.
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Deep Semi-supervised Semantic Segmentation in Multi-
frequency Echosounder Data

Changkyu Choi, Michael Kampffmeyer, Nils Olav Handegard, Arnt-Børre Sal-
berg, and Robert Jenssen
IEEE Journal of Oceanic Engineering, vol. 48, no. 2, 2023

Summary

This paper proposes a novel semi-supervised semantic segmentation method,
which is an extension of the semi-supervised deep learning method proposed in
Paper I, tailored for the semantic segmentation task. The fisheries and aquatic
industry has a specific interest in semantic segmentation, as it enables non-
invasive estimation of marine organism abundance and large-scale observation
of the underwater environment. However, the high degree of class imbalance
in semantic segmentation, where the background class accounts for approxim-
ately 99 percent of total pixels, presents a considerable challenge. To tackle
this issue, the proposed method incorporates a class-balancing technique based
on the model’s predictions into the learning process, alongside the alternating
optimization proposed in Paper I. The proposed semi-supervised segmenta-
tion method achieves results comparable to the standard supervised semantic
segmentation method while utilizing a smaller amount of annotated data.

Figure 6.1 provides an overview of the proposed method. In the figure, (a)
Input echosounder data, where each backscattering intensity (pixel) will be
clustered and classified into given classes. (b) Clustering structure identified
by the unsupervised clustering objective. This clustering structure serves as the
pseudo-label to train the network using cross-entropy. (c) Pixel-level ground-
truth annotation. The supervised segmentation objective leverages this to
optimize the network in a supervised manner. In a semi-supervised setting,
only a few input images have these annotations. (d) Predicted segmentation
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Figure 6.1: Overview of the proposed segmentation method in Paper II.

map achieved by alternating between the two objectives.

Contributions by the author

In this collaborative research project, the main idea of the proposed method
was jointly conceived by myself, Michael Kampffmeyer, Arnt-Børre Salberg,
and Robert Jenssen. As the first author, I was responsible for preprocessing
the echosounder data, implementing the proposed method, conducting exper-
iments, writing the manuscript, and finalizing the paper. At each stage of
the project, I actively sought and integrated feedback and revisions from my
co-authors, which contributed to the rigor and quality of the final paper.



7 | Paper III

Deep Deterministic Information-Bottleneck Explain-
ability on Marine Image Data

Changkyu Choi, Shujian Yu, Michael Kampffmeyer, Nils Olav Handegard,
Arnt-Børre Salberg, and Robert Jenssen
Submitted to Pattern Recognition

Summary

This paper introduces DIB-X, a novel self-explainable method that emphasizes
usability principles of explanations [41], represented as minimality, sufficiency,
and interactivity. These principles are mathematically formulated in the ob-
jective function, allowing the network to learn the principles during optimiz-
ation. The minimality and sufficiency principles are formulated through the
information bottleneck (IB) framework, which seeks to find the optimal bal-
ance between their trade-off relationship. Notably, DIB-X directly quantifies
the minimality principle using the recently proposed matrix-based R’enyi’s α-
order entropy functional, eliminating the need for variational approximation.
The interactivity principle is achieved by incorporating existing domain know-
ledge as prior explanations, promoting explanations that align with established
domain understanding. Empirical results on two marine environment monit-
oring datasets demonstrate the effectiveness of the proposed method.

Figure 7.1 offers an overview of the proposed method, where the method
consists of four steps. 1○ The input image X is used to create the attribution
mask M by being processed by the explainer network module. 2○ If domain
knowledge in the form of the mask prior Mp is available, it can be integrated
into the attribution mask. 3○ The attribution mask is employed to generate
the bottleneck representation T , which is obtained by taking the Hadamard
product of the mask with the input image X. 4○ The classifier network module
processes the bottleneck representation T to perform the classification task.
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Figure 7.1: Overview of the proposed DIB-X in Paper III.

Contributions by the author

In this collaborative research project, the main idea of the proposed method
was jointly conceived by myself, Shujian Yu, Michael Kampffmeyer, Arnt-Børre
Salberg, and Robert Jenssen. As the first author, I was responsible for prepro-
cessing the echosounder data, implementing the proposed method, conducting
experiments, writing the manuscript, and finalizing the paper. At each stage
of the project, I actively sought and integrated feedback and revisions from my
co-authors, which contributed to the rigor and quality of the final paper.



8 | Concluding Remarks

This thesis aims to advance deep learning for marine environmental monitoring
by addressing key challenges such as limited annotated data and explainability,
which hinder its broader application in the field.

To address the challenge of limited annotated data, we propose a generic
semi-supervised classification method that can be extended to semi-supervised
semantic segmentation. Our approach is assessed using multi-frequency echo-
sounder data, demonstrating performance on par with fully-supervised meth-
ods while requiring fewer annotated instances. This data-efficient method not-
ably reduces annotation costs and maintains performance, showcasing its po-
tential for real-world applicability.

To address explainability, we propose a self-explainable deep learning method,
DIB-X, which simultaneously provides decisions and explanations throughout
the learning process. Inspired by the information bottleneck framework [35],
DIB-X identifies latent bottleneck representations as explanations while balan-
cing information sufficiency and minimality. Additionally, DIB-X can integrate
domain knowledge as prior information, facilitating explanation learning based
on existing knowledge.

Enhanced explainability from DIB-X fosters trust among domain experts,
which is crucial in the multidisciplinary field of marine environmental monit-
oring. By improving model explainability, we facilitate the integration of deep
learning models into marine monitoring practices, potentially paving the way
for more transparent and reliable solutions for marine environment preserva-
tion.

Limitations and future work

While the thesis has made contributions to addressing key challenges in deep
learning for marine environmental monitoring, some limitations and potential
future work still remain.
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Paper I Our semi-supervised learning method is designed to train the net-
work by alternately optimizing two objective functions. However, this altern-
ation may lead to confusion in the initial stages of training, resulting in ineffi-
ciency and slow convergence.

To address this challenge, future work could explore simplifying the training
process by merging both objectives into a single function. This approach would
allow the network to simultaneously focus on both classification and clustering
tasks. A promising method to achieve this unification involves adopting the
mathematical formulation introduced by Boubekki et al. [213], which enables
unsupervised clustering through gradient descent.

By implementing this method, we can create a unified objective function
for semi-supervised learning, which in turn enhances the training process of our
proposed method. Moreover, this can contribute to the generalization of semi-
supervised learning, making them applicable to a wide variety of problems.

Paper II Our semi-supervised segmentation method addresses the challenge
of severe class imbalance by utilizing weighted cross entropy, where the weight
is internally determined by the model’s predictions. While this approach at-
tains a satisfactory level of predictive performance, there remains potential for
further investigation and improvement.

Future work could investigate alternative loss functions known for their
robustness in handling class imbalance, in order to assess their impact on
performance. Additionally, we could explore incorporating new metrics based
on information theory [37], such as mutual information [36], into the objective
function.

From a practical perspective, a follow-up study comparing various loss
functions to select the most appropriate one would be a valuable contribution,
as this has not yet been well-established in the field of marine environment
monitoring, particularly in acoustic target classification.

Paper III In this work, we have demonstrated that DIB-X performs well on
uni-modal data from different collection modalities, such as RGB cameras and
echosounders. As a result, it is a natural progression to extend its application
to multi-modal data in future research.

In practice, while collecting echosounder data, biological sampling might be
conducted by deploying a trawl in areas with strong backscattered intensity,
or by capturing images with an RGB camera attached to the trawl. Con-
sequently, it would be valuable to utilize this data to investigate multi-modal
explainability.
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Concluding remark

In conclusion, this thesis highlights the imperative for collaboration between
deep learning experts and domain specialists in the realm of marine environ-
mental monitoring, emphasizing the necessity of interdisciplinary approaches
to tackle intricate real-world challenges. The methods proposed herein rep-
resent the commencement of this endeavor, with subsequent steps involving
evaluation, integration, and operation being crucial to their effective imple-
mentation in the field. It is anticipated that as deep learning and marine
environment monitoring further develop and converge, this thesis will serve
as a foundational work, stimulating additional progress in this critical area of
research. Through the cultivation of robust collaborations and the adoption
of pioneering methodologies, we can collectively contribute to the preservation
and protection of our invaluable marine ecosystems.
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Acoustic target classification in multi-frequency echosounder data is a major interest for the marine ecosystem and fishery management since
it can potentially estimate the abundance or biomass of the species. A key problem of current methods is the heavy dependence on the manual
categorization of data samples. As a solution, we propose a novel semi-supervised deep learning method leveraging a few annotated data samples
together with vast amounts of unannotated data samples, all in a single model. Specifically, two inter-connected objectives, namely, a clustering
objective and a classification objective, optimize one shared convolutional neural network in an alternating manner. The clustering objective
exploits the underlying structure of all data, both annotated and unannotated; the classification objective enforces a certain consistency to given
classes using the few annotated data samples. We evaluate our classification method using echosounder data from the sandeel case study in the
North Sea. In the semi-supervised setting with only a tenth of the training data annotated, our method achieves .% accuracy, outperforming
a conventional semi-supervised method by . percentage points. When applying the proposed method in a fully supervised setup, we achieve
.% accuracy, surpassing the standard supervised deep learning method by . percentage points.

Keywords: acoustic target classification, deep clustering, limited annotation, pseudo-labeling, semi-supervised deep learning

Introduction
Acoustic target classi!cation is a !eld of research that analyzes the
marine acoustic data for the marine ecosystem and !shery manage-
ment, and an analysis task of multi-frequency echosounder data is
a major interest (Korneliussen, 2018). The goal is to assign an ob-
served acoustic backscattering intensity to a given acoustic category.
The results can be used to estimate the abundance or biomass of the
species (MacLennan and Simmonds, 2013).

One common approach for acoustic target classi!cation is man-
ual categorization, where the operators identify and select regions
with similar acoustic properties (Korneliussen, 2018). This man-

ual categorization may be supported by relative frequency response
(Kloser et al., 2002; Korneliussen and Ona, 2003), echo traces (Reid,
2000), trawl sampling (Handegard and Tjøstheim, 2009), and do-
main knowledge of the target categories. However, the application
of the supporting methods is limited due to their extremely high
cost, making the manual process vulnerable to bias from the opera-
tors. Hence, automated and scalable analysis methods are required
to e"ciently cope with the multi-frequency data.

Deep learning, a family of data-driven computational models
known for their #exibility and scalability, can provide an answer
to the need. Especially convolutional neural networks (CNNs),
a popular deep learning framework, are renowned to excel at

C© The Author(s) 2021. Published by Oxford University Press on behalf of International Council for the Exploration of the Sea. This is an
Open Access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium,
provided the original work is properly cited.
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image tasks (Long et al., 2015). Although echosounder data are not
images in the traditional sense, there exist commonalities between
the two. Both data sources re#ect visual observations, where each
observation channel provides a structured form of the data in a
two-dimensional array. Based on the commonality, a few studies
have successfully applied the CNNs to perform target classi!cation
on the echosounder data, where the tasks are detection of sandeel
(SE) schools (Brautaset et al., 2020) and herring schools (Rezvani-
far et al., 2019). These CNNs learn how to extract abstract charac-
teristics from patterns in the echosounder data, and the extracted
characteristics are referred to as feature representation.

The feature representation that the neural networks learn is de-
pendent on the formulated objective function. The objective func-
tion is designed to re#ect the goal of the task, and measures an error
between the current prediction of the CNN and the optimum that
is often the human-provided annotation. “Fully supervised learn-
ing” refers to algorithms where the entire training data set is an-
notated. The learning scheme of the CNN is an iterative optimiza-
tion process that gradually minimizes the error measured by the
objective function. Provided a high quality of the training data and
that an appropriate choice of the CNN are assured, the fully super-
vised learning approaches achieve a good level of performance as
the model learns the feature representations in a way to mimic the
corresponding annotations of the data.

It is, however, extremely costly and challenging to acquire the
annotations in many real-world data including the echosounder
data. The aforementioned acoustic target classi!cation studies us-
ing CNNs learn in a fully supervised fashion, which heavily depends
on the manual categorization process by the operators in order to
train their models. Hence, new learning schemes are required in or-
der to deal with an increasing volume of the datasets in an e"cient
and e$ective manner, where the dependency on the annotated data
is reduced.

In this paper, we propose a novel deep learning algorithm for
acoustic target classi!cation, which operates on the condition that
only a small part of the data is annotated, referred to as semi-
supervised deep learning (Chapelle et al., 2009). The novelty of our
work is that the proposed algorithm exploits the underlying struc-
ture of the data including both the annotated part and the unan-
notated part using two interconnected objective functions, namely,
a clustering objective and a classi!cation objective. The alternat-
ing optimization process by the two objective functions allows the
unannotated part of data to contribute to form decision boundaries
with respect to the given classes, which is not applicable for a com-
mon supervised deep learning (SDL). To the best of our knowledge,
this is the !rst semi-SDL algorithm applied for the acoustic target
classi!cation.

The multi-frequency echosounder data used in this study have
been annually collected at the North Sea since 2009 by the Norwe-
gian Institute of Marine Research for the case study of classifying
lesser SE (Ammodytes marinus), a small !sh without a swim bladder.
Due to the abundance and fat richness (Raitt, 1934), it is considered
as the major forage !sh of the food chain, preyed on by a great vari-
ety of predators such as piscivorous !sh species, marine mammals,
and seabirds (Daan et al., 1990; Furness, 2002). Analogously, the
depletion of the SE stock causes a severe damage to the ecosystems
(Johnsen et al., 2017). For instance, Frederiksen et al. (2007) argue
that there were exceptionally high breeding failures for most seabird
species in the North Sea in 2004, due to a sharp decline of SE stocks
in 2003, where the annual landing of SEs in 2003 was reduced to ap-
proximately 40% of the average landings in the ten previous years

(ICES, 2017). The proposed method considerably reduces the de-
pendency on the annotated data and contributes to the automated
SE stock estimation, which is important for the ecosystems as well
as the !sheries in the North Sea.

Extensive experiments conducted on this SE echosounder data
validate the robustness of the proposed method. Regarding the
patch-level semantic segmentation task, which classi!es small and
!xed-shaped patches extracted in a regular grid from the multi-
frequency echosounder data, the proposed method outperforms
both the semi-supervised benchmark under the partially anno-
tated condition and the standard SDL under the fully annotated
condition.

The contributions of this article are (i) to develop a novel
semi-SDL algorithm that is suitable for segmenting and classifying
echosounder data without prior information, and (ii) to demon-
strate the proposed algorithm on a real test case.

Background and material
Echosounder data collection
In every April and May since 2005, The Norwegian Institute of Ma-
rine Research has conducted acoustic trawl surveys in the SE areas
of the North Sea (Johnsen et al., 2017). The SE echosounder data
are measured during the surveys by multifrequency Simrad EK60
echosounder systems operating at four di$erent frequency channels
(18, 38, 120, and 200 kHz) on the vessel whose speed was approx-
imately 10 knots. The echosounders were calibrated in accordance
with the standard procedures before each survey. See Johnsen et al.
(2009) for further details.

For each frequency channel, a volume backscattering coe"cient
sv, an average amount of backscattering intensity per cubic metre
(MacLennan et al., 2002), is stored as a corresponding pixel value
of the two-dimensional echosounder data. The data are collected at
1 Hz. The horizontal length of a single pixel is 1 second and the
vertical length of a single pixel is 19.2 centimeters based on the
pulse duration of 1.024 milliseconds. The height and width of the
echosounder data, therefore, depends on the depth of the sea and
the navigating time for the survey. We analyze echosounder data
that have been collected between 2011 and 2019. The average height
of the echosounder data is 399 pixels, corresponding to 76.6 meter
depth. The total navigation time is 2,407 hours, which is approxi-
mately 11 days per year. For cross-validation, we split the data into
two groups by year and assign the data between 2011 and 2017 to
the training set, and the data from 2018 to 2019 to the test set.

Preprocessing and pixel-level annotation
In the preprocessing phase, all the volume backscattering values sv
are transformed in a decibel unit (dB re 1m−1). The values less than
−75 dB re 1m−1 or greater than 0 dB re 1m−1 are set to −75 dB re
1m−1 or 0 dB re 1m−1, respectively. Infrequently, a few number of
columns of the data are missing due to the temporary poor recep-
tion of the echosounder. We impute the minimum value −75 dB re
1m−1 to the missing columns with respect to a common time-range
grid based on the resolution of the 200 kHz echosounder data. Pix-
els with NaN (not a number) are also replaced with −75 dB re 1m−1.
We leverage both pixel-level annotation and preprocessing methods
from the earlier work (Brautaset et al., 2020), for which we share the
echosounder data.

Each pixel in the echosounder data is annotated into three classes
based on the frequency response, where the classes are SE, other
!sh species (OT), and background (BG). An expert operator manu-
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Figure 1. A part of the echosounder data at kHz (up) and the corresponding pixel-level annotation map (down). Each square indicates a
patch of size  ×  pixels, where the squares are regularly overlaid on the echosounder data with a random shift in a range of [−, ] pixels
both horizontal and vertical axes. Each echosounder patch and the corresponding annotation patch are extracted from the same location.
Patches having a surface effect (yellow line at the top of the echosounder data) are discarded. SE are colored blue and the school of OT is red in
the pixel-level annotation map.

ally delineates the !sh school boundaries and annotates the schools
across all years using the Large Scale Survey System software (Ko-
rneliussen et al., 2016). The primary frequency for the software is
chosen to 200 kHz considering the highest SE signal-to-noise ratio
(Johnsen et al., 2009). The operator adjusts the detection thresh-
old centered at −63 dB at the primary frequency to visually distin-
guish the !sh school boundaries. The delineated boundary is re-
!ned using binary morphological closing to have smoother and re-
alistic edges (Brautaset et al., 2020). The species decision process of
the delineated !sh schools is also manually performed by inspect-
ing the frequency response for each detected school and is further
validated by trawl samples where applicable. In addition to the ex-
pensive manual process, there is an element of tacit knowledge as
with any expert system. This challenges to reliably de!ne the criteria
for the classi!cation, as an e$ect from the operator may implicitly
in#uence the decision.

Patch extraction and annotation
In general, CNN-based image tasks assume a !xed dimension of
both an input image and the outcome. To apply CNN on the
echosounder data, we extract !xed and small-sized patches from
the data. Each extracted patch consists of 32 × 32 × 4 pixels, where
“4” refers to the number of echosounder channels. This patch clas-
si!cation task can be seen as a down-stream task since the CNN
learns visual features from the patches, and abstracts the learned
features to class prediction vectors, where the length of the vector
is equal to the number of classes to predict. Note that each element
in the vector represents the probability of the class prediction of
the patch with respect to each class that is achieved by the softmax
function (see deep learning terminologies in the Appendix for the
further details).

For the training patch extraction, we administer two criteria to
avoid potential sources of bias: overlap between patches is not al-
lowed, and the extracting location of a patch should be determined
with stochasticity. Abiding by the criteria, we !rst overlay grid
points spacing 36 × 36 on both the echosounder data and the cor-
responding pixel-level annotation map. Figure 1 depicts the overlay
of the windows for patch extraction based on the grid points. Each

Figure 2. Nine pairs of the patches extracted from the echosounder
data at  kHz and the corresponding pixel-level annotation map.
Three patches are randomly selected per class of BG, OT, or SE.

grid point becomes the center of the window for the patch extrac-
tion, randomly shifted within a range of [−2, 2] pixels to both width
and height axes to add stochasticity. Due to the margin in the spac-
ing of the overlaid grid points, there is no overlap between patches.
Note that the stochastic spacing is only applied to the training set.
The patches from the test set are extracted from a !xed grid, where
the centroids are spaced in 32 × 32. To neglect the undesired surface
e$ect that lies at the !rst ten rows from the top of each echosounder
data, we locate the grid points in a way that patches exclude this sur-
face e$ect. Figure 2 shows the patches from the echosounder data
and the pixel-level annotation map.

We annotate each echosounder patch leveraging the correspond-
ing pixel-level annotation. According to the extracted patch dimen-
sion, 1024 (32 × 32) annotated pixels determine the patch annota-
tion. We assign the SE or OT class to the patch, where the num-
ber of corresponding !sh pixels is greater than or equal to 16 pixels
which occupy 1.56% of the pixels in the patch. On the other hand,
the patch without !sh-annotated pixels is annotated to the BG class.
The number of patches having both SE and OT pixels together or
one !sh class but less than 16 !sh pixels is negligibly small and those
patches are discarded.
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Table 1. Extracted patches from the training echosounder data (–), and the test echosounder data (–).

Year Training set (2011–2017) Test set (2018–2019)
Class Extracted patches Undersampled Extracted patches Undersampled

(percentage) patches (percentage) patches

BG    (.)     (.)  
OT   (.)   (.)
SE   (.)   (.)

Total    (.)     (.)  

Table 1 represents the number of patches extracted from the
echosounder data. Severe class imbalance is observed, with more
than 97% of the patches belonging to the BG class. To tackle the
class imbalance, we randomly undersample patches from the ma-
jority classes to obtain the same number of patches for each of the
classes (Buda et al., 2018), resulting in a total number of training
patches of 32766, and a total number of test patches of 18012. The
patches that are excluded from both the training set and the test set
are leveraged for tuning hyperparameters.

Deep clustering
We present a novel semi-SDL method, where the idea of the pro-
posed method is to exploit both the intrinsic structure of the data
and the available annotation, in a single CNN. This method can be
applied to the echosounder data as well as being potentially gener-
alized to other data sources since it incorporates the generic idea of
deep clustering into the SDL.

Deep clustering refers to unsupervised deep learning based ap-
proaches, that aim to cluster data into underlying groups without
requiring the class attributes of the data (Korneliussen, 2018). It
leverages the representation power of the neural network in con-
junction with clustering algorithms, and partitions the input data
into clusters with respect to the learned representation. As cluster-
ing performance heavily depends on the underlying structure of the
data, deep clustering leverages the neural network to encode the
training images in the feature representations where the clustering
task becomes much easier (Jabi et al., 2019).

There are two main directions of deep clustering with respect
to designing the objective function, namely, cluster-discriminative
and cluster-generative objectives. Using mutual information or di-
vergence measures, models with cluster-discriminative objectives
learn the decision boundaries in-between clusters via posteriors
over the assignments given the inputs (Jabi et al., 2019). Deep
divergence-based clustering (DDC) exempli!es this line of research
(Kamp$meyer et al., 2019), where the objective of DDC is designed
to increase divergence between clusters while achieving compact-
ness within a cluster using information-theoretic divergence mea-
sures. Deep clustering models that utilize cluster-generative objec-
tives, such as k-means, have also been studied (Caron et al., 2018;
Biernacki et al., 2000). In their model, referred to as DeepCluster,
they explicitly model the density of datapoints within the clusters
via likelihood functions. For a given image dataset, the k-means
clustering models K di$erent densities, where each density refers to
an image descriptor or a visual feature. This has the advantage that
it is easy to increase the capacity of more visual features by simply
increasing the number of clusters K, leading to all-purpose visual
features.

The scalability of the visual features in the DeepCluster is the
reason why our method takes its main inspiration from Caron et al.
(2018) when analyzing the echosounder data. The echosounder
patches have many sources that can cause a large variance within
their feature representations. Examples include the type of !sh, the
arrangement and density of the !sh pattern, and the location and
the occupied area of the !sh pattern inside the patch, to name a
few. The method of Caron et al. (2018) enables to partition the fea-
ture representations across the numerous sources of the variance
into many clusters, and eventually discovers the intrinsic structure
of the data.

However, there is potentially valuable information given by even
just having a few annotations and it is crucial to be able to leverage
this information. Hence, we propose a new approach that has the
capability to also exploit annotated data, even in small amounts.

Method
Objective functions
The key novelty of this paper is to propose a new type of deep neu-
ral network leveraging vast amounts of unannotated data (unsu-
pervised) while being able to simultaneously exploit some available
annotated data (supervised), yielding a novel semi-SDL algorithm.
This is achieved through the optimization of an unsupervised clus-
tering objective in addition to a supervised classi!cation objective
as outlined in Figure 3. The alternating optimization process en-
ables a CNN that is trained through two interconnected objective
functions.

The clustering objective, which utilizes ideas from the study of
Caron et al. (2018), exploits the underlying structure of the data us-
ing k-means without requiring any annotation. The classi!cation ob-
jective enforces consistency of predictions with regards to the given
classes in the annotated data. These objectives optimize the CNN in
an alternating manner. Through our alternating optimization pro-
cedure, we further indirectly incorporate the annotation informa-
tion into the model, in#uencing the clustering objective to learn
both a structured representation as well as a representation that
is consistent with the available annotations. Figure 4 outlines the
learning procedure that is further described below.

Clustering objective
Refer to the Appendix for detailed information of the terminolo-
gies, such as a cross-entropy loss, end-to-end learning, softmax, and
epoch. The clustering objective of our proposed semi-supervised
model aims to address both the clustering of the input data as well
as the optimization of the CNN.
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Figure 3. Overview of the proposed method. Each point represents the extracted patch, where the point in gray is unannotated while the
points in color (red, green, or blue) indicates the annotated one with respect to the class. (a) The training data occupy an arbitrary space. (b)
The clustering objective helps to form clusters regardless of the annotation. (c) The available annotated data and the classification objective
optimize the CNN in a supervised manner. (d) The iteration of (b) and (c) constructs the decision boundary with respect to given classes,
where the unannotated points take their place inside the boundary according to their own clusters.

Figure 4. Training procedure of the proposed method. Each orange
bar represents the feature representation of each patch in a vectorial
form of the specified length. We configure that the output of the
CNN is a vector of length . Only the CNN and FC layer with red
outlines are optimized in each stage. () Create pseudo-labels. ()
Optimize the CNN using cluster objective. () Optimize the CNN and
FC using classification objective.

The proposed method takes inspiration from the study of Caron
et al. (2018) that clusters using k-means and optimizes the CNN
based on the cluster assignments, which are called pseudo-labels.
The proposed method clusters the feature representations of all
training patches into K clusters using k-means, in a way to !nd the
best assignment that minimizes the k-means loss:

Lkmns = 1
N

N∑

i=1
min

ck
d(h(i), ck ). (1)

In this expression, N is the number of training patches, d( ·, ·) is the
L2 distance between two vectors, ck is the centroid of the cluster k,
h(i) = g

(
fθ (x(i) )

)
are the principal components of the feature rep-

resentations of the ith input training patch x(i), fθ ( · ) is the CNN

that produces the feature representation, and g( · ) computes prin-
cipal component analysis (PCA). Note that we perform PCA (Wold
et al., 1987) on the feature representations before clustering in or-
der to use only the !rst few principal components for manageable
computational complexity. Also note that the CNN remains !xed
without being optimized in this step.

Next, we optimize the CNN to learn the feature representations
clustered by k-means. The CNN is trained in a supervised manner
by the supervision of the pseudo-labels, not the annotations, where
the assignment indices from the result of the k-means clustering
become the pseudo-labels. A cross-entropy loss, which is a standard
choice for the classi!cation task in SDL, is used for the optimization.

To align the lengths of the feature representation and the pseudo-
label to K, we append a single fully connected (FC) layer with a soft-
max at the end of the CNN, depicted as FC1 in Figure 4. The CNN
appended by FC1 becomes an end-to-end learning model.

The clustering objective is depicted as:

Lcls = 1
N

N∑

i=1
CE{ f̃θ (x(i) ), ŷ(i)}, (2)

where CE(z, y) = −
∑

k yk log(zk ) is the cross-entropy loss of a sin-
gle datapoint, ŷ(i) ∈ {0, 1}K is the one-hot encoded pseudo-label of
x(i), and f̃θ (·) is the FC1-appended CNN that produces the pseudo-
label prediction. The entire set of the pseudo-labels is changed each
time when a new clustering result is obtained. We randomly initial-
ize the weights of FC1, which aligns the representation of the CNN
to the pseudo-labels, for each new update of the pseudo-label set.

Classification objective
The classi!cation objective enforces consistency of predictions with
regard to the given classes in the partially available annotated data.
Using available annotated data, we train the model in a supervised
manner with respect to the given classes, anticipating that the model
learns the feature representations to compact each cluster in terms
of the annotated data. The learned representations are re#ected in
updating the clustering structure, in such a way that the structure
converges with respect to the given class distribution. Note that the
class indices matter in this step. After removing FC1 from the CNN,
we append another FC layer with softmax, called FC2, at the same
place, to learn the class prediction using the cross-entropy loss.
The CNN appended by FC2 also becomes an end-to-end learning
model.
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The classi!cation objective is depicted as:

Lsup = 1
L

L∑

i=1
CE{ f̈θ (x(i) ), y(i)}, (3)

where L ≤ N represents the number of annotated data, C represents
the number of classes to predict, y(i) ∈ {0, 1}C represents the an-
notation of x(i), and f̈θ (·) represents the FC2-appended CNN that
produces the class prediction.

Training procedure
The combined optimization leveraging both the clustering objec-
tive and the classi!cation objective in the single CNN constitutes a
novel semi-SDL method. The training procedure consists of three
stages: (1) create pseudo-labels using k-means; (2) optimize the
model using the clustering objective; and (3) optimize the model
using the classi!cation objective. The iteration of the stages from
(1) to (3) optimizes the CNN. Figure 4, Algorithm 1, and Algorithm
2 illustrate the procedures.

(1) Create pseudo-labels using k-means
The CNN provides the feature representations by processing all
training patches. These principal components of the feature rep-
resentations processed by PCA are clustered to K clusters by k-
means as shown in Equation (1). The cluster index of each patch
becomes a pseudo-label. This stage is done when each patch in the
training set has its cluster index that implies the clustering struc-
ture. The CNN processes the patches but is not optimized in this
stage.

(2) Optimize the model using the clustering objective
This stage aims to optimize the CNN under the supervision of the
pseudo-labels. We !rst construct the pairs consisting of the patch
and the pseudo-label. The pseudo-labels should be cluster-balanced
to avoid the trivial solutions of the k-means (Yang et al., 2017). To
enforce this balance, we sample pairs from each cluster up to the
average number of patches per cluster. Replacement is tolerated if
the cluster does not have enough pairs in it with respect to this
average number of patches per cluster. We append FC1 and train
the CNN in an end-to-end manner with these uniformly sampled
pairs, where FC1 has weights which maps the feature representa-
tions before PCA to K clusters, and zero bias as depicted in Equa-
tion (2). The CNN is optimized by the gradients that backprop-
agates via FC1. Note that FC1 is not optimized as the cluster in-
dices are randomly changeable. Instead we initialize the parameters
in FC1.

(3) Optimize the model using the classification objective
This stage aims to learn by the supervision of a few available class-
wise annotations (three classes in our case study). FC1 is removed
from the end of the CNN, and FC2 with zero bias and the weight
that maps the feature representations to given labeled classes is ap-
pended. Note that we keep the parameters of FC2 from the previous
turn to maintain consistency of the class prediction.

This provides another end-to-end learning model that is super-
vised by the annotation of three classes as shown in Equation (3).
The model including the CNN and FC2 is updated with gradient

Algorithm 1 Create pseudo-labels using k-means
Input: training patches X =

{
x(i)}N

i=1
Output: pseudo-labels Ŷ =

{
ŷ(i)}N

i=1
Procedure:

while i '= N do
Process x(i) to the CNN fθ
Reduce dimension of fθ (x(i) ) using PCA and store

end while
Cluster the stored feature representations using k-means
Create pseudo-label ŷ(i) using the cluster assignment of x(i)

Algorithm 2 Optimize the model by alternating two objectives
Input: X , Ŷ from Algorithm 1 and class annotation

{
y(i)}L≤N

i=1
Procedure:

Sample the same number of
(
x(i), ŷ(i)) pairs w.r.t pseudo-label

Append randomly initialized FC1 at the end of CNN: f̃θ
while i '= N do

Process x(i) to the CNN f̃θ
Compute loss with (??) and update " with gradient descent
except FC1
if y(i) exists then

Replace FC1 to FC2: f̈θ
Process x(i) to the CNN f̈θ
Compute loss with (??) and update " with gradient descent

end if
end while

decent. The prediction accuracies of the training set is measured
after the optimization. For the next iteration, we remove FC2 after
exporting the weight values and repeat the stage (1).

Organizing training data for semi-SDL
The semi-supervised method we propose exploits both the data
structure in the entire set of training patches as well as in a few an-
notated patches.

Under the assumption that the total number of the patches is
!xed, data organization for the method is characterized by the an-
notation ratio, which indicates the ratio of the annotated patches
to the entire set of training patches. We set the total number of the
training patches to 32766, and the total number of the test patches
to 18012 as depicted in Table 1.

Annotation ratio
To construct the training data for the proposed method, we intro-
duce the annotation ratio, which measures the ratio of the num-
ber of annotated patches to the number of the entire set of training
patches. Four ratios are studied, namely, 1.000, 0.100, 0.050, and
0.025, where the annotation ratio of 1.000 represents full supervi-
sion. Table 2 illustrates the number of annotated and unannotated
patches for each annotation ratio, where the number of unanno-
tated patches is the same over the classes as we annotate patches
according to the annotation ratio from the undersampled training
patches. We refer this as unannotated-balanced (U-Ba), since the
unannotated part is class-balanced. Figure 5 depicts the t-SNE plots
of U-Ba with the annotation ratio of 0.100 case.
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Table 2. The number of training patches for U-Ba case with respect to the classes BG, SE, and OT, and the annotation ratio.

Anno. ratio 1.000 0.100 0.050 0.025
U-Ba Anno. Unanno. Anno. Unanno. Anno. Unanno. Anno. Unanno.

BG           
OT           
SE           

Total            
       

Figure 5. Three-dimensional t-SNE plots of the training patches (U-Ba, .). (a) The distribution of training patches in an arbitrary space.
Colored points represents the annotated patches, while gray points are unannotated ones. (b) Clustering structure of  clusters. The color
differentiates the cluster assignment. (c) Class prediction. (d) The ground truth of the prediction.

Preserving class imbalance in unannotated part
It is important for the deep learning model to have a class-balanced
training dataset since the imbalance of the data may cause bias that
harms the generalization of the model prediction (Goodfellow et al.,
2016). To comply with this rule of thumb, we set the annotated part
of the data to be class-balanced. However, when it comes to the
unannotated part of the data, the rule of thumb is not applicable
since the annotations are not accessible to know whether it is bal-
anced or not.

The impact of the class imbalance in the unannotated part
should be independently considered as this may potentially af-
fect the performance of the proposed method. From our ex-
tracted patches, we observe the severe class imbalance. As
shown in Table 1, 97.81% of the patches belong to the BG
class.

To measure the robustness of the proposed method against
the class imbalance in the unannotated part of the data, we in-
stitute a new setting referring to as unannotated-imbalanced (U-
Im) in addition to U-Ba, where U-Im simulates the intrinsic class
distribution before undersampling patches. Table 3 speci!es the
number of patches for the U-Im case. Note that the annotated
part and the total number of patches are the same for those two
cases.

Experiments
The purpose of the experiment on our SE case study is to explore the
robustness of the proposed method in the semi-supervised learn-
ing environment that exploits limited annotations and, at the same
time, the contribution of the unannotated data. In the experiments,
we observe the prediction accuracy of the proposed method with

di$erent settings of the training set in terms of the annotation ratio
and the unannotated data.

Unannotated data
Two settings for the unannotated part, U-Ba and U-Im, are sug-
gested above. In parallel, to measure the lowerbound performance
of the proposed model in terms of the unannotated data, we con-
struct additional training sets that use only the annotated part of the
data which is class-balanced, referred to as annotated only (AO).
The number of patches over the classes is given in Tables 2 and 3.
For example, with the annotation ratio of 0.025, the training set for
AO case consists of 819 annotated patches without any unannotated
patches. An annotation ratio of 1.000 is included in order to esti-
mate the upperbound of the proposed method, where the model
exploits full supervision of the annotations, while simultaneously
learning the structure with the clustering objective.

Model description
We create our own CNN based on the architecture of VGG-16, but
modify a few points including the input layer to utilize the four-
channel patches in our CNN architecture.

The VGG-16 can be broadly divided into two parts, a feature ex-
tractor and a classi!er. The feature extractor consists of in total 18
layers, 5 max-pooling layers with 2 × 2 kernels and 13 convolution
layers with 3 × 3 !lters, where the max-pooling layers are located
in the 3rd, 6th, 10th, 14th, and 18th layers. The remaining layers are
convolution layers. Each convolutional layer is followed by batch
normalization (Io$e and Szegedy, 2015) and a recti!ed linear unit
(ReLU) activation (Nair and Hinton, 2010). Based on the location
of the pooling layer, the number of !lters for each convolution layer
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Table 3. The number of training patches for U-Im case with respect to the class and the annotation ratio.

Anno. ratio 1.000 0.100 0.050 0.025
U-Im Anno. Unanno. Anno. Unanno. Anno. Unanno. Anno. Unanno.

BG            
OT         
SE         

Total            
       

The unannotated part is shared according to their intrinsic distribution such that BG, OT, and SE classes occupy .%, .%, and .%,
respectively.

varies in 5 steps, where the !rst 2 layers have 64, the 4th and the
5th layers have 128, the layers from the 7th to the 9th have 256, and
the layers from the 11th to the 13th and the 15th to the 17th have 512
!lters.

We leverage the feature extractor part of VGG-16 with a modi!-
cation of the input layer. Due to 5 max-pooling layers with with 2 ×
2 kernels, the model reduces the dimension of the input patches to
1/25, and the feature representations before the classi!er have the
vectorial form of (1 × 1 × 512) that can be input to the classi!er
without #attening.

The classi!er of VGG-16 has three FC layers with ReLU ac-
tivation. To remove the e$ect from ReLU before k-means clus-
tering, the last ReLU activation is discarded when the output
of the classi!er is supposed to be used for PCA. For regu-
larization, dropout (p = 0.5) (Srivastava et al., 2014) is per-
formed after the !rst and second activation function in the clas-
si!er. The number of neurons for each layer is 4096, 4096, and
128, respectively. The outcome for the echosounder patch is
set to a vector of length 128 considering the balance between
the computational complexity and the available computing re-
sources.

Training configuration
The model is trained by the use of mini-batch training, where the
batch size is set to 32. The Adam optimizer (Kingma and Ba, 2015)
with learning rate 3 × 10−5, beta (0.9, 0.999), and weight decay 10−5

is applied for the all experiments. The three-stage training shown
in Figure 4 is iterated 1000 times for all experiments, applying early
stopping (Prechelt, 1998) on the condition that the accuracy is not
improved for 100 times. We choose the !rst 32 principal compo-
nents in Equation (1) as they capture most of the variance of the
data. The training procedure for the proposed method is shared for
all experiments. As discussed in the study of Caron et al. (2018), the
choice of the number of the clusters K does not have a signi!cant
impact on the performance if we cluster the feature representations
with a su"ciently large number of clusters compared to the number
of classes. We have tested a set of di$erent Ks, and choose K to be 81
considering the following reasons. (i) Classifying the patches up to
C = 3 classes, we expect K to be expressed in terms of the number
of classes C, such as K = C4, expecting that each class has approxi-
mately C3 clusters for the U-Ba case. (ii) Considering the total num-
ber of training patches N = 32766, the average number of patches
in a cluster is approximately 400. Under the scenario of an anno-
tation ratio of 0.025, each cluster has approximately 10 annotated
patches. We tune those hyperparameters using the patches that are
excluded from the training set and the test set in the undersampling

process. All the codes are implemented in PyTorch (Paszke et al.,
2017).

Validation methods
For the validation of the proposed method, we introduce two base-
line models to compare the performance. The !rst baseline is intro-
duced to compare the performance of our deep learning method
to a robust semi-supervised machine learning algorithm. We uti-
lize the advanced semi-supervised support vector machine (S3VM)
(Bagattini et al., 2017), a statistical learning framework that is fre-
quently used in many real-world applications. The S3VM classi!er
is trained based on the learned feature representations of length 128
from the proposed model using the radial basis function kernel for
this non-linear classi!cation problem.

The second baseline allows us to investigate the impact of the
clustering objective in a supervised condition. The AO settings play
this role. The proposed method that utilizes two objectives is com-
pared with a common SDL model that leverages the classi!cation
objective only. The number of training patches for the AO settings
depend on the annotation ratio as shown in Tables 2 and 3, where
the patches are class-balanced. For the common SDL model, the
entire training settings including the CNN architecture and related
hyperparameters are shared with the proposed method in a super-
vised manner.

Results
Here, we focus mainly on the results form the class-balanced test
set, as it demonstrates an impartial performance comparison that is
not a$ected by the large class-imbalance.

For the class-balanced test case, the prediction accuracies for
our SE case study within acoustic target classi!cation as well as
the F1 scores are presented in Table 4, where the best results are
highlighted in bold. Overall, for the semi-supervised settings such
as U-Im and U-Ba, the proposed model outperforms the semi-
supervised benchmark S3VM (Bagattini et al., 2017), and for the
supervised settings referred to as AO, the proposed model achieves
improved or comparable prediction performance compared to the
standard SDL models over the entire set of annotation ratios.
Figure 6 visualizes the prediction of the proposed method using t-
SNE plots (Van der Maaten and Hinton, 2008).

Supervised case
Comparing the proposed method (ours) with the standard SDL un-
der the AO setting with an annotation ratio of 1.000, ours (accuracy
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Table 4. Prediction accuracies and F scores for the class-balanced test set.

Class-bal. Accuracy F1 score (three classes, macro averaging)
test set Semi-supervised Supervised Semi-supervised Supervised
Annotation U-Im U-Ba AO U-Im U-Ba AO
ratio Ours S3VM Ours S3VM Ours SDL Ours S3VM Ours S3VM Ours SDL

. 0.8202 . 0.8190 .
. 0.7814 . 0.7896 . 0.7531 . 0.7794 . 0.7872 . 0.7481 .
. 0.7484 . 0.7694 . . 0.6909 0.7447 . 0.7666 . . 0.6886
. 0.7364 . 0.7159 . 0.6495 . 0.7326 . 0.7153 . 0.6468 .

SVM (Bagattini et al., ) and the standard SDL models are introduced as the benchmarks. The prediction accuracies and F scores of the test
set are presented with respect to the settings of the training set.
Bold values denote statistical significance at the p < . level.

Figure 6. t-SNE plots for visual comparison (class-balanced test set). The feature vectors of the CNN for each setting are compressed for the
three-dimensional plot. (a) U-Im, (b) U-Ba, and (c) AO. Less difference between the ground truth and prediction is observed from the higher
annotation ratio.

0.8202) outperforms the standard SDL (accuracy 0.8000) by 2.02
percentage points. This trend is consistent also with other annota-
tion ratios.

These results validate that the proposed method leveraging the
unsupervised clustering objective improves the prediction perfor-
mance over common SDL. We argue that the alternating optimiza-
tion of the two proposed objectives leads the model to understand
more about the global data distribution, and this contributes to cre-

ating improved decision boundaries compared to the traditional su-
pervised learning approach that learns to mimic the given class at-
tributes in the training set.

Annotation ratio
Throughout the cases, we observe as a tendency that the predic-
tion accuracy increases as the annotation ratio increases. Interest-
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ingly, there is only 1.86 percentage points di$erence in accuracy be-
tween the proposed model with U-Im with 0.100 annotation ratio
(U-Im, accuracy 0.7814) and the standard SDL with 1.000 anno-
tation ratio (SDL, accuracy 0.8000), where the proposed method
leverages a tenth of the annotated data against the standard SDL
setting. The proposed method also outperforms the same annota-
tion ratio (0.100) case of the standard SDL (accuracy 0.7496) by 3.18
percentage points.

The results indicate that the proposed method can e$ectively ex-
ploit a small amount of annotated data, and, to a certain extent, ap-
proximate the decision boundaries that are achieved by the fully
SDL. We argue that, in the proposed method, the annotated data
are leveraged by two di$erent objectives respectively, which facili-
tate the interconnection of the two objectives in order to make good
use of the annotated data. In this process, the unannotated data in a
cluster gradually share the annotations that originate from the an-
notated data in the same cluster or the clusters nearby located, and
eventually, the entire data in the same cluster have the same class
prediction.

Class imbalance in unannotated data
In our method, the utilization of the unannotated data, found in the
U-Im and U-Ba cases, considerably improves the prediction per-
formance compared to the AO case under the same annotation ra-
tio. In particular, the U-Im is comparable to the U-Ba setting. This
includes the case where we in the U-Im setting (accuracy 0.7364)
achieve 2.05 percentage points higher accuracy compared to the U-
Ba setting (0.7159) with 0.025 annotation ratio. Those are promis-
ing results as a severe class imbalance is observed in the unanno-
tated data for the U-Im case.

Confusion matrices
Figure 7 depicts the confusion matrices of the class-balanced test
set, with respect to the annotation ratio and the unannotated part
of the training set. For each matrix, the class BG is represented
by the !rst row/column, the class SE is represented by the sec-
ond row/column, and the class OT can be found in the third
row/column. Each true class consists of one row and the probabili-
ties of each row sums to one.

When comparing the diagonal components of the two confusion
matrices for the semi-supervised cases, the proposed method can
be seen to outperform the benchmark for all the classes and set-
tings except two cases for the OT class in the U-Ba setting, where
the accuracies are comparable (ours: 0.7840, S3VM: 0.7916 with
the annotation ratio of 0.100, and ours: 0.7350, S3VM: 0.7465 with
the annotation ratio of 0.025). Also, the degree of improvement is
greater in the SE and BG classes than in the OT class. We believe
that the reason for this is that the training patches in the SE and
BG classes are more uniform than the ones in the OT class, which
capture the backscattered response from diverse !sh species when
collected, and that deep clustering takes advantage of the uniformity
when investigating the structure of the data.

We observe that the BG class achieves higher accuracy than the
other classes, probably since the backscattering intensities in the
BG patches are considerably more uniform, mostly having the low-
est intensity. The SE class shows the lowest accuracy among the
classes (e.g. 0.6755, U-Im with annotation ratio of 0.100), result-
ing in a higher false-negative rate (0.3245) and lower false-positive
rate (0.1604).

This means that the predicted amount of SE will be a conserva-
tive estimate as the SE patches are frequently misclassi!ed to other
classes but the patches in the other classes are rarely misclassi!ed
to the SE class. We do not observe a tendency for any bias towards
one class over the other for the misclassi!ed SE patches.

The proposed method achieves more consistent performance
against the variation of the annotation ratios compared to the
benchmark in the semi-supervised cases. We argue that the pro-
posed method is robust even the available annotated data are ex-
tremely few, as it approximates the relatively accurate decision
boundary for the prediction by understanding the global distribu-
tion of the data, along with learning how to e$ectively exploit the
available annotated data.

Class-imbalanced test set
For the class-imbalanced test case, the prediction accuracies and
the F1 scores are presented in Table 5, where the best result is high-
lighted in bold. Note that severe class imbalance causes bias in the
result to a certain degree, where 97.61% of the test patches belong
to the BG class as depicted in Table A1 in the Appendix. Overall, we
observe the similar tendency that we discover from Table 4, where
the proposed method outperforms the semi-supervised bench-
mark. Confusion matrices for the class-imbalanced test case is
shown in Figure A1 in the Appendix.

For the class-imbalanced test case, the prediction accuracies and
the F1 scores are presented in Table 5, where the best result is high-
lighted in bold. Note that the severe class imbalance causes a bias
in the result as 97.61% of the test patches belong to the BG class
as depicted in Table A1. Overall, we observe a similar tendency to
what we discover from Table 4, where the proposed method outper-
forms the semi-supervised benchmark. Confusion matrices for the
class-imbalanced test case are shown in Figure A1 in the Appendix.

Conclusion
In this paper, we proposed a novel semi-SDL method for acous-
tic target classi!cation, which (ii) takes advantage of the power of
deep learning, (ii) is trainable end-to-end in both semi-supervised
and fully supervised manners, (iii) exploits the underlying struc-
ture of the training data regardless of the annotation, (iv) is robust
against the class imbalance of the unannotated part of the data, and
(v) achieves results that outperform or are comparable with other
methods including a common SDL model. We have also investi-
gated the performance through extensive experiments to evaluate
the robustness of the method using rigorous criteria and compare
the results with the advanced machine learning benchmark model.
In addition, we have established a data organization process for
semi-supervised learning to tackle the challenge of class imbalance.
Overall, the promising results imply that the proposed method in-
cluding the data organization process can be broadly applied to the
severely class-imbalanced data with limited annotations, which are
often found in the real world. To the best of our knowledge, this is
the !rst semi-SDL paper in acoustic target classi!cation.

In future work, we intend to explore other types of deep neu-
ral networks architectures beside the VGG-16 network. It would
also be of interest to study other types of acoustic target classi!-
cation problems. As a further example of future work, we intend
to extend our method in order to categorize a single intensity of
the multi-frequency echosounder data. This is known as pixel-
level semantic segmentation, which potentially can contribute to
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Figure 7. Confusion matrices ( × ) of the class-balanced test set. Each diagonal element of each matrix indicates the ratio of the number of
correctly predicted patches in the corresponding class to the number of patches in the true class. (a) The matrices in the left column represent
the semi-supervised settings (U-Im and U-Ba). (b) The matrices the right column represents the supervised settings (AO). The number next to
the arrows between two matrices indicates the annotation ratio.

Table 5. Prediction accuracies and F scores for the class-imbalanced test set.

Class-imbal. Accuracy F1 score (three classes, weighted averaging)
tests set Semi-supervised Supervised Semi-supervised Supervised
Annotation U-Im U-Ba AO U-Im U-Ba AO
ratio Ours S3VM Ours S3VM Ours SDL Ours S3VM Ours S3VM Ours SDL

. . 0.9098 . 0.9382
. 0.8621 . 0.9099 . 0.8809 . 0.9095 . 0.9392 . 0.9202 .
. 0.8617 . 0.8676 . 0.7944 . 0.9088 . 0.9121 . 0.8672 .
. 0.8412 . 0.7498 . 0.6988 . 0.8969 . 0.8390 . 0.8044 .

SVM (Bagattini et al., ) and the standard SDL models are introduced as the benchmarks. The best result is highlighted in bold.

a more precise estimation of biomass or !sh abundance. We will
also investigate the proposed method in other domains of struc-
tured data analysis to assess whether our method generalizes to
other applications. We are also interested in developing the neu-

ral networks that process missing data using internal computa-
tional mechanisms, as the missing ping is commonly found dur-
ing data acquisition phase and can deteriorate the robustness of the
analysis.
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Figure A1. Confusion matrices ( × ) of the class-imbalanced test set, where the first row/column indicates BG, the second one is OT, and the
third one is SE.

Table A1. The number of test patches sampled in a way to preserve the
intrinsic class imbalance from the test echosounder data (–).

Year Test set (2018–2019)
Class Extracted patches Sampled by

(percentage) intrinsic distr.

BG   (.)  
OT  (.) 
SE   (.) 
Total   (.)  

Appendix
Deep learning terminologies
Epoch indicates that the model has performed a single pass over the
entire training set.

Loss function is a measure of how good a model is performing
for a speci!c task. A high value of the loss function indicates poor
model performance. In order to improve the performance of the
model for the given task, the loss is minimized.

One-hot encoding is a method to quantify categorical data by
producing a vector with length equal to the number of categories
in the data set. If a data point belongs to the ith category then all
elements of this vector are assigned the value 0 except for the ith

component which is assigned a value of 1.
Softmax function is a generalization of the logistic function to

multiple dimensions. It is used in multi-class classi!cation and is of-
ten used as the last activation function of a neural network to nor-
malize the output of a network to a probability distribution over
predicted output classes.

Cross-entropy loss measures the performance of a classi!ca-
tion model whose output is a probability value between 0 and 1.
The cross-entropy loss increases as the predicted probability di-
verges from the actual label. The ideal model would have the loss
of 0, where an outcome of the model has a form of a one-hot
vector.

End-to-end learning model refers to training a possibly com-
plex learning system represented by a single model that represents
the complete target system, bypassing the intermediate layers usu-
ally present in traditional pipeline designs.

Handling Editor: Cigdem Beyan
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Abstract—Multifrequency echosounder data can provide a
broad understanding of the underwater environment in a non-
invasive manner. The analysis of echosounder data is, hence, a
topic of great importance for the marine ecosystem. Semantic
segmentation, a deep learning-based analysis method predicting
the class attribute of each acoustic intensity, has recently been in
the spotlight of the fisheries and aquatic industry since its result can
be used to estimate the abundance of marine organisms. However, a
fundamental problem with current methods is the massive reliance
on the availability of large amounts of annotated training data,
which can only be acquired through expensive handcrafted anno-
tation processes, making such approaches unrealistic in practice.
As a solution to this challenge, we propose a novel approach, where
we leverage a small amount of annotated data (supervised deep
learning) and a large amount of readily available unannotated data
(unsupervised learning), yielding a new data-efficient and accu-
rate semisupervised semantic segmentation method, all embodied
into a single end-to-end trainable convolutional neural network
architecture. Our method is evaluated on representative data from
a sandeel survey in the North Sea conducted by the Norwegian
Institute of Marine Research. The rigorous experiments validate
that our method achieves comparable results utilizing only 40% of
the annotated data on which the supervised method is trained, by
leveraging unannotated data.

Index Terms—Acoustic target classification, convolutional
neural networks, deep clustering, deep learning, marine acoustics,
multifrequency echosounder data, semisupervised semantic
segmentation.

I. INTRODUCTION

S EMANTIC segmentation is one of the fundamental com-
puter vision tasks, where the aim is to assign each

Manuscript received 31 January 2022; revised 13 September 2022 and 21
October 2022; accepted 26 November 2022. Date of publication 1 Febru-
ary 2023; date of current version 14 April 2023. This work was supported
in part by the Ubiquitous Cognitive Computer Vision for Marine Services
(COGMAR) under Research Council of Norway (RCN) Grant 270966, in
part by the Centre for Research-based Innovation Visual Intelligence under
RCN Grant 309439, and in part by the Centre for Research-based Innova-
tion in Marine Acoustic Abundance Estimation and Backscatter Classification
(CRIMAC) under RCN Grant 309512. (Corresponding author: Changkyu Choi.)

Associate Editor: H. Zheng.
Changkyu Choi, Michael Kampffmeyer, and Robert Jenssen are with the UiT

The Arctic University of Norway, 9019 Tromsø, Norway (e-mail: changkyu.
choi@uit.no; michael.c.kampffmeyer@uit.no; robert.jenssen@uit.no).

Nils Olav Handegard is with the Norwegian Institute of Marine Research,
5005 Bergen, Norway (e-mail: nilsolav@hi.no).

Arnt-Børre Salberg is with the Norwegian Computing Center, 0373 Oslo,
Norway (e-mail: salberg@nr.no).

The code is available at https://github.com/SFI-Visual-Intelligence/
PredKlus-semisup-segmentation.

Digital Object Identifier 10.1109/JOE.2022.3226214

image pixel to a semantic class [1], [2], [3]. When analyzing
echosounder data, the aim is to assign an observed acoustic
backscattering intensity to one of several given acoustic classes,
often referred to as acoustic target classification [4], [5], [6], [7].
In practice, semantic segmentation of the echosounder data is
still a manual and heuristic process, which is rather vulnerable
to human error and bias. It is also expensive in terms of cost and
time [8].

There are a few studies that intend to automate the semantic
segmentation based on statistical modeling and machine learn-
ing techniques [9], [10], [11], [12], [13]. However, they are
exposed to limitations such as relying heavily on handcrafted
feature selection and not being able to scale well to large amounts
of data. As recent echosounder technology leverages increasing
numbers of frequency channels and wider bandwidth [14], au-
tomated analysis methods should therefore be scalable to cope
with increased resolution and multifrequency data.

Convolutional neural networks (CNN) is a framework
renowned for excelling at image segmentation tasks [15]. Re-
cent echosounder segmentation studies introduce CNN-based
segmentation methods as alternative strategies [5], [16], [17],
[18], [19], where the main advantage is the capacity to learn
discriminating features from the training data without requiring a
handcrafted process, allowing the analysis to scale to large-sized
data. Note that these methods are trained in a fully supervised
manner, indicating that the network learns from fully annotated
training data. The fully supervised approaches achieve good
performance provided that high-quality training data and an ap-
propriate choice for the prediction model are assured. However,
it is highly challenging for the echosounder data to obtain the
class annotation for each backscattering intensity pixel because
this relies on the manual annotation process, which is expensive
and error-prone.

Hence, a new learning scheme is required to considerably
reduce the dependence on the manual annotation process while
still facilitating powerful deep-learning approaches for the seg-
mentation of the echosounder data. As a key step in this
direction, we propose a novel deep semisupervised semantic
segmentation method that efficiently uses a small amount of
manually annotated data by combining it with a large amount of
readily available unannotated data in the learning process [20],
[21], [22].

The key concept invoked to train the semisupervised segmen-
tation network is to alternate between two objective functions,
namely, an unsupervised clustering objective and a supervised

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



CHOI et al.: DEEP SEMISUPERVISED SEMANTIC SEGMENTATION IN MULTIFREQUENCY ECHOSOUNDER DATA 385

segmentation objective, encapsulated by a single CNN. The
unsupervised clustering objective is to search the underlying
structure within the training data without using the class anno-
tation. In contrast, the supervised segmentation objective is to
map the input echosounder data to the given classes presented
in the available annotated data. These two objective functions
alternatively optimize the single CNN and gradually integrate
the underlying clustering structure to the class decision bound-
aries presented in the small amount of annotated training data.
Our proposed method can create pixel-level prediction maps
using the same CNN architecture as [5] and [23]. Still, it is
data-efficient because it can significantly reduce the use of the
annotated data. To the best of our knowledge, our work is the
first semisupervised semantic segmentation method for multi-
frequency echosounder data that provides prediction maps on
a pixel scale, advancing the existing semisupervised method of
providing patch-scale prediction maps (see Section III-C) [22].
In addition, our proposed method is end-to-end trainable, which
refers to a holistic gradient-based learning system where a
formulated objective function reflects the principle of a given
task without requiring extensive human intervention and prior
knowledge [24].

Extensive and rigorous experiments are conducted on the
multifrequency echosounder data collected at the North Sea
by the Norwegian Institute of Marine Research. A severe class
imbalance in the echosounder data is an ever-present source of
bias that prevents training of the neural networks, where 99%
of the entire acoustic backscattering intensities is occupied by
the background class [5], [25]. We introduce a class-rebalancing
weight to each learning objective to mitigate the bias, where the
weight is calculated with respect to the model prediction without
relying on the annotation.

The contributions of the article are the following.
1) To propose a novel deep semisupervised semantic segmen-

tation method for the multifrequency echosounder data,
which considerably advances the existing methods.

2) To achieve comparable results with the fully supervised
segmentation method by leveraging a small amount of the
annotated data in addition to unannotated data.

3) To exploit the underlying structure of the training data
using unsupervised deep clustering in a semisupervised
learning manner.

4) To demonstrate the innovation potential of the proposed
method in a real-world test case.

5) To regulate the class imbalance based on the model pre-
diction without leveraging the annotated part of data.

6) To operate in an end-to-end and mini-batch training
scheme.

II. BACKGROUND

Semantic segmentation is the process of partitioning an image
into mutually exclusive subsets by assigning a class annotation
to each intensity of the data, in which each subset represents a
meaningful region of the original image [26]. It thereby provides
a comprehensive scene description that includes object class,
location, and shape. A wide range of real-world problems require

semantic segmentation [27], [28], [29], [30], [31], [32], such
as self-driving vehicles [33], and polyp detection [34], [35], to
name a few, all depending on different types of image data.

Semantic segmentation has been considered as a challenging
computer vision task due to the large distribution variance as
well as the huge class imbalance among objects in the input
data [25]. In recent years, however, deep learning has been
rapidly advancing and has become a game-changer in many
image analysis tasks including semantic segmentation. The
CNN [36] is a deep learning framework that has had particular
success for grid-structured data such as images. Traditional
CNNs consist of convolutional layers and pooling layers, where
these layers are stacked in a deep and hierarchical architecture
in a particular order, providing unique properties to the analysis.
For example, the weight-sharing property of the convolutional
filters provides a symmetric transformation between the input
space and the output space, referred to as “equivariance to
translation.” The pooling layers help the learned representation
becoming approximately invariant to small translations of the
input [15], [37]. Another advantage of the CNN is a relatively
more straightforward learning process than the conventional
methods, where the CNN-based models learn by minimizing
a formulated objective function that reflects the strategies of a
given task without requiring extensive human intervention and
prior knowledge, referred to as an end-to-end learning.

CNN-based segmentation models are distinguishable through
their model architecture. Their architecture consists of a down-
stream module that extracts the abstracted feature representa-
tions of the input data and an upstream module that recon-
structs the prediction map exhibiting the class attributes of
each intensity in the input data based on these extracted feature
representations. Thanks to the dual architecture, those models
can make class predictions on arbitrary-sized inputs [38]. Fully
convolutional networks [1] and U-Net [23] are representative
architectures, where the models are composed of (transposed)
convolutional layers and pooling layers, and end-to-end train-
able depending on their formulation of the objective functions.

A. Echosounder Data

For the sustainable management of commercially harvested
marine organisms, reliable information on their abundance is
essential. For example, lesser sandeel, a species of fish of interest
in this study, is the primary food source in the North Sea food web
thanks to its ample population [39], which are the preferred prey
of a variety of predators, including marine mammals, seabirds,
and piscivorous fishes [40]. Therefore, monitoring sandeel stock
is critical for the sustainability of the marine ecosystem and
fishery management in the North Sea. The echosounder data
can contribute to estimating the abundance, leveraging the char-
acteristics of the backscattered responses and knowledge of the
target species [8]. The multifrequency echosounder data that we
use in this study has been collected by multifrequency Simrad
EK60 echosounder systems operating at four different frequency
channels on the vessel (18, 38, 120, 200 kHz), where the vessel
speed is approximately ten knots. The Norwegian Institute of
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Marine Research has collected the data through the annual trawl
surveys in the sandeel areas in the North Sea [41].

We leverage the data preprocessing protocol from the earlier
works [5], [22], for which we share the echosounder data.
For each frequency channel, a volume backscattering coeffi-
cient sv, an average amount of backscattering intensity per
cubic metre [42], is stored in the 2-D echosounder data. In the
physical context, the horizontal and vertical lengths of a sin-
gle backscattering coefficient are, respectively, one second and
19.2 cm based on the pulse duration of 1.024 ms with respect to a
common time-range grid based on the resolution of the 200 kHz
echosounder data. All the volume backscattering coefficients
sv are first converted to a decibel unit (dB re 1 m-1). We set
the minimum value as −75 dB re 1 m-1. The coefficients less
than −75 dB re 1 m-1 or missing coefficients are imputed to the
minimum values.

For segmentation of the echousounder data, one common
approach is a manual annotation method, which relies on the
operators’ domain expertise of the acoustic properties, such as
relative frequency response [43], [44], echo traces [45], and
trawl sampling [46]. For that reason, the manual process is
vulnerable to bias from the operators. In extreme cases, the
systematic error associated with the manual method can be as
high as ± 80% [8]. Hence, more structured and automated ap-
proaches are required to apply consistent criteria to the analysis
while reducing dependence on human intervention. To this end,
postprocessing systems, including the large scale survey system
(LSSS) [9], are developed to facilitate the manual process. The
systems support thresholding, error-checking, noise removal,
and manipulation of the echosounder data. By adjusting the
threshold of backscattered intensities, the postprocessing sys-
tems visualize the corresponding morphology of the fish schools
to enable the operators to detect and delineate the most plausible
morphology. In addition, these postprocessing systems enable
relatively consistent criteria for the analysis by leveraging their
acoustic feature libraries. The library consists of a selected part
of the backscattered responses and their manually annotated
class attributes. By comparing the statistical properties of the
collected data to the feature library, the postprocessing system
predicts the class attribute of the fish school, where the prediction
is verified by the scattering model for the corresponding marine
organism if available [47], [48].

The sandeel data in this study are manually annotated with
the aid of LSSS, where expert operators determine the class
of each backscattering coefficient as sandeel (SE), other fish
species (OT), or background (BG) class. The primary frequency
for LSSS is chosen to 200 kHz considering the highest sandeel
signal-to-noise ratio [49]. The operators alter the detection
threshold centered at −63 dB at the primary frequency to
discover the fish school boundaries visually. The delineated
boundary is refined using binary morphological closing to have
smoother and pragmatic edges [5]. However, the final decision
for both morphology and species is still a manual process, which
is time-consuming and requires tacit knowledge that can be
potentially biased as with any expert system.

Therefore, recent studies have focused on the automated iden-
tification of the fish species using machine-learning methods

while leveraging the conventional detection algorithm to detect
and delineate the morphology of the schools. Shoal analysis and
patch estimation system (SHAPES) [50], [51] is often chosen
for the fish school detection algorithm, which extracts a feature
vector from each fish school leveraging a single frequency
channel of 38 kHz. A random forest-based classifier [12] is
introduced to classify feature vectors of silver cyprinid from
the other species in Lake Victoria. Aronica et al. [52] propose a
classifier leveraging a shallow feedforward network and classify
the pelagic Mediterranean fish schools such as anchovy, sardine,
and horse mackerel. Those studies show that the automated
identification can save time and cost while also achieving robust
performance. However, they have limitations in generalizability
and scalability because the SHAPES algorithm only exploits a
single channel of the echosounder data, and a handcrafted feature
selection is required to improve the performance.

Deep learning-based models generalize and scale well on
various types of data using their flexibility [15], [37]. Among
them, the fully supervised deep learning approaches, approaches
that learn from the fully annotated training data, achieve a good
level of performance provided a high quality of the training data
and an appropriate choice of the prediction model are assured.
To take advantage of supervised deep learning in the analysis of
echosounder data, CNN-based semantic segmentation model [5]
is introduced to segment the schools of lesser sandeel from the
other species leveraging the U-Net architecture [23]. Without
relying on the deterministic school detection algorithms and the
feature vectors as input, the model constructs the prediction map
directly from the input echosounder data.

B. Deep Clustering

We here discuss deep clustering since our novel CNN-
based semisupervised semantic segmentation for echosounder
data, presented in Section III, relies heavily on this concept.
Deep clustering refers to unsupervised deep learning-based ap-
proaches, that aim to cluster data into underlying groups without
requiring the class attributes of the data [53]. Deep clustering
leverages the representation power of the neural network in
conjunction with clustering algorithms, and partitions the input
data into clusters with respect to the learned representation. As
clustering performance heavily depends on the underlying struc-
ture of the data, deep clustering leverages the neural network to
encode the training images in the feature representations where
the clustering task becomes much easier [54].

Our proposed method is inspired by a well-known deep clus-
tering framework, referred to as DeepCluster [53], which ex-
plicitly models the density of datapoints leveraging the k-means
clustering algorithm. For a given image data set, the k-means
algorithm partitions the feature representation into K different
densities, where each density refers to an image descriptor or a
visual feature. This has the advantage that it is easy to increase
the capacity of more visual features by simply increasing the
number of clusters K, leading to all-purpose visual features.
The neural network produces cluster indices that can be thought
of as clustering-induced annotations for the training data. The
network is then updated in a supervised manner to learn the
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Fig. 1. Overview of the proposed method. Each backscattering intensity in
the input is mapped into an arbitrary space shown in (a). The point in gray
is unannotated while the point in color (red, green, or blue) indicates the
annotated one with respect to the class. (b) Clustering structure incorporated
by the unsupervised clustering objective without leveraging the annotation.
The clustering structure becomes the pseudolabel to train the model in an
unsupervised manner. (c) indicates that the annotated data (ground-truth where
available) and the supervised segmentation objective optimize the CNN in a
supervised manner. (d) indicates that the iteration of (b) and (c) constructs the
decision boundary with respect to given classes, where the unannotated points
take their place inside the boundary according to their own clusters.

clustering structure. This annotation technique is referred to as
pseudolabeling, allowing the supervised deep learning approach
to be applied to unannotated training data [55].

III. PROPOSED METHOD

In this article, we propose a novel semisupervised semantic
segmentation method, PredKlus, that enables a CNN to simul-
taneously learn from large amounts of unannotated data and a
few annotated data, all in the same network.

The major novelty of our work is the methodology of how the
network learns in a semisupervised manner, illustrated in Fig. 1.
Our proposed segmentation network operates for two different
goals: 1) searching for the internal structure of the training
data without relying on external information, e.g., ground truth;
2) mapping input echosounder data to given classes. The former
goal can be achieved by an unsupervised clustering objective,
which clusters every pixels in the input based on their features to
reveal a clustering structure of the input data in an unsupervised
manner. Fig. 1(b) illustrates the clustering structure. A super-
vised segmentation objective, on the other hand, aims to map the
input to given classes by leveraging the annotated part of training
data, albeit in a small amount. Fig. 1(c) illustrates this. As these
two objective functions alternately optimize the network using
gradient descent, the segmentation network gradually learns
the class decision boundaries (supervised) with respect to the
clustering structure (unsupervised), as illustrated in Fig. 1(d). We
implement the entire learning process in an end-to-end manner
and a mini-batch setting, which are additional novelties of our
method.

A. Model Architecture

Fig. 2 describes the model architecture of our proposed
method. The encoder–decoder architecture with the skip con-
nections is inspired by U-Net [23] and the recent segmentation

study of the echosounder data [5]. The encoder part extracts
the abstracted feature map of the echosounder input with a
shape of 256 × 256 × 4 over five stages, where the area of
the feature map is reduced to one-fourth at each stage due
to a 2 × 2 max-pooling layer. By processing two sets of a
3 × 3 convolutional layer, a batch-normalization layer [56], and
a rectified linear unit (ReLU) [57] at each stage, we abstract
the feature map by doubling the depth. The encoder eventually
creates five feature maps of different area sizes and depths, where
the shape of the last feature map is 16 × 16 × 1024.

The decoder part reconstructs the prediction map leveraging
five feature maps from the encoder. At each stage, a 2 × 2
transposed convolutional layer and the concatenation of the
feature maps along the depth axis play an important role. The
2 × 2 transposed convolutional layer increases the area of the
feature map fourfold while halving the depth. The halved feature
map is concatenated with the feature map in the same shape from
the encoder. The concatenated feature map is processed by two
sets of a 3 × 3 convolutional layer, a batch-normalization layer,
and an ReLU, where the depth becomes halved.

The novelty in our architecture is to introduce a convolutional
layer for each objective function at the end of the CNN to employ
two objective functions in one network. The alternation of the
two objective functions takes place at the end of the decoder,
where the decoder reconstructs the feature map with a shape of
256 × 256 × 64. To alternately leverage two objective functions,
we append a 1 ×1 convolutional layer at the end of the network
for each objective function, namely, conv1 for the unsupervised
clustering objective and conv2 for the supervised segmentation
objective. Note that the number of filters in conv1 matches the
number of clusters or pseudoclasses K. Similarly, the number
of filters in conv2 is equal to the number of classes C.

B. Two Objective Functions

Our proposed method leverages two objective functions,
where those objectives alternately optimize the model. Through
the alternating optimization, the CNN indirectly incorporates
the class annotations (supervised) to a structured representation
(unsupervised) and eventually discovers a structured representa-
tion consistent with the available annotations. The yellow box in
the middle of Fig. 2 shows the overview of our semisupervised
segmentation method. The first two steps of the figure, i.e.,
Fig. 2(a) creating pseudolabels using k-means, and Fig. 2(b)
updating the model to learn the clustering structure with the
pseudolabels using conv1, contribute to learning the struc-
tured representation in an unsupervised manner. The next step,
Fig. 2(c) training with the partially available annotation using
conv2, represents how the CNN learns in a supervised manner
using the supervised segmentation objective and the available
class annotations. Note that a cross-entropy loss (CE) is lever-
aged to update the model, as depicted in Fig. 2(b) and (c).

1) Unsupervised Clustering Objective: The unsupervised
clustering objective exploits the underlying structure of the data
using the unsupervised clustering algorithm, such as k-means, to
create pseudolabels with respect to the clustering structure [53].
Defining the number of clusters K beforehand, the proposed
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Fig. 2. Proposed model architecture. The application of the two objective functions takes place at the yellow box at the end of the decoder. The unsupervised
clustering objective involves in the first two steps. (a) Creating pseudolabel using k-means and (b) updating model to learn the clustering structure with the
pseudolabel using conv1. The supervised segmentation objective involves in (c) training with the partially available annotation using conv2. The rectangular bars
in blue or gray represent feature maps, where the size of each feature map is specified around it, e.g., 2562 or 162. We omit to specify the depth for a few feature
maps, as the depth is the same as the feature map on its right, e.g., 64 or 512.

model partitions the feature map Z =
{
z(i)

}N

i=1
located at the

end of the decoder into K clusters in a way to find the best
assignment by minimizing the k-means loss

Lkmns =
1

N

N∑

i=1

min
ck

d
(
z
(i)
PC , ck

)
. (1)

In this expression, N is the number of feature vectors in a
mini-batch of the feature map. If the batch size Bs is equal
to one, N becomes 65 536 as each feature map consists of
65 536 vectors (256 × 256). The function d(·, ·) measures the L2

distance between two vectors, where ck ∈ R32 is the centroid
of cluster k, and z

(i)
PC ∈ R32 is the dimensionality-reduced

training set consisting of the feature vectors z(i) ∈ R64. For
dimensionality reduction, we use principal component analysis
(PCA) [58], which computes the principal components and use
only the first few principal components corresponding to the
largest eigenvalues for manageable computational complexity.

The clustering result creates the pseudolabels, having K dif-
ferent pseudoclass attributes according to the K cluster indices.
The CNN learns the structured representation from the pseudola-
bels using the cross-entropy loss. The unsupervised clustering
objective is depicted as

Lcls =
1

N

N∑

i=1

w
(i)
cls,kCE

{
gθ(z

(i)), ŷ(i)
}

(2)

where CE(p, q) = − ∑
k qk log(pk) is the cross-entropy loss

of the probability distribution p for the one-hot encoded label q,
ŷ(i) ∈ {0, 1}K is the one-hot encoded pseudolabel, and gθ(z

(i))
is a probability distribution of the output from the CNN, where
conv1 is appended at the end of the decoder. The scalar w

(i)
cls,k

indicates the class-rebalancing weight to penalize the class
imbalance of the pseudolabels. How to obtain this scalar will

be explained in Section III-C. Once updating the CNN with
the unsupervised clustering objective, we assign the current
centroids of K clusters to the initial centroids for the next
clustering to provide consistency of the pseudolabels over the
mini-batches.

2) Supervised Segmentation Objective: To enforce consis-
tency of predictions with regard to the given classes, we train the
CNN using the partially available annotated data. The supervised
segmentation objective is involved here, where conv2 layer, an-
other 1 × 1 convolutional layer, replaces the conv1 layer to allow
end-to-end training. The supervised segmentation objective is
depicted as

Lseg =
1

N

N∑

i=1

w(i)
seg,cCE

{
fθ(x

(i)),y(i)
}

(3)

where C represents the number of given classes, y(i) ∈ {0, 1}C

represents the one-hot encoded vector of the available annota-
tion. fθ(x

(i)) a probability distribution of the output from the
CNN, where conv2 replaces conv1.

3) Training Procedure: In addition to end-to-end learning,
the proposed method operates in a mini-batch training manner,
indicating that the network is updated once after each objec-
tive processes information in each mini-batch [59]. We form
two training subsets for each objective function to facilitate
the alternating mini-batch training. The training subset for the
unsupervised clustering objective consists of the entire training
input data, whether annotated or not, and does not include any
class annotation of the data. On the other hand, the training
subset for the supervised segmentation objective includes the
annotated part of the training data, which takes a small amount of
the entire training data in the semisupervised learning scheme.
Algorithm 1 illustrates the semisupervised training procedure
with two training subsets.
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Algorithm 1: Training by Alternating Two Objectives.
Input:
X : training input data
X A ⊂ X : the annotated part of the training input data
YA: class annotation of X A

X: an unannotated mini-batch of X
(XA,YA): an annotated mini-batch of X A and YA

Output:
Z: feature map of the mini-batch X at the end of the
decoder

Ŷ: created pseudolabel of the mini-batch X
PA: class prediction of the mini-batch XA

Procedure:
for (X,XA,YA) ∈ (X , X A, YA) do

– Compute Z by processing X through the model
– Create pseudolabel Ŷ by clustering the principal
components of Z

– Compute wcls with respect to Ŷ
– Append conv1 at the end of the decoder
– Update the model end-to-end using (X, Ŷ) and the
unsupervised clustering objective in (2) with
gradient descent

– Replace conv1 by conv2
– Compute PA by processing XA through the model
– Compute wseg with respect to PA

– Update the model end-to-end using (XA, YA) and
the supervised segmentation objective in (3) with
gradient descent

end for

C. Advance on the Semisupervised Image Classification for
Echosounder Data [22]

The problem of being able to obtain manual annotations
is much more severe for semantic segmentation compared to
image classification, since in the former case annotations refer
to the pixel level and not the entire image. The semisupervised
method we propose in this article therefore solves a much more
challenging problem compared to our previous preliminary work
on semisupervised echosounder data patch classification [22],
which is only able to classify whole image patches and not do
proper segmentation. Some elements of the new segmentation
method resembles the previous classification method, however
with significant differences due to the completely different aims
of the two approaches. For the benefit of the reader, and since
we use [22] as one of the comparison models in experiments
(referred to as SemiClf, Section IV-D), we will elaborate on
these differences in this section.

SemiClf [22] is an image classification method, which is also
semisupervised by design, built around two alternating objective
functions. However, this semisupervised algorithm has some
critical drawbacks. The minimum patch size that the method can
classify is 32 × 32 intensity pixels. This is far too coarse-grained
to provide information at a pixel level. Second, the training
procedure is inefficient. During training, the method samples the
patches to tackle the imbalance in the cluster size. The sampling

TABLE I
OVERVIEW OF THE ECHOSOUNDER DATA USED FOR TRAINING AND

TEST/VALIDATION

hinders mini-batch training, degenerating training efficiency. We
highlight benefits of our new semantic segmentation method
below.

1) Obtaining Fine-Grained Segmentation Maps: Semi-
Clf [22] classifies echosounder patches with a shape of
32 × 32 × 4 into three classes using the modified architecture
of VGG-16 [60], where 4 in the patch shape indicates the num-
ber of frequency channels. The architecture corresponds to an
encoder of the neural networks. The result can be interpreted as
a coarse-grained segmentation, where the minimum resolution
of prediction is equal to the patch shape. On the contrary, our
method leverages the modified U-Net architecture [23], provid-
ing a fine-grained segmentation where the minimum resolution
is 1 × 1 × 4.

Training the CNN for semantic segmentation is much more
challenging than the one for classification because the large and
sophisticated architecture may hinder the backpropagation of
the gradient to the other end of the network. We leverage the
coupled architecture of encoder and decoder using dilations and
concatenation functions to facilitate the backpropagation of the
gradient, as suggested in U-Net. In addition, we simplify the data
preprocessing by avoiding applying the criteria for determining
which class each patch belongs to, which is required for the
classification task.

2) Annotation-Free Class-Rebalancing Weight: Our method
utilizes the cross-entropy loss for both the unsupervised and
supervised learning schemes. However, the cross-entropy loss
does not account well for imbalanced classes as it sums over
all the intensities [61]. A common approach to tackle the class
imbalance problem is to allocate class importance to mitigate
the imbalance based on the class distribution. This includes
rebalancing the class weights [62], [63], [64] and regulating
the learning frequency by sampling [22], [53], [65]. Table I
shows that the echosounder data are severely class-imbalanced
to the given classes, where more than 99% of the backscattering
intensities belong to the background (BG) class consisting of
the water and seabed features. The supervised segmentation ob-
jective, therefore, should deal with the class imbalance problem
in the echosounder data.

The unsupervised clustering objective should also tackle the
class imbalance problem. The clustering approaches based on
DeepCluster [53] can result in a trivial solution, such as empty
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clusters or immensely larger clusters than their average size.
This causes the imbalance among the pseudoclasses, hindering
the CNN to address the structured representation. To tackle
the imbalance, approaches based on DeepCluster [22], [53]
purposely equalize the cluster size by sampling to uniformly
distribute the pseudoclasses. For the segmentation task, however,
sampling pixels to create the class-balanced pseudolabels is
not a strategic choice in terms of the learning efficiency as the
discarded pixels may create a mask in the pseudolabel, hindering
end-to-end mini-batch training.

Hence, we apply the class-rebalancing weight technique to
the objective functions to bypass the sampling procedure. The
weight leverages the number of predictions to each pseudoclass
or class attribute instead of leveraging the available class anno-
tation, differentiating our method from the previous studies [5],
[22]. The class-rebalancing weight wcls,k for the unsupervised
clustering objective Lcls in (2) is depicted as

wcls,k =
ŵcls,k∑

k∈K ŵcls,k
, where ŵcls,k =

N

KNk
. (4)

In this expression, N represents the total number of pseudolabels
in a mini-batch. K represents the number of pseudoclasses
or clusters that we predefined. Nk represents the number of
pseudolabels of the pseudoclass k, where the sum over the K
pseudoclasses is equal to N (N =

∑
k∈K Nk). Equation (4)

indicates that the pseudoclasses larger than the average size
N/K are penalized by the smaller weight than the other classes.

In this study, rather than forcing the balance in a few available
annotations, we introduce the class-rebalancing weight wseg,c

for the supervised segmentation objective Lseg in (3) depicted
as

wseg,c =
ŵseg,c∑

c∈C ŵseg,c
, where ŵseg,c =

N

CNc
. (5)

In this expression, C represents the number of classes in the
annotated data. Nc represents the number of prediction of
the class c, where the sum over the C classes is equal to
N (N =

∑
c∈C Nc). Note that we count Nc from the prediction

of the model rather than the available annotation to avoid the
deterministic weight values, resulting in the annotation-free
class rebalancing weight.

IV. EXPERIMENT

The purpose of the experiments is to explore the robust-
ness of the proposed method in the semisupervised learning
environment that exploits limited annotations and, at the same
time, the contribution of the unannotated data. We evaluate our
method by comparing it with other segmentation models applied
for the analysis of the echosounder data, where the evaluation
metrics include prediction accuracy, F1-score, confusion matrix,
Cohen’s kappa [66], and area under the curve–receiver operating
characteristics (AUC-ROC) [67].

A. Data Setup

We leverage the echosounder data from 2016 to 2017 to train
the CNN-based segmentation model and the trained model is

Fig. 3. Five pairs of the training patches. The annotation map (leftmost) and
the echosounder data for each frequency channel are shown. The colors in the
annotation map indicate the classes: background (BG) in white, other fish species
(OT) in red, and sandeel (SE) in blue. The horizontal yellow line at the lower
part of the echosounder data is the boundary between water and the seabed.
Note that some patches do not include any fish pixel as a result of random patch
extraction.

evaluated using the echosounder data from 2019. The size of
the input echosounder patches is 256 × 256 × 4, where 4
indicates the number of echosounder channels (18, 38, 120,
200 kHz). We randomly extract the echosounder patches from
the echosounder data. 200 patches from the echosounder data
between 2016 and −2017 are used for the training set, and 60
patches from the echosounder data in 2019 are used for the
test set. In addition to those sets, we extract 30 patches for the
validation set from the echosounder data between 2016 and 2017
to tune the hyperparameters. There is no overlap among the
patches. The model output is the segmentation map of the corre-
sponding input, segmented by the three given classes. Table I and
Fig. 3 show, respectively, a subset of the training patches and the
general information of the training and test sets.

B. Annotation Ratio

To explore the impact of our semisupervised method, we
compute the annotation ratio, which measures the ratio of the
number of annotated patches to the number of the entire set of
training patches. Six ratios are studied, namely, 1.00, 0.40, 0.35,
0.30, 0.25, and 0.20. The annotation ratio of 1.00 represents
a fully supervised setting, where 200 training patches are fully
annotated. The annotation ratio of 0.20 takes the extreme semisu-
pervised case in this study, where 40 out of 200 training patches
are annotated while the remaining 160 patches are unannotated.
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TABLE II
PERFORMANCE COMPARISON REGARDING DIFFERENT KS AT THE ANNOTATION

RATIO OF 0.20

C. Training Configuration

The following training configuration is shared for all experi-
ment setups. The model learns by mini-batch training, where the
batch size Bs is set to 2 considering the computational resource.
Thus the number of feature representations in a mini-batch N
is 131 072 (2 × 256 × 256). The Adam optimizer [68] with
learning rate 3 × 10-5, beta (0.9, 0.999), and weight decay
10-5 is applied. The training is iterated to 500 epochs for all
experiments, applying early stopping [69] on the condition that
the accuracy is not improved for 100 epochs. For PCA, we
choose the first 32 principal components shown in (1) as they
capture most of the variance of the data. Three prediction classes
are given (C = 3); background (BG), sandeel (SE), and other
fish species (OT).

Regarding the choice of the number of clusters K, we choose
K = 512 after testing a set of different Ks. Table II exemplifies
one of the tests when the annotation ratio is 0.20, where the
AUC-ROC value of SE class (0.8306), prediction accuracy of
BG and SE classes (BG accuracy 0.9861; SE accuracy 0.5312),
Cohen’s kappa (0.3449), and F1 score (0.9856) achieve the high-
est when K = 512. As addressed in the DeepCluster work [53],
the number of cluster K does not have a significant impact on
the performance if we cluster the feature representations with a
sufficiently large number of clusters compared to the number of
classes. We tune those hyperparameters using the validation set.
All the code is implemented in PyTorch [70].

D. Validation Methods

Our proposed method, PredKlus, is designed specifically to
exploit the intrinsic nature of unannotated data, as well as to en-
force class structure by supervision, all while handling the inher-
ent class-imbalance of echosounder data by class-rebalancing
weights. One could envision other approaches for exploiting
unannotated data in semantic segmentation for acoustic target
detection.

As the first comparison model to highlight this, we reimple-
ment a recently published work for generic semisupervised se-
mantic segmentation [71] for our specific task of acoustic target
classification. This method, which we refer to as SemiCPS, also

aims to integrate pseudoclass predictions (unsupervised) to the
class predictions (supervised) by introducing an additional aux-
iliary segmentation network mirroring the main segmentation
network architecture with different initializations.

SemiCPS intends to encourage high similarity between the
predictions of the two networks with different initialization for
the same input image. For the annotated input, each network
is individually trained in a supervised manner. For the unanno-
tated input, the main network first creates the class prediction
map by processing the input. This prediction map becomes the
pseudolabel that will supervise the auxiliary network. Once the
auxiliary network is updated by the pseudolabel, the main net-
work is also supervised by the prediction map from the auxiliary
network.

With SemiCPS, we implicitly explore how the unsupervised
clustering objective affects the predictive performance when
data are noisy. Due to the unpredictable underwater nature, the
features between the target class and the nontarget are visually
indistinguishable in some echosounder data. This may lead the
mirrored network of SemiCPS to generate incorrect pseudola-
bels, which are tied to the supervision of the main network.
If it eventually repeats, none of the two networks can make
correct predictions. On the other hand, the pseudolabels in our
proposed method are leveraging the internal structure of the
data set and are not tied to the class supervision. This makes
our proposed approach more robust against noisy data, such as
the echosounder data. As we will show in Section V, SemiCPS
does not compare favorably to our approach. We believe this
to be due to an inability to exploit the intrinsic nature of the
unannotated data leading to a propagation of errors induced by
the pseudolabeling due to the noisy nature of the data. This will
be further discussed in Section V-A.

The second comparison model is the semisupervised patch
classification method [22], referred to as SemiClf, where both
the annotated and the unannotated parts are involved in the anal-
ysis. This model learns from a small input patch of size 32 × 32
× 4, and classifies each patch to given classes leveraging the ar-
chitecture of the modified VGG-16 [60]. We train SemiClf using
the same training set, after splitting one provided echosounder
input (256 × 256 × 4) into 64 small patches. In the inference
phase, on the other hand, we extract the small patches with stride
of one pixel only, resulting in a fine-grained prediction map. A
voting mechanism determines the class for each pixel, which is
based on the class prediction frequency among the overlapping
small patches. This significantly increases the computational
complexity of SemiClf, but provides a pixel-level comparison
between all methods.

The third comparison model is the fully supervised segmenta-
tion method [5], referred to as SupSeg in this study. This utilizes
the same CNN architecture and the supervised segmentation ob-
jective as our proposed method, and provides the class prediction
of each backscattering intensity. But it does not exploit either
the unannotated part of the data or the unsupervised clustering
objective. For semisupervised settings where the annotation
ratios are smaller than one, this fully supervised method ignores
the unannotated part and learns from the annotated part of the
training set, which is partially available.
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TABLE III
MODEL PERFORMANCE COMPARISON WITH RESPECT TO AUC-ROC VALUE

AND CLASS ACCURACY

TABLE IV
MODEL PERFORMANCE COMPARISON WITH RESPECT TO COHEN-KAPPA

AND F1 SCORE

V. RESULT AND DISCUSSION

Our method and three comparison models, e.g., SupSeg [5],
SemiClf [22], and SemiCPS [71], are evaluated by the various
performance measures using the test echosounder data specified
in Table I. The measures include AUC-ROC value and the
class prediction accuracy for each class and annotation ratio
(Table III), Cohen’s kappa (kappa), and F1 score regarding each
annotation ratio (see Table IV). The area under the ROC curve
is AUC, where a higher AUC indicates better segmentation
performance. Regarding the class prediction accuracy, note that
the SE class achieves the lowest prediction accuracy than any
other class for the many setups. This indicates that the SE class
is a conservative estimate [22].

In addition to these measures, the confusion matrix and the
corresponding ROC curve for each setup are computed for the
comparison, as shown in Figs. 4–9. For the confusion matrices,
each row of these confusion matrices sums to one, indicating the
ground truth of the prediction. Each column illustrates the class
prediction of the method. The first column and row indicate the
BG class, the second and the third columns and rows denoting
the SE class and the OT class, respectively. For the ROC curves,

the vertical axis indicates a true-positive rate while the horizontal
axis shows a false-positive rate. For the visual comparison, we
provide the prediction map of the test data in Figs. 10–12,
where four parts of the echosounder data in 2019 and their
prediction maps are visualized. Overall, the results show that
our semisupervised method outperforms the comparison models
throughout annotation ratios.

A. Comparison to Semisupervised Segmentation Method
Using Pseudolabels (SemiCPS)

Tables III and IV show that our proposed method out-
performs SemiCPS through the entire evaluation metrics in
the semisupervised setups containing the annotation ratios of
0.20–0.40. The greatest performance difference is observed
at the annotation ratio of 0.20, which is the most extreme
semisupervised setup. Our method achieves the kappa score of
0.3449, which is 18.8 times greater the kappa score of SemiCPS
(0.0183).

The prediction maps in Fig. 10 also visually validate the
outperforming results of our proposed method. SemiCPS does
not make predictions close to the fish patterns for the annotation
ratios of 0.20–0.25, but tends to capture the fish class patterns
from the annotation ratios of 0.30 and higher. However, quite a
few fish patterns are still misclassified to the BG class, yielding
a smaller prediction area and underperforming results than our
proposed method. Our proposed method, in contrast, tends to
capture most of the major fish patterns on the prediction map
from the annotation ratio of 0.20. Although the prediction map
appears noisy due to misclassification of small clutter patterns at
low annotation ratios, the noise is filtered out as the annotation
ratio increases and shows a good prediction map close to the
ground truth and the input. We discover the same visual trends
in Figs. 11 and 12.

B. Comparison to Semisupervised Patch-Based Segmentation
(SemiClf)

Compared to SemiClf [22], our proposed method outperforms
throughout the measures and setups. We argue that the novelties
of our method, such as the learning mechanism for the fine-
grained segmentation and the annotation-free class-rebalancing
technique, contribute to achieving the surpassing result by ad-
dressing the shortcomings of patch-based SemiClf. The kappa
scores contrast the difference nicely, where ours achieves
18.3 times greater scores than SemiClf with the annotation ratio
of 0.20 (ours 0.3449; SemiClf 0.0191).

In addition to the poor prediction maps shown in Figs. 10–12,
another critical drawback of SemiClf is misclassification of
the seabed feature, which is known for a considerably higher
intensity than the other fish classes [5]. The seabed feature
is marked with a distinct yellow horizontal line in the input
echosounder data. As shown in the prediction maps, SemiClf
and SemiCPS predict the seabed as one of the fish classes (blue
or red) throughout the annotation ratios. In contrast, our method
learns the seabed feature and correctly predicts it to BG class in
white as intended.
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Fig. 4. Confusion matrices and the corresponding AUC-ROC plots of the annotation ratio of 0.20.

Fig. 5. Confusion matrices and the corresponding AUC-ROC plots of the annotation ratio of 0.25.
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Fig. 6. Confusion matrices and the corresponding AUC-ROC plots of the annotation ratio of 0.30.

Fig. 7. Confusion matrices and the corresponding AUC-ROC plots of the annotation ratio of 0.35.
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Fig. 8. Confusion matrices and the corresponding AUC-ROC plots of the annotation ratio of 0.40.

Fig. 9. Confusion matrices and the corresponding AUC-ROC plots of the annotation ratios of 1.00.
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Fig. 10. Prediction maps of the test echosounder data with respect to the annotation ratios. The colors in the annotation map indicate the classes: background
(BG) in white, other fish species (OT) in red, and sandeel (SE) in blue.

C. Comparison to Fully Supervised Method (SupSeg)

We compare the result of our method to SupSeg [5], to
investigate how the unsupervised clustering objective and the
unannotated data improve the predictive performance. Overall,
our proposed method outperforms SupSeg through the entire
annotation ratios for the entire AUC-ROC values and the SE
and OT class accuracies in Table III. The results indicate that
the unsupervised clustering objective improves the performance
of the segmentation task by effectively exploiting the structured
representation from both the unannotated data and the available
annotated data.

Note that our proposed method outperforms SupSeg for the
annotation ratio of 1.00 (fully supervised case). With this result,
we argue that our proposed method is generic and outperforms
the conventional fully supervised learning methods, such as
SupSeg. Alternating two objective functions are applicable to
the fully supervised case, which facilitates the interconnection

of the two objectives to make good use of the annotated data
based on the clustering structure. By the iteration, the datapoints
in each cluster gradually share the dominant class annotation,
and eventually have the same class prediction, approximating
the decision boundaries that SupSeg achieves to some extent.

In Table IV, we find two inconsistent cases for the annotation
ratios of 0.35 and 0.40, where SupSeg achieves greater Kappa
and F1 scores. However, we argue that this result does not
undermine the robustness of our proposed method. Instead, we
believe that SupSeg is biased to make more predictions for the
BG class, where the bias is related to a severe class imbalance in
the training data, especially in the increased part of the annotated
data. The prediction accuracy of the BG class for these annota-
tion ratios validates our reasoning, where SupSeg achieves better
accuracy than our proposed method for these annotation ratios
(SupSeg 0.9857, ours 0.9842 with the annotation ratio of 0.35;
SupSeg 0.9811, ours 0.9857 with the annotation ratio of 0.40).
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Fig. 11. Prediction maps of the test echosounder data with the annotation ratio of 0.20, 0.25, and 0.30. The colors in the annotation map indicate the classes:
background (BG) in white, other fish species (OT) in red, and sandeel (SE) in blue. (a) Case where the SE class is dominant, whereas (b) and (c) show the case
where the OT class is dominant.

On the other hand, the prediction accuracies of two fish classes
do not seem to increase as much as it increases in our method
(ours 0.6609, SupSeg 0.6128 with the annotation ratio of 0.35
and the SE class accuracy; ours 0.6304, SupSeg 0.6238 with the
annotation ratio of 0.40 and the SE class accuracy; ours 0.6419,
SupSeg 0.6399 with the annotation ratio of 0.35 and the OT class
accuracy; ours 0.7307, SupSeg 0.6029 with the annotation ratio
of 0.40 and the OT class accuracy). Through visual inspection
of the annotated part of the training data, we are able to obtain
other grounds for our argument.

When performing the visual inspection of the increased part
of the training set between the annotation ratio of 0.30 and 0.35,
where ten input-annotation data pairs are increased, we discover
that five out of ten data pairs consist of only BG class pixels
without any fish class pixel. Analogously, we discover that six
out of ten data pairs consist of only BG class pixels without any
fish class pixel between the annotation ratio of 0.35 and 0.40.
For the entire training data, the case that no fish intensity pixels
are obtained in the input takes about 20% of the training data on
average. Hence, we argue that the class imbalance found with
these annotation ratios is more severe than the other cases and
causes the prediction bias towards the BG class for the SupSeg
case.

D. Confusion Matrix and ROC Curve

Figs. 4–9 compare our proposed method to other compari-
son models using confusion matrices and ROC curves. When
comparing the diagonal components of the confusion matrices
visually, our proposed method shows more distinct diagonal
components than the other models. This implies that: 1) our
proposed method can be seen to outperform the comparison
model in terms of the class accuracy as illustrated in Table III;
2) our proposed method also achieves lower false-positive rates
within fish classes compared to other models when having a
deeper look at the diagonal components of the SE and OT classes
(second and third row and column). For example, comparing the
false-positive rate of SE prediction of the OT class ground truth,
shown in the second column and the third row of the confusion
matrices, ours achieves lower false-positive rates throughout
the semisupervised setups. This result is consistent with the
false-positive rate of OT prediction of the SE class ground
truth, shown in the third column and the second row of the
matrices.

The ROC curve shows the tradeoff between true-positive
and false-positive rates. The curves indicate that segmentation
models with curves closer to the top-left corner perform better,
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Fig. 12. Prediction maps of the test echosounder data with the annotation ratio of 0.35, 0.40, and 1.00. The colors in the annotation map indicate the classes:
background (BG) in white, other fish species (OT) in red, and sandeel (SE) in blue. (a) Case where the SE class is dominant, whereas (b) and (c) show the case
where the OT class is dominant.

resulting in greater area under the curve (AUC) as depicted in
Table III. The results in the curves and the AUC values validate
the outperforming result of our method.

VI. CONCLUSION

In this article, we propose a novel semisupervised deep learn-
ing method for semantic segmentation of echosounder data. Our
method considerably reduces the dependence on the annotated
data, achieving comparable results with the fully supervised seg-
mentation method [5], by leveraging 40% of the annotated data
in addition to unannotated data. Our method also outperforms
the other semisupervised methods for echosounder data [22],
[71]. Our methodological novelty is to take advantage of deep
clustering to exploit the underlying structure of the training
data regardless of the annotation in a semisupervised learning
scheme. In addition, our method is end-to-end and mini-batch
trainable, and regulates the class imbalance based on the model
prediction without leveraging the annotated part of data. The
rigorous and extensive experiments validate the robustness of
the proposed method, where various performance measures are
introduced.

Our proposed method is generic and applicable to other fish
species with a small amount of annotated echosounder data.
To the best of our knowledge, this is the first semisupervised

semantic segmentation article for the echosounder data analysis
based on deep learning. The promising results imply that our
proposed method can reduce the expensive costs required for the
annotation. The performance can be improved by utilizing se-
mantic information, e.g., a simple classifier that can exclude the
background class pixels when collecting the echosounder data.

In future work, we intend to explore the uncertainty of the
segmentation results to improve the interpretability of the model
prediction. As a further example of future work, we intend to
extend our method to take the uncertainty into account to create
more crisp and clear decision boundaries among the clusters
when the pseudolabels are created.
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Abstract

We propose DIB-X, a generic self-explainable deep learning approach, tested in marine environment monitoring applications. Our
method generates explanations through optimization, adhering to the principles of minimal, sufficient, and interactive explanations.
The minimality and sufficiency principles are rooted within the information bottleneck framework. Distinctly, DIB-X directly
quantifies the minimality principle using the recently proposed matrix-based Rényi’s α-order entropy functional, circumventing the
need for variational approximation and distributional assumption. The interactivity principle is realized by incorporating existing
domain knowledge as prior explanations, fostering explanations that align with established domain understanding. Empirical results
on two marine environment monitoring datasets with different modalities reveal that our approach primarily provides improved
explainability, with the added advantage of enhanced classification performance. The source code for DIB-X is publicly accessible
at github.com/SFI-Visual-Intelligence/DIB-X.

Keywords: Explainable deep learning, self-explainability, information-bottleneck, matrix-based Rényi’s α-order entropy
functional, multi-frequency echosounder data, seal pup images on sea ice

1. Introduction

The significance of monitoring the marine environment is paramount, as the ocean plays a vital role in supporting
life on Earth [1]. Deep learning has transformed the field of marine environmental monitoring by enabling automated
visual monitoring that was previously unfeasible due to the extensive resources, time, and expertise needed [2, 3].

Despite the advancements in automated visual monitoring, there are some challenges in applying deep learning-
based systems to real-world situations. First, deep learning systems exhibit a level of complexity that makes them
akin to black boxes, which complicates the understanding of the decision-making process behind their outcomes [4].
Furthermore, the promising results demonstrated so far have primarily been achieved under ’sandbox conditions’, a
controlled test environment within computer systems where new techniques can be safely executed [5].

Given the potential negative consequences of inaccurate marine environment monitoring, it is prudent to ensure
that deep learning systems provide human-understandable explanations for their decisions, thereby fostering trust in
their outcomes [6]. This approach enables the utilization of deep learning-based monitoring systems as a supplement
to human decision-making rather than a replacement, ultimately enhancing the overall monitoring process [7].
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In this context, it is evident that the explainability of deep learning has emerged as one of the critical topics in the
field of computational intelligence [5, 7]. Its primary objective is to develop new decision-making systems that can
additionally provide human-understandable explanations, making their decisions more trustworthy [6].

The growing interest in explainability methods within the field of marine environmental monitoring is observed in
[8]. However, further research and investigation are necessary to fully realize their potential benefits. As explainability
methods continue to advance and gain credibility, it is anticipated that deep learning-based systems will contribute
more significantly to marine environmental monitoring in a variety of scenarios [9]. These include the analysis
of images collected by unmanned aerial vehicles [10] and underwater images from multi-frequency echosounders
[11, 12].

In this paper, we propose DIB-X, a novel explainable deep learning method, which stands for deep deterministic
information bottleneck explainability. Our proposed method is evaluated using two marine environment monitoring
image datasets with different modalities, including multi-frequency echosounder data [11, 12] and the images of seal
pups on sea ice [10].

Notably, methodological genericity is a key aspect of DIB-X, enabling applicability across various domains be-
yond marine environmental monitoring. Leveraging the information bottleneck (IB) framework [13], DIB-X addresses
two contrasting principles for the explanation, including sufficiency with respect to the output and minimality con-
cerning the input. DIB-X seeks to learn the optimal latent representation as an explanation by balancing the trade-off
between these two principles.

Distinctly, as a crucial feature of DIB-X, we incorporate the matrix-based Rényi’s α-order entropy functional
[14] to the IB framework, resulting in a more robust explainability method compared to existing IB-based approaches
[15, 16]. This advanced entropy measure [14] circumvents the need for estimating the probability density of variables,
streamlining the neural network’s decision-making explanation process.

Additionally, we present an extension of the proposed DIB-X that integrates available domain knowledge during
the learning of explanations, making the resulting explanations more interactive within the specific domain. Principles
such as sufficiency, minimality, and interactivity are incorporated into the objective function through mathematical
formulation. This enables a self-explainable learning scheme that provides explanations alongside predictions during
optimization [6, 17].

Empirically, DIB-X demonstrates trustworthiness by prioritizing the clarity of its explanations while maintaining
enhanced classification performance. Our main contributions can be summarized as follows:

• To propose a novel explainable deep learning method that addresses sufficient but minimal explanation based
on the information-bottleneck framework [13].

• To introduce, for the first time, the matrix-based R’enyi’s α-order entropy functional [14] to explainability
methods.

• To formulate the proposed method so that it performs within an end-to-end and self-explainable scheme.

• To extend the proposed method, enabling it to integrate domain knowledge during the learning of explanations,
making the explanations more interactive.

• To demonstrate the applicability of the proposed method to real-world marine environment monitoring data
with different modalities.

2. Related work

The field of model explainability methods has seen rapid growth in recent years. The aim is to provide insight into
how complex models, such as neural networks, make predictions [18]. Among the explainability methods, attribution
methods [19, 18] have become a common choice when dealing with image data. The attributions, denoted as M in
this paper, explain the model behaviour in the input pixel space by assigning relevance scores, which highlight salient
areas relevant to network decisions [16].

Earlier explainability methods provide a-posteriori explanations leveraging pretrained models considering the
models as a black-box [20, 21, 19, 22]. One line of research is represented by the gradient-based method, where the
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attribution is calculated by the gradients or reverse propagation to the input space. This includes Grad-CAM [19],
LRP [20], and DeepLIFT [21], to name a few. Grad-CAM [19] uses the gradients of logits, flowing into the final
convolutional layer to produce a coarse localization map highlighting the important regions in the image. Although
the gradient-based methods are relatively straightforward to implement in the given network architecture, the expla-
nation quality is to some extent limited due to gradient shattering property connected to gradient approaches, and
the visualizations based on gradient-based methods often contain falsely perceptual regions in addition to a coarse
representation.

Though gradient-based methods are relatively simple to implement within a given network architecture, their
explanation quality is somewhat limited due to the gradient shattering property associated with these approaches.
Consequently, the visualizations based on gradient-based methods frequently exhibit falsely perceptual regions and a
coarse representation.

Another line of a-posteriori explanation research is the perturbation-based method. This approach aims to observe
the output changes by processing a set of perturbed images, where each has an occlusion of a different region in the
image. This includes LIME [22], Occlusion [23], and RISE [24]. A well-known method LIME [22] first employs
occlusions of superpixels from the original image to synthesize a number of neighboring image instances. The syn-
thesized instances and the outcomes are used to fit a linear model where the coefficients of the linear model explain
the contributions of occluded features. Perturbation-based methods are known for providing robust and reliable ex-
planations in the input space. Nevertheless, the number or resolution of input perturbations that can be sampled is
limited by practical constraints due to the rapid increase in combinatorial complexity.

Beyond the a-posteriori explanation methods, recent works have proposed self-explaining methods [5, 17], which
aim to integrate explainability factors, such as intelligibility [5], coherence [17], and minimality [15], with the learning
process to account for what constitutes a good explanation. While the exact formulation may vary depending on the
method and the application, a common approach is to mathematically formulate such factors and add them to the
objective function in addition to a term seeking for input-output relevance, such as a cross-entropy. This differs from
a-posteriori methods in that their pretrained network often has learned with a focus only on input-output relevance.

To facilitate the integration of the explainability factors, the self-explaining methods tend to separate the network
architecture to learn the individual representation for the explanation and prediction. For example, a general self-
explaining model SENN [17] consists of three separate network modules. A concept encoder transforms the input
into explainable basis representations, an input-dependent parametrizer generates relevance scores regarding the basis
representations, and an aggregator combines both the representations and the scores to produce a prediction. Due
to the higher modelling capacity of the neural networks, the self-explaining methods can provide more informative,
understandable, and transparent explanations [17, 6]. This is also an effort to change the black-box neural networks
to a so-called glass-box [25].

Building on numerous measures of information quantities and learning principles based on information theory
[26, 27, 13, 28], recent explainable deep learning methods [15, 16, 18, 29] have leveraged the information-bottleneck
(IB) framework [13]. The IB framework [13], which aims to find the optimal trade-off between minimality and
sufficiency of information at the latent representation, has gained particular attention in recent years due to its solid
theoretical foundation and potential for formulating self-explainable deep learning methods [15]. The DIB-X method
proposed in this paper takes further novel steps forward towards IB-based self-explainable deep learning, as elaborated
in the next section.

3. The proposed deep deterministic information bottleneck explainability approach

The aim of the IB framework is to learn a latent representation T between an input X and a target Y . The idea is
that T should capture a minimal amount of information about X while at the same time retaining sufficient information
about the target Y [30, 15]. This creates a so-called information bottleneck, producing a T which represents the best
trade-off between minimality and sufficiency of information with respect to X and Y , respectively [14].

The deep IB framework implements the IB framework in the context of deep learning, and allows it to take advan-
tage of the powerful feature learning capabilities provided by deep neural networks. This is particularly useful when
dealing with high-dimensional and complex data, such as images [28, 14, 15]. This is achieved by maximizing the
objective function defined by mutual information, which encourages the network to learn the bottleneck representation
T , a compressed representation of the input data X that preserves the relevant information of the target Y .
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Figure 1. Overview of the proposed DIB-X. The method consists of four steps. 1O The input image X is used to create the attribution mask M by
being processed by the explainer network module. 2O If domain knowledge in the form of the mask prior Mp is available, it can be integrated into
the attribution mask. 3O The attribution mask is employed to generate the bottleneck representation T , which is obtained by taking the Hadamard
product of the mask with the input image X. 4O The classifier network module processes the bottleneck representation T to perform the classification
task.

3.1. Information-bottleneck and attribution-based explanation
Mutual information is a measure of shared information between two random variables. It plays a crucial role in the

IB framework [13] as it defines the learning criteria. The mutual information I(X; Y) between two random variables
X and Y is defined as

I(X; Y) = EX,Y
[
log

pXY (x, y)
pX(x)pY (y)

]
= H(X) + H(Y) − H(X,Y) = H(Y) − H(Y | X), (1)

where pX(x), pY (y), and pXY (x, y) are the marginal and joint probability distributions of the variables. The quantities
H(X), H(Y), H(X,Y) and H(Y | X) are the entropy of X and Y , their joint entropy, and the conditional entropy,
respectively. Note that the mutual information I(X; Y) is non-negative and symmetric in the two random variables.

With the mutual information of two variables I(· ; ·) as the learning criteria, the general objective function of the
IB framework L is defined as

L = I(T ; Y) − βI(X; T ), (2)

where β is a Lagrange multiplier that controls the trade-off between the sufficiency and the minimality and the aim is
to maximize L.

In our proposed work, the latent representation T is learned from image data by optimizing two deep neural
network modules connected in series (Figure 1), where the role of the first network is to learn a representation for
T . Working with image data, and in line with other relevant literature [18, 29, 16, 15], we define T as the Hadamard
product (element-wise multiplication over pixels) between a learnable mask M and the image input X, i.e.,

T = M ⊙ X. (3)

The mask M is referred to as an attribution mask and simulates spatial feature removal over the the input image by
masking elements of X partially or completely out since each element in M is restricted to have a value between zero
and one. Since M acts as an attribution mask to create a bottleneck T , the first network module in essence explains
the target classification and for this reason we refer to this network as the explainer.
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The classifier serves as the second network module in this setup. The input to the classifier is represented by T ,
and the objective is to maximize the mutual information between T and the target Y , i.e., I(T ; Y). It is worth noting that
the maximization of the mutual information I(T ; Y) can be approximated by minimizing the cross-entropy loss, which
will be elaborated upon in the subsequent section. Utilizing this approximation, the classifier module prioritizes input-
output relevance, while the attribution mask M generated by the explainer module controls the amount of information
passed to the input of the classifier module.

We aim to simultaneously optimize both network modules in an end-to-end fashion with gradient descent. How-
ever, this necessitates ways to quantify mutual information in Equation 2. This is the topic for the next section. Since
the explanations represented by M will be learned simultaneously as the classification, such a procedure is inherently
self-explainable.

3.2. Self-explaining IB by deterministic matrix-based Rényi’s entropy

Our proposed method takes inspiration from Zhmoginov’s work [29] and related IB approaches [15]. [29] presents
an IB approach to generate attribution masks M for image classification models, where the idea is to direct model
attention away from distracting features and towards features that define the image label. Their model, however, is
only evaluated for benchmark image data sets such as MNIST and CIFAR-10, and is based on the variational IB
proposed in [28], which is also the case for [15].

The variational IB allows for the approximation of I(X; T ) through the variational lower bound principle, which
relies on the selection of an appropriate prior distribution [28]. One way to achieve this is to use the prior distribution
for the attribution mask M [15]. The Kullback-Leibler (KL) divergence DKL(p(m|x)||r(m)) is used to approximate the
lower bound, where p(m|x) is the learned distribution of the attribution mask M and where r(m) is a prior distribution of
M. To achieve this, [29] introduces an additional variational autoencoder (VAE) network to formulate the variational
IB [28], which reconstructs the masked input T with the selected prior distribution in the latent space of the network.

A critical aspect of this approach is the selection of an appropriate prior distribution, which can significantly
impact the quality of the estimation [31]. An alternative approach to avoid the requirement for a prior distribution
is the mutual information neural estimator (MINE) [32], which however utilizes an auxiliary network to estimate a
lower bound on I(X; T ). Indeed, these methods for approximating I(X; T ) are valuable tools in IB optimization [33].
However, they still rely on additional mechanisms such as the manual selection of the prior distribution or the inclusion
of auxiliary networks, which may impact the quality of the lower bound estimation and pose challenges for practical
applications. In order to apply the IB framework to larger networks and real-world data, such as marine image data, a
fundamentally novel method is needed to provide a more robust manner for computing mutual information I(X; T ).

We, on the other hand and as a novel step, couple our fully self-explainable deep learning-based information
bottleneck concept to a recent line of research where direct optimization of the IB objective without any variational
approximation has been shown to be successful in the sense of obtaining more robust results compared to the vari-
ational approach [30, 34, 14]. This approach to quantify mutual information is deterministic, avoiding variational
inference and distributional assumption, and lends itself nicely to learning by gradient descent over mini-batches. We
name this new approach deep deterministic information bottleneck explainability (DIB-X). The approach is described
below.

In DIB-X, we exploit the relation between mutual information and the entropy, e.g., I(X; T ) = H(X) + H(T ) −
H(X,T ). Towards this end, DIB-X quantifies the mutual information using the recently proposed marginal and joint
matrix-based Rényi’s α-order entropy functional [14]. In this measure, the entropy is quantified directly from the
data samples in a mini-batch level via a normalized Gram matrix AX . The Gram matrix encodes the pairwise re-
lationships among the data samples [14]: Given a set of vectors X = {x1, x2, · · · , xn}, the normalized Gram matrix
AX = KX/tr

(
KX
)

is defined via KX ∈ Rn×n using a real-valued positive definite kernel κ, such that KX
i j = κ

(
xi, x j

)
.

Here, a common choice for the kernel κ is the radial basis function, e.g., κ
(
xi, x j

)
= exp

(
−∥xi−x j∥2

2σ2

)
, where the kernel

width σ is a tunable hyperparameter.
With the normalized Gram matrix AX , the marginal entropy Hα(AX) is defined as

Hα(AX) =
1

1 − α log2

(
tr
(
(AX)α

) )
=

1
1 − α log2

( n∑

i=1

λi(AX)α
)
, (4)
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where α ∈ (0, 1) ∪ (1,∞), and λi(AX) denotes the i-th eigenvalue of AX .
The joint entropy Hα(AX , AT ) is defined with two sets of vectors X = {x1, x2, x3, · · · , xn} and T = {t1, t2, t3, · · · , tn},

where AT indicates the normalized Gram matrix for T and is defined as

Hα(AX , AT ) = Hα
( AX ⊙ AT

tr(AX ⊙ AT )

)
. (5)

With this framework, therefore, the mutual information I(X; T ) in our proposed DIB-X is

I(X; T ) = Hα(AX) + Hα(AT ) − Hα(AX , AT ). (6)

Finally, this enables us to define the a new objective function LDIB-X to maximize

LDIB-X = I(T ; Y) − βI(X; T ) = I(T ; Y) − β(Hα(AX) + Hα(AT ) − Hα(AX , AT )
)
, (7)

where Hα(AX), Hα(AT ), and Hα(AX , AT ) are the marginal and joint entropy of the input image X and the masked image
T .

Note that maximization of I(T ; Y) is approximated by minimizing the conditional entropy H(Y | T ) in that I(T ; Y)
is equal to H(Y) − H(Y | T ), i.e.,

max I(T ; Y) = max
(
H(Y) − H(Y | T )

)
= H(Y) +max

( − H(Y | T )
) ⇐⇒ min H(Y | T ). (8)

Furthermore,

H(Y | T ) ≃ Ex,y∼p(x,y)

[
Et∼pϕ(t|xi)

[− log pθ(y | t)]
]
=

1
N

N∑

i=1

Et∼p(t|xi)
[− log p (yi | t)] = CE(Ŷ ,Y), (9)

where CE(Ŷ ,Y) is the cross-entropy loss between the class label Y and prediction Ŷ of the images. Hence, the resulting
optimization problem may be expressed as

maxLDIB-X = max
[
−CE(Ŷ ,Y) − β(Hα(AX) + Hα(AT ) − Hα(AX , AT )

)]
. (10)

3.3. Integrating domain knowledge through prior Mp

Our proposed DIB-X method effectively integrates domain knowledge into the learning process. For example, we
use class labels Y as a source of domain knowledge and exploit them in the classifier module to maximize the mutual
information I(T ; Y). The explainer module also learns the class labels by backpropagating the gradient of I(T ; Y)
through the bottleneck representation T .

The attribution mask M, integrated into the explainer module, identifies the relevant region in the input X that
correspond to the class labels Y . If local information that can provide a prior belief in estimating the attribution M is
readily available as an additional source of domain knowledge, it should also be integrated into the learning process.
Hence, an extension of our proposed method with a given attribution mask prior Mp can be expressed as

maxLDIB-X = max
[
−CE(Ŷ ,Y) − β(Hα(AX) + Hα(AT ) − Hα(AX , AT )

) − γDKL(M||Mp)
]
. (11)

Here, Kullback-Leibler divergence DKL(M||Mp) measures the distance between distributions of M and Mp, and γ is a
weight that regulates the participation of the prior information in learning the attribution M.

This extension is particularly useful when the mask prior Mp can be readily acquired using conventional methods
within the domain. Moreover, by enabling users to refine Mp as necessary and incorporating it into the training, DIB-
X can generate explanations tailored to users’ requirements, resulting in more interactive explanations. The benefit of
the extension will be more discussed in the Experiments section.

6
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4. Experiments

In this section, we evaluate the performance and explainability of our proposed DIB-X method for image classi-
fication using two marine environment monitoring datasets, including multi-frequency echosounder data and images
of seal pups on sea ice. Further details on these datasets are provided in Sections 4.1-4.2. We also provide a detailed
account of the implementation of DIB-X, including additional information on data preparation, comparison methods,
and the network architecture. These details are outlined in Sections 4.3-4.5. Our evaluation results, including visual-
izations, are presented in Section 4.7. As a sanity check and in order to be able to compare to alternative approaches,
we also include experiments using the well-known MNIST dataset, where the implementation details and the results
are presented in Appendix A.

4.1. Seal pup images on sea ice
The ice breeding harp and hooded seals are both abundant species in the North Atlantic. There are two geo-

graphically separate populations of hooded seals and three of harp seals. These have historically been exploited and
managed separately. Thus, there is a need to assess the status and monitor changes in abundance in all populations to
manage the respective harvests responsibly. Knowledge of seal population sizes is required to estimate the potential
interaction of these species on other marine organisms, including commercially important fish species.

In a management framework, precise estimates of key parameters in population models are vital in order to provide
reliable future predictions of the population. To obtain this, independent estimates of pup production using photo-
graphic or visual aerial strip transect surveys are used to determine the abundance of harp and hooded seals in the
Northwest Atlantic [35], the Greenland Sea [10], and in the White Sea [36]. The total abundance is subsequently
estimated by fitting a population model to the independent estimates of pup production while incorporating removals
and reproductive rates [37]. The number of seal pups are counted either visually along an entire transect (with a
known strip width) or from aerial images taken along a transect. A number of parallel transects are surveyed to cover
an entire patch of seals. To obtain estimates of total harp or hooded seal populations several thousand of images are
typically required [37].

Manual analysis of the photographs is extremely time consuming and costly, and involves subjective human inter-
pretation by trained experts. The spatial distribution of the seals varies substantially. Typically, the ice breeding seals
will cluster, but due to substantial ice drift the seals might be scattered over large areas. Often only a small fraction of
the images taken contains seals, and typically 70-90 percent of harp and hooded seal images are empty.

The seal pup dataset consists of aerial photos (RGB) with corresponding annotations indicating the the position
and species of all seal pups in the images. The aerial photos were acquired during surveys in the West Ice in 2007,
2012 and 2018, and Canada in 2008, 2012 and 2017. The resolution is about 2 or 3 centimeters, depending on the
altitude of the aircraft. The seal pup images used in this study are manually annotated into three classes, namely harp
seal, hooded seal, and background.

4.2. Multi-frequency echosounder data
Multi-frequency echosounder data reflects underwater objects by emitting varied acoustic frequencies. Acoustic

target classification (ATC) aims to identify and classify marine life using this data, offering potential in fisheries
management and ecosystem assessments [38]. However, ATC presents challenges due to the high variability of
echosounder data and factors influencing backscattered echoes, such as size, shape, orientation, and composition [12].

Deep learning-based methods show promise in ATC, but their lack of explainability poses challenges. ATC is a
multidisciplinary field, and explainability is crucial for experts’ acceptance of the neural networks’ decisions. Inte-
grating diverse knowledge enhances deep learning models’ reliability and robustness, addressing challenges related
to echosounder data variability [39, 40, 38].

To this end, we propose integrating an attribution mask prior, denoted as Mp, into our DIB-X method to facilitate
learning the attribution mask M in the multi-frequency echosounder data. The attribution mask prior Mp is obtained
using the manual thresholding method, as described in [12], which sets a threshold to differentiate target species from
the background in the echosounder data. Although the thresholding method’s effectiveness may be limited due to the
data’s noisy nature, it offers ease of implementation. Once a suitable threshold is identified, the approximate location
of the target species can be determined. Consequently, the knowledge within Mp serves as a foundational element for
the network to learn M in DIB-X. Further details will be provided in Section 4.5.
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Data Seal pup data Echosounder data
No. of classes 3 3

No. of training samples 3,000 10,200
No. of test samples 750 2,550

No. of validation samples 150 450
Input image size 128x128 128x128
No. of channels 3 4

Modality RGB Acoustic
Available domain knowledge N/A Threshold criterion [12]

Table 1. Additional details for the datasets used in this work.

The multi-frequency echosounder data is collected during a sandeel survey in the Norwegian North Sea. Sandeels
(Ammodytes marinus) are small, swim bladder-less fish that primarily burrow in sandy seabeds with few silt and clay
particles. The sandeel survey investigates the North Sea ecosystem to better understand the distribution, behavior, and
ecology of sandeels and their relationship to other marine species [12].

Since 2005, the Norwegian Institute of Marine Research conducts acoustic trawl surveys for sandeels in the north-
eastern North Sea during April and May [41]. The surveys utilize research vessels equipped with multi-frequency
Simrad EK60 echosounder systems with transducers operating at 18, 38, 120, and 200 kHz, except in 2012, which
uses a Simrad ME70 sonar for 120 kHz data. The echosounder systems are calibrated before each survey, and during
operation, pulse duration and ping repetition frequency are set to 1.024 milliseconds and 3-4 Hz for all frequencies,
respectively. Vessel speed is maintained at approximately 10 knots.

Echosounder observations for each frequency channel are recorded as frequency-specific values of the volume
backscatter coefficient (sv), representing the average backscatter intensity per cubic meter. Each sv value corresponds
to a pixel in the two-dimensional echosounder data. In the physical context, the horizontal and vertical lengths of a
single sv are set to one second and 19.2 centimeters, respectively. These values are determined by the given pulse
duration and the horizontal resolution of the primary frequency channel, which is 200 kHz in this case, due to the
highest sandeel signal-to-noise ratio.

4.3. Data preparation

In this study, we analyze two distinct image datasets that are highly relevant to monitoring the marine environment,
including the seal pup data [10] and the multi-frequency echosounder data [11, 41]. We choose these datasets due to
their unique characteristics and relevance to the field of image analysis. Table 1 provides a comprehensive overview
of the datasets, including the number of classes, number of training, validation, and test samples, image sizes, and
prior domain knowledge available.

To facilitate the Hadamard product with the attribution mask M ranging from zero to one, each pixel in the input
X of the seal pup data is standardized to have a range from zero to one. For the multi-frequency echosounder data,
each pixel is standardized to have a wider range from zero to two, which is necessary to capture the diverse patterns
in the data. No data augmentation is performed for any of the datasets.

The multi-frequency echosounder data undergoes a conventional preprocessing protocol that has been used in
similar studies [11]. The protocol involves converting all sv values into a decibel (dB) unit denoted as dB re 1m−1,
which represents the attenuation in decibels relative to a reference level of 1 meter traveled by the acoustic wave.
Then, a minimum threshold of -75 dB re 1m−1 is set for the converted sv values, and the minimum value is assigned
to any values below the threshold or missing. Expert analysts use their domain knowledge and a post-processing
software called Large Scale Survey System (LSSS) [42] to manually annotate the multi-frequency echosounder data.
Each pixel in the data is assigned a class label of sandeel (SE), other fish species (OT), or background (BG) based on
its characteristics.

Due to the long features along the horizontal axis resulting from several weeks of navigation, patches are extracted
from the echosounder data using the image sizes specified in Table 1 to effectively train a neural network on this data.
The entire echosounder data is then divided into equal bins of a given patch size with no overlap, and a class label is
assigned to each of the binned patches based on the annotated pixels in them. In some cases, a patch contains two
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classes, which are excluded from the datasets of interest. After class labeling all the echosounder patches, the same
number of patches per class are randomly sampled.

4.4. Comparison methods
To evaluate the effectiveness of our proposed DIB-X method, we select three benchmark methods for comparison.

The first method is VIB-X, inspired by the recent work on variational information-bottleneck for interpretation (VIBI)
[15]. VIBI is based on the IB framework [13] similar to DIB-X. However, VIBI estimates the mutual information
I(X; T ) using a variational approach, which differs from the deterministic approach proposed in DIB-X. Specifically,
VIBI derives a variational lower bound for I(X; T ), which is then approximated by the Kullback-Leibler divergence
DKL(p(m|x)||r(m)), where p(m|x) indicates the distribution of the attribution mask M, and r(m) is a prior distribution
of the attribution mask M chosen in advance. However, VIBI is not intended to work as a self-explaining scheme, as
the neural network in that work seeks to explain an independently obtained classifier. To make VIBI more comparable
to DIB-X in terms of self-explainability, we modify VIBI in a self-explainable scheme and refer to this modified
approach as VIB-X.

To generate an attribution mask for each input in VIB-X, the most relevant k sub-regions to the target are sampled
using the Gumbel-softmax [31]. The vectorized output of the explainer is used as a basis for the Gumbel-softmax
sampling. In addition, multiple masks can be generated using the same ground for each input. In this case, a final at-
tribution mask M is obtained by aggregating based on the sub-regions with the highest activations among the multiple
masks. In this study, we aggregate ten masks for each image to obtain the final attribution mask M, where each mask
has four sub-regions activated, e.g., k = 4. The final attribution mask M creates the bottleneck representation T using
the Hadamard product with the input X, and the classifier classifies the T to given classes.

The other two methods, Grad-CAM [19] and LIME [22], are well-known a-posteriori methods that rely on pre-
trained classifiers. Grad-CAM [19] is a gradient-based method that produces a coarse localization map highlighting
important regions in the image. LIME [22] is a perturbation-based method that synthesizes neighboring image in-
stances by occluding superpixels and fits a linear model to explain the contributions of occluded features. For LIME
[22], each superpixel has a size of 8x8 to ensure the same resolution of explanation as DIB-X and VIB-X produce.

4.5. Implementation
The network architecture consists of two modules, namely the explainer and the classifier, which simulate the

IB framework. More detailed information is presented in Figure B.7 in Appendix B. For DIB-X, a hyperbolic
tangent layer (tanh) is added after the ReLU layer [43] at the end of the explainer to ensure that each pixel value
in M is between zero and one. The size of M is selected based on both computational complexity and the resulting
explanation resolution for the input, which is determined by the architecture of the explainer. In this case, nearest
neighbor interpolation (x8) is applied to M to match the size of the input X.

To ensure a fair comparison, we modify the publicly available codes for the benchmark methods to use the same
network as DIB-X depicted in Figure B.7. For instance, the a-posteriori comparison methods, such as Grad-CAM and
LIME, use a pretrained classifier in their implementation. On the other hand, the self-explainable methods, including
the proposed DIB-X and VIB-X, employ the explainer-classifier architecture illustrated in Figure B.7. Additional
implementation details are summarized in Table 2.

DIB-X requires several hyperparameters, including the order α, the kernel width σ of Rényi’s entropy, the La-
grange multiplier β associated with the minimality of the IB framework, and a weight γ related to the attribution
mask prior Mp. First, we set α to 1.01, which is a value commonly used in the literature [34, 14] as it approximates
Shannon’s entropy [27].

Second, the kernel width σ controls the locality of Rényi’s entropy. To ensure an accurate estimation of the
entropy, it’s important to avoid choosing extremely small or large values of σ [14]. When σ is small, the Gram matrix
becomes more similar to the identity matrix, resulting in the eigenvalues becoming more similar to each other. On
the other hand, when σ is large, the Gram matrix approaches an all-ones matrix, causing most of the eigenvalues to
approach zero. Several approaches have been proposed for selecting the optimal value of σ based on the distribution
of the data [44]. We apply a conventional approach based on the mean value of the k-nearest distances for each sample
[34]. The value of k is carefully selected based on the classification performance of each dataset, such as k = 6 for the
seal pup dataset and k = 9 for the multi-frequency echosounder data. With the selected k, the resulting value of σ is
calculated as the average of the mean values for all samples.
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Data Seal pup data Echosounder data
Model DIB-X VIB-X [15] LIME [22] Grad-CAM [19] DIB-X VIB-X [15] LIME [22] Grad-CAM [19]

β of IB (Eq. 11) 0.02 0.1 N/A 0.005 0.1 N/A
Batch size 128 128 128 128 128 128 128 128

No. of epochs 250 1000 500 500 500 1000 250 250
Learning rate 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0006 0.0006

Size of attribution (M) 16x16 16x16 16x16 7x7 16x16 16x16 16x16 7x7
No. of channels in M (d) 1 1 1 1 4 4 1 1

Momentum 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
Weight decay 5e-4 5e-4 5e-4 5e-4 5e-4 5e-4 5e-4 5e-4

Optimizer Stochastic Gradient Descent

Table 2. Implementation details relevant to the reported experiment results for each setting.

Third, the Lagrange multiplier β is a crucial hyperparameter that determines the level of minimality of the bot-
tleneck representation T in the IB framework. By controlling the extent to which mutual information I(X; T ) is
incorporated into the learning process, β represents the relative influence of I(X; T ) on seeking minimality at T , while
the network is trained to maximize I(T ; Y) with a fixed weight of one.

We carefully test a range of β values using the validation set, following the conventional grid search protocol [45]
to identify the optimal configuration that achieves the best classification performance. For both datasets, we initially
search for β values between zero and one with an interval of 0.1, and then further refine the search within a range of 0
to 0.1 at intervals of 0.02. For the echosounder data, we narrow down our search for the optimal value within a range
of 0 to 0.02 at intervals of 0.005. The optimal β value can be found in Table 2. As an additional reference, we include
the case of β = 0 to examine the performance difference when minimality is not pursued in DIB-X.

As illustrated in Equation 11, domain knowledge is integrated into the training through a mask prior Mp, which
has binary representations based on a thresholding criterion [12]. The threshold criterion, set at -63 dB re 1m−1 for
the primary frequency of 200 kHz, is applied to the dB-converted pixel values (sv values). This results in the binary
attribution mask prior Mp being defined as

Mp =


1 for dB(sv) ≥ −63
0 otherwise.

(12)

In this case, dB(sv) represents the dB-converted sv values.
The weight γ governs the influence of domain knowledge to the objective function by regulating DKL(M||Mp) in

Equation 11. We aim for the explanations generated by DIB-X to be based on the mask prior Mp while also fulfilling
other requirements, such as sufficiency and minimality. Hence, we test several values of γ based on the previously
selected β, and include in the evaluation the results for DIB-X with γ = 0.005, β = 0.005, which yield the highest
classification performance.

4.6. Assessment of explanation quality
In this section, we evaluate the effectiveness of the attribution mask provided by the explainer module. To assess

the quality of the explanation, we visually compare the figures from the models with the aim of assessing how well the
region captured by the attribution mask matches the region in the input that is relevant to the given classes. We also
investigate how the introduction of the hyperparameter β leads to a minimal representation of the attribution mask,
enabling us to gain a deeper understanding of the most important features for classification.

Seal pup data. Figure 2 displays nine randomly selected images of test seal pup data along with their attribution masks
generated by five different analysis methods, including DIB-X with β = 0.02, DIB-X with β = 0, VIB-X, LIME, and
Grad-CAM. The top row shows the original seal pup images, while the remaining rows show the attribution masks M
overlaid on the images, generated by each method. The attribution mask M itself is colored in orange in the figure,
where each pixel in M is normalized to a value between zero and one. All methods are designed to assign higher M
values to regions that are more relevant to the prediction. To optimize the legibility of the figure, the attribution masks
in Figure 2 are plotted using the M > 0.7 criterion. The bottleneck representation T is computed as the element-wise
product of the input and the attribution mask, which highlights the relevant features in the input.
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Input 
images

DIB-X
β=0.02

DIB-X
β=0
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LIME
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-CAM
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ground Harp Hooded

Back-
ground Harp Hooded
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Figure 2. Randomly selected input seal pup data (top row) and the corresponding attribution masks overlaid on the images. The ground-truth class
of each image is given at the top. The colored box indicates a misclassified sample by the classifier, where the color represents the failed prediction.

Notably, both DIB-X models, shown in both the second and the third rows of the figure, are effective at capturing
the seal pups in the input images with some differences. The main difference between DIB-X with β = 0.02 and
DIB-X with β = 0 is the pursuit of a minimal representation of the attribution mask. In the figure, the attribution mask
of DIB-X with β = 0.02 (second row), which pursues minimality, shows a more concise representation of highlighted
regions of the seals, compared to DIB-X with β = 0 (third row), which does not seek minimality.

While VIB-X appears to successfully capture some of the seals in the image, it also captures unrelated regions
together, creating a scattered pattern that can be difficult for users to understand. The LIME method also produces
a scattered pattern similar to VIB-X, with multiple small regions sampled across the image and some additional
highlighted regions, leading to more dispersed attribution masks than VIB-X. Grad-CAM generates more focused
masks compared to VIB-X and LIME. However, its explanation resolution is lower due to the the network architecture
of the classifier, resulting in a less detailed explanation compared to other methods.

Multi-frequency echosounder data. In contrast to the seal pup data, pixel-level ground truth annotations are available
for the multi-frequency echosounder data, which allow us to quantitatively evaluate the effectiveness of the explanation
for each frequency channel. To do this, we first convert the attribution mask M into a pixel-level prediction of the
input. This is achieved by synthesizing the mask with the class prediction from the classifier module. Next, we
measure the predictive performance of this synthesized pixel-level prediction using the corresponding annotation,
where AUROC is chosen as the metric.

Tables 3-4 present the AUROC value per frequency channel for each model and class, with the ROC curves
illustrated in Figure B.8 in the Appendix B. The AUROC values in Tables 3-4 are identical. However, Table 3
emphasizes performance differences between models, while Table 4 highlights differences in the frequency-specific
features of the two fish classes for each model. Our analysis does not focus on analyzing attribution masks for the
BG class, as this class is considered non-informative by the attribution masks for the fish classes and is therefore
discarded.

From Table 3, it is evident that DIB-X, particularly with the configuration of β = 0.005 and γ = 0.005, outperforms
11
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AUROC SE OT Average
Freq. (kHz) 18 38 120 200 18 38 120 200 SE OT Total

DIB-X
β = 0.005, γ = 0.005 0.6135 0.9459 0.9313 0.9511 0.8146 0.7670 0.6878 0.7683 0.8605 0.7594 0.8099
β = 0.005, γ = 0 0.8977 0.5981 0.8856 0.9043 0.8313 0.6833 0.7943 0.7791 0.8214 0.7720 0.7967
β = 0, γ = 0 0.9185 0.5382 0.9002 0.8971 0.8200 0.4489 0.7884 0.7970 0.8135 0.7136 0.7635

VIB-X [15] 0.8329 0.8286 0.8304 0.8302 0.6171 0.6241 0.6198 0.6171 0.8305 0.6195 0.7250
LIME [22] 0.7668 0.8579 0.8671 0.8688 0.7585 0.6788 0.6455 0.7257 0.8402 0.7021 0.7711

Grad-CAM [19] 0.8578 0.7112 0.8578 0.7112 0.7845

Table 3. AUROC values of the explanation for two fish classes, e.g., sandeel (SE) and other species (OT).

Class
Freq.
(kHz)

DIB-X
VIB-X [15] LIME [22] Grad-CAM [19]β = 0.005 β = 0.005 β = 0

γ = 0.005 γ = 0 γ = 0

SE

18 0.6135 0.8977 0.9185 0.8329 0.7668

0.857838 0.9459 0.5981 0.5382 0.8286 0.8579
120 0.9313 0.8856 0.9002 0.8304 0.8671
200 0.9511 0.9043 0.8971 0.8302 0.8688

OT

18 0.8146 0.8313 0.8200 0.6171 0.7585

0.711238 0.7670 0.6833 0.4489 0.6241 0.6788
120 0.6878 0.7943 0.7884 0.6198 0.6455
200 0.7683 0.7791 0.7970 0.6171 0.7257

Table 4. Per class performance comparison with respect to AUROC value and accuracy of the multi-channel echosounder data

the other models across the majority of frequency channels and fish classes. DIB-X with β = 0.005 and γ = 0.005
achieves the highest total average (0.8099), as well as the highest average value for the SE class (0.8605). This
configuration excels, particularly in the 38, 120, and 200 kHz frequency channels for the SE class and the 38 kHz
frequency for the OT class. In addition, DIB-X with β = 0.005 and γ = 0 slightly underperforms compared to DIB-X
with β = 0.005 and γ = 0.005, while achieving the highest values for several cases, including the average value for
the OT class (0.7720), and 18 and 120 kHz frequency channels for the OT class.

VIB-X shows relatively consistent performance in the SE class, with an average of 0.8305, but demonstrates
weaker performance in the OT class, with an average of 0.6195. LIME displays slightly better performance than
VIB-X, with an average of 0.8402 for the SE class, 0.7021 for the OT class, and a total average of 0.7711. Grad-CAM
does not provide frequency-wise values due to its nature of generating explanations, but achieves a relatively high
value of 0.8578 for the SE class. However, these comparison models, including Grad-CAM, still achieve lower total
average values than the DIB-X configurations, such as β = 0.005, γ = 0.005 and β = 0.005, γ = 0.

It is evident from our analysis of Table 3 that integrating domain knowledge into the model helps generate attri-
bution masks that better match pixel-level annotations. This is particularly notable when comparing the performance
of DIB-X with β = 0.005 and γ = 0.005 to that of DIB-X with β = 0.005 and γ = 0, where γ is a hyperparameter
controlling the incorporation of the domain knowledge through the mask prior Mp.

Furthermore, the domain knowledge used in this study is based on threshold criteria that facilitate the discrim-
ination of the SE class from the background during manual annotation of the echosounder data [12]. Our analysis
indicates that the difference in AUROC values between the SE and OT classes suggests the effectiveness of domain
knowledge, particularly for the SE class. For instance, DIB-X with β = 0.005 and γ = 0.005 performs better for the
SE class on the majority of the frequency channels (38, 120, 200 kHz) compared to other configurations, while this is
not the case for the OT class.

Table 4 compares the performance of the SE and OT classes at different frequency channels in terms of AUROC
values. We observe that the SE class achieves highest AUROC values at 200 kHz for two proposed DIB-X models,
including β = 0.005, γ = 0.005 and β = 0.005, γ = 0, and LIME, while the OT class achieves higher AUROC values
at lower frequency channels for all models. This observation aligns with the conventional understanding that the SE
species achieves the best signal-to-noise ratio at 200 kHz [12]. As a result, the primary frequency for the sandeel
survey is typically set to 200 kHz [41].

The visual evaluations shown in Figures 3-4 support the quantitative analysis results presented in this study. Figure
3 provides a comparison of attribution masks generated by multiple models across four frequency channels. As
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Figure 3. Comparison of attribution masks generated by multiple models across four frequency channels of the multi-frequency echosounder data.

demonstrated in Tables 3-4, the DIB-X models with β = 0.005 effectively capture potential fish schools. Notably, the
SE class (blue) is captured more frequently at higher frequency channels (e.g., 200 kHz), while the OT class (green)
is captured more frequently at lower frequency channels (e.g., 18 kHz).

Figure 4 shows the mask prior Mp. The available domain knowledge, based on the primary frequency of the
sandeel survey (200 kHz) due to the best noise-to-ratio, leads us to establish a threshold criterion for the sandeel fish
schools, e.g., the SE class. We observe that the mask prior provides more identifiable information at this frequency
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Figure 4. Visualization of the multi-frequency echosounder data and corresponding attribution masks M and mask priors Mp per frequency channel.

channel, compared to other frequency channels. Additional figures in Appendix Appendix B, including Figures
B.9-B.13, further support the robustness of our proposed DIB-X.

4.7. Evaluation of predictive performance

We present the average and per-class image classification performance on the test dataset of the different methods
for two marine environment monitoring datasets. Tables 5-6 show the results from the seal pup data. Tables 7-8 show
the results from the multi-frequency echosounder data. Four metrics, namely AUROC, Accuracy, Cohen-Kappa, and
F1 (macro), are utilized to evaluate the different methods. In the tables, each bold value in the tables denotes the
largest value among the methods for that specific evaluation metric.

To investigate the impact of the hyperparameter β on predictive performance, we test the case of β = 0 for DIB-X.
In this case, the network is trained using an objective function that maximizes I(T ; Y) to ensure that the bottleneck
representation T contains sufficient information for prediction, without taking into account the trade-off between
sufficiency and minimality. However, the case of DIB-X with β = 0 still differs from the a-posteriori methods, such
as LIME and Grad-CAM. This is because DIB-X with β = 0 uses the explainer-classifier architecture, while the
a-posteriori methods rely solely on the classifier module.

Seal pup data. Table 5 provides a comparison of the average performance of the models on the seal pup data. Our
proposed DIB-X with β = 0.02 achieves the best results across all metrics, demonstrating its effectiveness in the
image classification task. Table 6 displays the classification performance for each class. Consistent with the results in
Table 5, DIB-X with β = 0.02 exhibits better performance in AUROC across all three classes, including harp seal pup
(0.9861), hooded seal pup (0.9646), and background (BG, 0.9924), and achieves the highest accuracy for the hooded
seal pup class (0.7857), as well as the top F1 scores for both hooded seal pup (0.8635) and background (0.9558)
classes.

Our analysis reveals a few notable findings. Firstly, our proposed DIB-X outperforms VIB-X, indicating that the
deterministic measure of mutual information I(X; T ) contributes more to the improved classification performance than
the variational measure used in VIB-X. Secondly, we observe that when comparing two DIB-X setups with different
values of the hyperparameter β, e.g., β = 0.02 and β = 0, pursuing minimal representation at the bottleneck T , i.e.,
DIB-X with β = 0.02, can improve predictive performance. This finding suggests that pursuing minimality can act
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Table 5. Average performance comparison of the seal pup data
Model AUROC Accuracy Cohen-Kappa F1 (macro)

DIB-X (β = 0.02) 0.9811 0.9000 0.8495 0.8974
DIB-X (β = 0) 0.9757 0.8922 0.8371 0.8890

VIB-X [15] 0.9661 0.8781 0.8154 0.8737
LIME [22], Grad-CAM [19] 0.9728 0.8719 0.8068 0.8678

Model AUROC Accuracy F1 score
Harp Hooded BG Harp Hooded BG Harp Hooded BG

DIB-X (β = 0.02) 0.9861 0.9646 0.9924 0.9528 0.7857 0.9587 0.8730 0.8635 0.9558
DIB-X (β = 0) 0.9812 0.9565 0.9894 0.9817 0.7251 0.9667 0.8882 0.8369 0.9418

VIB-X [15] 0.9627 0.9465 0.9892 0.9500 0.7122 0.9628 0.8507 0.8174 0.9532
LIME [22], Grad-CAM [19] 0.9736 0.9569 0.9879 0.9722 0.6729 0.9714 0.8617 0.7998 0.9419

Table 6. Per class performance comparison with respect to AUROC value, accuracy, and f1-score of the seal pup data

as a regularizer in training the network, encouraging the network to avoid learning non-informative features, such as
redundancy, to achieve learning concise yet comprehensive feature representations relevant to the label space [15].

Lastly, we also observe that DIB-X with β = 0 outperforms a-posteriori methods such as LIME and Grad-CAM
in terms of prediction performance. Given that the methods mentioned above use the same objective function of
minimizing the cross-entropy, this result suggests that the explainer module of DIB-X to some extent acts as the
classifier. In other words, the explainer learns discriminative features, providing additional learning capacity to the
classifier rather than explaining it. The linear combination between the explainer and the classifier, such as the
Hadamard product at the bottleneck, enables the backpropagation of the gradient computed from the output of the
classifier, facilitating this extended functionality of the explainer module.

To ensure a rigorous comparison of DIB-X with a-posteriori methods, we argue that it is necessary to restrict
the explainer module from providing additional learning capacity to the classifier. In other words, each module in
the sequentially connected network should learn a fundamentally distinct feature representation based on its intended
purpose.

To achieve this, one possible approach is to implement additional constraints at the bottleneck through the attribu-
tion mask M. These constraints should ensure that each module can learn a purpose-oriented representation without
interfering with the capacity of the other module. Further exploration is required to clarify the specifics of these
constraints, which falls beyond the scope of this paper.

Multi-frequency echosounder data. Table 7 provides a comparison of the average classification accuracy of five differ-
ent models on multi-frequency echosounder data. Table 8 displays the classification performance for each class, and
the obtained results are consistent with those in Table 7. The best overall performance across all metrics is achieved by
DIB-X with β = 0.005 and γ = 0.005, outperforming the comparison models for the majority of frequency channels
and classes, as shown in Table 8. For models that do not incorporate the mask prior Mp (i.e., cases with γ = 0), DIB-
X with β = 0.005 and γ = 0 surpasses other methods, attaining the highest values for AUROC (0.9371), Accuracy
(0.8603), and F1 score (0.8233) in the BG class.

Our analysis of the multi-frequency echosounder data has led to several findings. Firstly, the findings we have
obtained from the seal pup data are also applicable to the multi-frequency echosounder data. The findings include
the advantage of the deterministic mutual information measure I(X; T ) over the variational measure applied to VIB-
X, as well as the importance of pursuing minimality to prevent the network from learning redundant features. They
also include that the explainer module should be constrained to learn proper feature representations that explain the
classifier, rather than simply aiding the classification task.

Secondly, comparing two cases of DIB-X leveraging the mask prior Mp, specifically β = 0.005, γ = 0.005 and
β = 0.005, γ = 0, we observe that DIB-X with mask prior improves its classification performance. Based on this
result, we argue that incorporating domain knowledge during training can lead to the estimation of a more grounded
attribution mask by the network.
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Table 7. Average performance comparison of the multi-channel echosounder data
Model AUROC Accuracy Cohen-Kappa F1 (macro)

DIB-X (β = 0.005, γ = 0.005) 0.9237 0.8063 0.7081 0.8054
DIB-X (β = 0.005, γ = 0) 0.9164 0.7874 0.6800 0.7862

DIB-X (β = 0, γ = 0) 0.9134 0.7862 0.6772 0.7836
VIB-X [15] 0.7997 0.6315 0.4463 0.6210

LIME [22], Grad-CAM [19] 0.9031 0.7590 0.6378 0.7581

Model AUROC Accuracy F1 score
SE OT BG SE OT BG SE OT BG

DIB-X (β = 0.005, γ = 0.005) 0.9411 0.8961 0.9340 0.8030 0.7716 0.8444 0.8402 0.7574 0.8187
DIB-X (β = 0.005, γ = 0) 0.9241 0.8880 0.9371 0.7391 0.7611 0.8603 0.7908 0.7444 0.8233

DIB-X (β = 0, γ = 0) 0.9276 0.8782 0.9345 0.7644 0.7372 0.8563 0.8068 0.7312 0.8129
VIB-X [15] 0.7896 0.7606 0.8489 0.5275 0.5111 0.8593 0.5975 0.5691 0.6963

LIME [22], Grad-CAM [19] 0.9137 0.8743 0.9212 0.7226 0.7099 0.8446 0.7726 0.7150 0.7867

Table 8. Per class performance comparison with respect to AUROC value and accuracy of the multi-channel echosounder data

Lastly, VIB-X does not perform well on the multi-frequency echosounder data, which is in contrast to its per-
formance on seal pup data. We suggest that this is due to the type of explanation required for multi-frequency
echosounder data, which should capture the differences in frequency-specific patterns among fish species in order to
provide insight aligned with the user’s perspective. To address this, we generate multi-frequency attribution masks
that allow us to analyze the backscattered patterns across all frequency channels for the same fish school. Notably, the
masks should be acquired in a higher-dimensional space than the seal pup data, given the high-dimensional nature of
the multi-frequency echosounder data. This complexity may pose diffculties for VIB-X to sample a good attribution
mask using Gumbel-softmax [31], which can cause its weak performance. Moreover, [34] states that the lowerbound
of variational IB approaches, including VIB-X, may not work well in practice due to challenges in ensuring the
tightness of the derived lower bound.

5. Conclusion

In conclusion, we propose DIB-X, a a generic and self-explainable deep learning method that generates mini-
mal, sufficient, and interactive explanations for the decisions of the model. By utilizing the information bottleneck
(IB) framework [13], DIB-X ensures minimal and sufficient explanations [15]. One of the key novelties of DIB-X is
the incorporation of an innovative mutual information measure, the matrix-based Rényi’s α-order entropy functional
[14], into the IB framework. This allows DIB-X to circumvent the variational approximation and distributional as-
sumption typically necessitated by conventional IB-based approaches [15, 29]. Another noteworthy aspect of DIB-X
is its capacity to produce explanations that align with well-established domain understanding, rendering them more
interactive. This is accomplished by incorporating domain knowledge directly into the learning process, where the
knowledge is transformed into prior information, thereby informing the explanations generated.

We evaluate DIB-X using two marine environment monitoring datasets with distinct modalities. Empirical results
demonstrate that our method provides enhanced explainability compared to benchmark explainability methods [22,
19, 15], while also offering improved classification performance as an added benefit. These results validate the
effectiveness of DIB-X.

Despite its merits, our method has certain limitations and offers avenues for further enhancement. From a method-
ological viewpoint, it is evident that further investigation into the constraints at the bottleneck is necessary to en-
sure that each module within the sequentially connected network learns a purpose-oriented representation without
adversely affecting the capacity of other modules. Additionally, to generalize the interactivity principle, further ro-
bustness examination is necessary, along with methodological expansions to accommodate other representations of
prior knowledge. From a practical perspective, future research should explore the application of DIB-X across diverse
domains and contexts to determine its wider applicability and potential utility in various fields.
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Figure .5. Proposed network architecture for MNIST dataset.

Appendix A. Evaluation on MNIST data

Although our focus in this section is primarily on marine environment monitoring datasets, the implementation
details and the results from the MNIST dataset are provided in the Appendix A. For the MNIST dataset, we utilize
the default split for training and testing, and no additional preprocessing or data manipulation is conducted for any of
the datasets.

Appendix A.1. Network architecture
The network architecture for MNIST data is shown in Figure .5 in the Appendix A. Table A.9 presents the

implementation details that are applied to MNIST dataset.

Data MNIST
Model DIB-X VIB-X [15] LIME [22] Grad-CAM [19]

β of IB (Eq. 11) 0.02 0.1 N/A
Batch size 128 128 128 128

No. of epochs 100 1000 100 100
Learning rate 0.0003 0.0003 0.0003 0.0003

Size of attribution (M) 16x16 16x16 16x16 7x7
No. of channels in M (d) 1 1 1 1

Momentum 0.9 0.9 0.9 0.9
Weight decay 5e-4 5e-4 5e-4 5e-4

Optimizer Stochastic Gradient Descent

Table A.9. Implementation details for the MNIST dataset.

Appendix A.2. Results
Table A.10 compares the performance of four models on the MNIST dataset. The models are evaluated on four

different metrics: AUROC, accuracy, Cohen-Kappa, and F1 score (macro). DIB-X with β = 0.02 outperforms all
19
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Model AUROC Accuracy Cohen-Kappa F1 (macro)
DIB-X (β = 0.02) 0.9998 0.9862 0.9845 0.9859

DIB-X (β = 0) 0.9998 0.9828 0.9807 0.9816
VIB-X [15] 0.9992 0.9674 0.9635 0.9656

LIME [22], Grad-CAM [19] 0.9996 0.9801 0.9777 0.9793

Table A.10. Average performance comparison: MNIST

DIB-X
β=0.02

DIB-X
β=0.00

VIB-X

LIME

Grad
-CAM

Figure A.6. Comparison of attribution masks generated by different methods on twelve randomly selected images from the MNIST test dataset.
Each mask highlights the relevant region with respect to the class prediction.

other models on all four metrics. Specifically, it achieves an AUROC of 0.9998, an accuracy of 0.9862, a Cohen-
Kappa score of 0.9845, and an F1 score (macro) of 0.9859. DIB-X with β = 0 also performs well, achieving the same
AUROC as the top-performing model but slightly lower scores on the other three metrics.

VIB-X achieves lower scores than the DIB-X models but still performs well, achieving an AUROC of 0.9992,
an accuracy of 0.9674, a Cohen-Kappa score of 0.9635, and an F1 score (macro) of 0.9656. LIME and Grad-CAM
achieve the lowest scores among the four models, with an AUROC of 0.9996, an accuracy of 0.9801, a Cohen-Kappa
score of 0.9777, and an F1 score (macro) of 0.9793.

Figure A.6 compares the attribution masks generated by different methods on twelve correctly classified images
from the MNIST test dataset. The figure suggests that the attribution masks from DIB-X with β = 0.02 efficiently con-
vey the most important features for classification, as they highlight the most relevant regions (i.e., numbers) compared
to the other methods, including VIB-X, LIME, and Grad-CAM. Moreover, the attribution masks from DIB-X with
β = 0.02 achieve this with the least number of activated pixels, making the masks more concise and visually inter-
pretable. This indicates that the DIB-X model with β = 0.02 is better at identifying the most relevant and informative
features for classification than the other methods tested, including the DIB-X model with β = 0.

Appendix B. Additional figures of the multi-frequency echosounder data

Appendix B.1. Network architecture
Figure B.7 shows the network architecture used for two marine environment monitoring datasets. In the figure,

the depth of the input image, denoted as D, and the depth of the attribution, denoted as d, depend on the dataset. For
the multi-frequency echosounder data, D = d = 4, while for the seal pup data, D = 3 and d = 1.

Appendix B.2. Comparison of ROC curves
Figure B.8 presents 24 ROC curves comparing the performance of six different explainability methods on four

different frequency channels, where each subfigure has ROC curves of two different fish classes (sandeel and other
species) and their average (macro). The results show that DIB-X with β = 0.005, γ = 0.005 achieves the highest

20
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Figure B.7. Proposed network architecture for the multi-frequency echosounder data and the seal image data. The upper module shows the
explainer, and the lower module shows the classifier.

TPR for all four frequency channels and for the sandeel and other species classes, as well as their average. The
corresponding AUROC values are presented in Tables 3-4.

Appendix B.3. Comparison of the explanation regarding each frequency channel

Figures B.9-B.12 provide additional comparison of the attribution masks for different models, where the corre-
sponding mask prior is presented in Figure B.13.
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Figure B.8. This figure compares the receiver operating characteristic (ROC) curves of six different explainability methods, including DIB-X with
different values of β and γ, VIB-X, LIME, and Grad-CAM, on four different frequency channels (18, 38, 120, 200 kHz). The true positive rate
(TPR) is plotted against the false positive rate (FPR) for each method and frequency channel combination. Each subfigure includes three ROC
curves, two for the fish classes, e.g., sandeel (SE) and other species (OT), and the average (macro).
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Figure B.9. Comparison of attribution masks for 18kHz of the multi-frequency echosounder data.
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Figure B.10. Comparison of attribution masks for 38kHz of the multi-frequency echosounder data.
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Figure B.11. Comparison of attribution masks for 120kHz of the multi-frequency echosounder data.
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Figure B.12. Comparison of attribution masks for 200kHz of the multi-frequency echosounder data.
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Figure B.13. Visualization of multi-Frequency echosounder Data, corresponding attribution masks M from DIB-X with β = 0.005, γ = 0.005, and
the mask prior Mp per frequency channel.
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Sammendrag (norsk):
This report documents a workshop organised by the COGMAR and CRIMAC projects. The objective of the workshop
was twofold. The first objective was to give an overview of ongoing work using machine learning for Acoustic Target
Classification (ATC). Machine learning methods, and in particular deep learning models, are currently being used
across a range of different fields, including ATC. The objective was to give an overview of the status of the work. The
second objective was to familiarise participants with machine learning background to fisheries acoustics and to discuss
a way forward towards a standard framework for sharing data and code. This includes data standards, standard
processing steps and algorithms for efficient access to data for machine learning frameworks. The results from the
discussion contributes to the process in ICES for developing a community standard for fisheries acoustics data.

Sammendrag (engelsk):
Rapporten dokumentere eit arbeidsmøte I COGMAR og CRIMAC prosjekta om automatisk målklassifisering av
akustiske data. Føremålet med arbeidsgruppa var todelt. I den første bolken gav partnarane ei oversikt over kva dei
held på med innan fagfeltet. Først gav vi ei oversikt over bruk av maskinlæring på automatisk målklassifisering av
akustikkdata. Maskinlæringsmetodar, og spesielt djuplæring, er i bruk på mange tilsvarande felt, i tillegg til identifisering
av mål frå fiskeriakustikk. Den andre føremålet var å gje deltakarar med maskinlæringsbakgrunn ei innføring i
fiskeriakustikk og diskutera korleis vi kan etablera data standardar for å kunne effektivt samarbeida. Dette inkluderer
datastandardarar, standard prosesseringssteg og algoritmar for effektiv tilgang til data for maskinlæring Resultatet frå
diskusjonane vart delt med arbeidet i ICES mot ein data standard innan fiskeriakustikkmiljøet.
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1 - Workshop format
The workshop was organized in two steps, were the first part was a mini conference on the use of machine learning
methods on fisheries acoustics methods from the partners in the COGMAR and CRIMAC projects. The second part
was a hands-on training session/hackaton on understanding, reading, and processing acoustic raw data.

The mini conference was a series of presentations of the approaches the different partners and institutions have used
on fisheries acoustics data. The talks ranged from the recent advancement on using machine learning (ML) methods to
the need for a framework for cooperation, data and algorithm sharing. The latter is linked to the ongoing efforts in ICES
to develop a standard for acoustic data, and efficient connection to deep learning frameworks like Keras, Tensorflow
and Pytorch, among others. The mini conference was held online November 1st, 2020.

 

The hackaton was organized December 7th- 11th 2020. The hackaton was a combination of small meetings, working in
groups and training sessions on various aspects of reading, understanding and processing acoustic raw data.
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2 - The mini conference
The mini conference was a series of presentations of the approaches the different partners and institutions have used
on fisheries acoustics data. The talks ranged from the recent advancement on using ML methods to the need for a
framework for cooperation, data and algorithm sharing. The latter is linked to the ongoing efforts in ICES to develop a
standard for acoustic data, and efficient connection to deep learning frameworks like Keras, Tensorflow and pytorch,
among others.

2.1 - LSSS and initial krill school detection by deep learning
Inge Eliassen and Junyong You gave a presentation of the Large Scale Survey System (LSSS) and presented initial
work on using deep learning methods on krill school detections. They used screen shot images from LSSS as input to a
U-net algorithm and Mask-RCNN and were experimenting with a RetinaNet architecture ( Figure 1 ).
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Figure 1. Krill school detection using a deep learning model. (a) Screenshot from LSSS, (b) manual annotation of krill schools, and (c)
Mask-RCNN detection.

 

2.2 - Supervised learning and adding additional information to the classifier
Olav Brautaset presented the work on using the U-net algorithm on the sand eel data (Brautaset et al. , 2020). The
continuation of this work includes addressing variations in ping rate, falsely detected high energy pixels, and how to
include auxiliary information to the network ( Figure 2 ). All these approaches show an improved performance of the

Fiskeriakustikk og akustisk målklassifisering
2 - The mini conference

7/25



network.

 

Figure 2. Including auxiliary information to the network for improved training and prediction.

 

2.3 - Semi-supervised deep learning approach using self-supervision
Changkyu Choi presented a semi supervised approach for classifying the sand eel data. He showed that a similar
performance could be attained with only a subset of the labels. The idea is that all the data is used to learn a
unsupervised representation for the data, and the labels are then combined in subsequent steps ( Figure 3 ).

 

Figure 3. A semi supervised approach for classifying sand eel.
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2.4 - Unsupervised deep learning
Håkon Osland is working on unsupervised methods to cluster acoustic data into different classes. this approach is
valuable for learning the structure and representation of large amounts of data. He has been experimenting with
generative adversarial networks for establishing a lower dimensional representation of the data.

2.5 - Clustering drop sonde data
Tom Van Engeland is working on fine detail data from a drop sonde system. He is working on clustering techniques to
establish different acoustic classes from the data ( Figure 4 ), and he is interested in whether the diversity of these
classes can be used to address biodiversity in the area.

 

Figure 4. Different classes emerging when clustering the drop sonde data.

 

2.6 - IMR estimation workflow
Sindre Vatnehol and Ibrahim Umar presented the IMR data processing pipeline for fisheries advice. They emphasized
the need to independent quality metrics on several levels, both on assessment results, survey indices, as well as finer
scaled metrics. These metrics can be used for testing the sensitivity to different algorithms and parameters on and are
useful for evaluating the different approaches in practice. They also emphasized the need for a data standard for the
classification mask and the pre-processed data.

2.7 - Kongsberg processing pipeline
Arne Johan Hestnes presented the survey system that Kongsberg have been developing on top of their Kognifai
platforms. We intent to use this platform for testing different classification algorithms. The platform supports docker
images, and we intend to use that for testing and deploying different processing algorithms.
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2.8 - General discussion
The work so far has been focused on traditional multiple frequency approaches using historical data. How to transfer
this to broad banded data is an important step in the way forward, and the next steps will be to transfer that knowledge
to cases where we start exploring the broad band spectrums.

The work so far has focused mostly on the Sand Eel survey since that have been made available for the participants,
but it is important to move ahead with other surveys to ensure that we develop methods that are robust and scalable.
The sand eel survey is also different to several other surveys in the sense that every school is manually labelled,
whereas it is more common to allocate backscatter over a distance in other surveys. It is important that we include these
other surveys to ensure that we develop methods that are general enough to tackle a broad range of problems.

The work presented have mainly focused on pixel based or patch-based predictions. This is the common approach for
image analysis, but for acoustic trawl surveys, the backscatter itself is the key parameter. This means that low
backscatter values are less important to get right than high backscatter regions. Weighing high intensity background
images, like presented by Olav Brautaset, is an important step to reduce the overall error.

Different diagnostic tools need to be developed. These tools range from directly evaluating pixel wise annotations to the
test set, via integrated backscatter over a distance, e.g. a transect, evaluating the performance metrics on the overall
survey, and to effects on the assessment model results. These approaches can be used both for training, validation and
testing. The latter is more relevant for testing since it requires larger computing resources. Sindre Vatnehol presented a
few alternatives on how to move this forward, including different metrics to evaluate the consistency of a survey series.

The uncertainty in the acoustic target classification is not commonly included in survey estimates, but this constitutes
an important source of uncertainty in the global estimate. The sensitivity to different classifications practices or
algorithms can be analyzed and we can analyze the error propagation based on these uncertainties. This will be an
important input to the survey estimation step, and the following assessment models.

2.9 - Discussion on collaboration and data standards
To make data available for the consortia and to ensure efficient collaborations across partners, the first step is to refine
standards for exchanging data and algorithms between different computing modules. To steer the efforts, the existing
pipeline will be used as a prototype. This pipeline consists of the manual classification from LSSS ( Figure 1 ), the
preprocessing and classification pipeline developed by IMR and NR (Brautaset et al. , 2020), the IMR data processing
pipeline, and the Kongsberg processing and scheduling platform.

The data standard should contribute to the efforts of the ICES working group on Fisheries Acoustics, Science and
Technology (WGFAST) in developing a common data convention , and details on how to contribute can be found there.

As a part of the ICES convention, a convention for interpretation masks is required. This information should contain the
manual annotations and should cover content similar to the LSSS work files and the Echoview EV files. Code to read
the LSSS work files exist . A review of different data models has been performed , and a test implementation exist .
There is also code that run the predictions from the U-net algorithm, write the test version of the masks, and wrap it up
in a docker image . We need to test this and see if it is sufficient for our purposes. The goal is that everyone that
creates models for acoustic target classification should write this format to allow for testing the predictions through the
Kongsberg system and in the IMR processing pipeline.

The interpretation mask is used in combination with (preprocessed) raw data to generate the integrated backscatter.
These data have an established data standard that we need to adhere to. Both Echoview and LSSS supports this
standard, and it is the input to the IMR processing pipeline. We have code that can read the proposed interpretation
mask convention and post it to LSSS, and then use the LSSS infrastructure to generate the output. The process is
rather slow when applied to a full survey, and alternatives are to write the work files or to generate a standalone light
weight integrator.

1

2 3 4

5
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Python is one of the most commonly used programming languages within machine learning, and shared data access
code base for accessing acoustic data and annotations are needed. The python libraries accessing the data formats
should be cloud friendly, and the internal representation in python should be able to efficiently use common machine
learning frameworks, like Keras, TensorFlow and PyTorch. Two python-based packages that can read acoustic raw data
are available. Pyecholab  has support for low level reading of acoustic data, and echopype  that supports net cdf
exports and zarr data files, that are a cloud friendly format. There is also a possibility to write python-based API’s on top
of the LSSS pre-processing code.

For implementation in Kongsberg and IMR’s data processing pipeline, it is recommended to set up docker images for
the different models and adhering to the input and output data models. A first version of a docker image for the
preprocessor and the U-net classifier have been developed  That way, we can deploy the different models at a range of
different platforms, both in the cloud and on platforms that are collecting data.

6 7

8
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3 - The hackaton

3.1 - Objectives
To follow up on the recommendations from the one-day workshop, we set up a hackaton with the following objectives:

Objective 1: Learn how to read (and understand) acoustic data from single beam echosounders

The COGMAR and CRIMAC teams consists of people with skills across a wide range of fields, including fisheries
acoustics, machine learning, statistics, etc, and the first objective was to get people familiar with the field of fisheries
acoustics and to get hands on experience in reading and processing data. We use python as the language since most
ML frameworks have good API’s in python.

Objective 2. Code a pipeline from .raw to a gridded format

The first step in a processing pipeline ( Figure 5 ) is to read the data and cast it into a format that can be read by
modern machine learning libraries. An important part of this process is to provide input to the standardization process in
ICES. The objective was to discuss how to best prepare the data for the ML framework. These objectives do not cover
the full pipeline, and that will be the topic for future workshops.

 

Figure 5. The suggested workflow. The black boxes indicates a data model and the orange rectangles denotes a processing step.

 

3.2 - Questions that you have had on acoustic data from echosounders, but never
dared to ask
One of the main objectives was to bring participants with backgrounds in computer science up to speed on fisheries
acoustics. To address this objective, we asked the participants after the symposium to list things that they did not
understand or that were unclear. The following is a summary of answers to frequently asked questions that arose in this
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process.

3.2.1 - What is in the raw data?
The raw data from the split beam multi-frequency echo sounders (EK60) provide sampled backscattered energy
together with athwartship (sideways) and alongship angles for each time step (ping). The angles are calculated by the
phase difference between quadrants on the transducer face. The sampling rate and maximum range may vary between
individual transducers, and may change between pings, and ping rate may vary over a survey transect. Data from
individual pings may be missing due to intermittent system failures. As a result, the raw data will in general not fit
directly to a time-range array. There are different ways of reading these data into python (Figure 6).

The EK80 split beam broadband echosounder has a continuous wave (CW, similar to EK60 but with higher sample
rates) and a frequency modulated (FM) mode. The raw data from the EK80 in FM mode provides four channels of
complex numbers, where each channel is from one quadrant of the transducer. The complex number denotes samples
and the phase of the signal for each quadrant. In CW mode, these data can be processed to obtain data that
correspond to the EK60 format, i.e. sv by range and angles from the phase differences between the channels. Note that
the sample frequency is higher than for the EK60, but the data is still limited by the pulse length and remains similar. In
FM mode, a chirp pulse is transmitted. This is a tone that change in frequency by time, and different sweeps can be
configured. This also provides raw backscatter in four channels, but these data can be passed on to FFT algorithms to
resolve the frequency domain. The data can be converted to a time-range-frequency grid per frequency channel after
using the FFT.

The .raw files used by both EK60 and EK80 contains sequences of objects, referred to as ‘datagrams’. Each datagram
starts with a length in bytes, the type (four ASCII letters, the last a digit signifying version), timestamp (two integers,
alternatively, one long integer), the contents, and finally the length again as a sanity check. An EK60 file starts with a
CON0 configuration datagram, followed by RAW0 datagrams each containing signal from one ping and one
transducer/frequency. EK80 uses XML for configuration, and has an assorted number of new types (e.g. separate MRU
datatype for heave/pitch/roll).
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Figure 6. Different python/matlab packages tested for reading and regridding the data. Green lines are working software. The
echopype package generates the zarr data but does not regrid data in cases where there are different pulse lengths between
channels. The pyEcholab chain does not generate gridded data. The COGMAR chain works but relies on matlab functions that can
only read EK60 data.

 

3.3 - Reading EK80
3.3.1 - Comparing EK80 readers between ESP3, pyecholab and LSSS
We tested different readers to see if there are differences in the initial data processing. An initial test showed some
discrepancies ( Figure 7 ).
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Figure 7. Comparison of Sv values from a single ping from ESP3, pyEcholab and LSSS.

 

The subgroup kicked off by installing and getting familiar with the pyEcholab package and LSSS. There were
differences between the packages, and it seems like ESP3 and pyEcholab interpret the data incorrectly, and likely
contain (some of) the same processing errors.

The background material for looking into this is the documentation of the EK80 interface .

An EK80 file with data collected in broadband mode (38, 70, 120, 200 kHz) and narrowband (18, 333 kHz) was
selected as a demo data set for testing. This file was collected with GO Sars during the first CRIMAC cruise. The file
was selected as it’s reasonably small and collected using the latest version of the EK80 software (Nov 2020). Ping
number 15 was selected for initial comparison of Sv from LSSS and pyEcholab. The first 1000 samples show some
discrepancies between LSSS and pyEcholab ( Figure 8 ).

 

Figure 8. Comparison of the first 1000 samples of the demo file as read by LSSS and pyEcholab. (get_samples in Python) and
pyEcholab (get_Sv).

9
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The complex values from the EK80 files were read per sector by LSSS and pyEcholab, allowing for a step by step
process to identify discrepancies. The Raw complex values ( Figure 9 ), as read by pyecholab corresponds to LSSS
and seems ok. A systematic comparison of the LSSS implementation and the pyEcholab code (EK80.py) was then
performed, and in the following analysis three discrepancies were found in calculations of pulse compressed Sv
compared to Simrads description on how to calculate pulse compressed Sv:

1. pyEcholab uses gain at the nominal frequency. This should be at the centre frequency.
2. pyEcholab uses psi at the nominal frequency. This should be at the centre frequency.
3. \tau_eff uses the signal, and not the autocorrelated signal.

Figure 9. The first 100 samples from the real (left panel) and complex (right panel) values from quadrant 1.

 

By applying these three changes to the pyEcholab code base, the results from LSSS and pyecholab are similar ( Figure
10 ). The modification was implemented in an “ad hoc” manner for the Hackaton, and needs a proper implementation,
reading the relevant values from the raw file. The most recent update of the pyEcholab package have adopted these
changes.
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Figure 10. (left panel) Side-by-side comparison between and (right panel) difference between LSSS and pyEcholab after modifying
pyecholab.

 

In addition there are two differences between LSSS and pyEcholab, which are not errors but more conventions to be
agreed upon:

1. Should negative range values be plotted? LSSS keeps all data while pyEcholab only keeps positive values
2. pyEcholab : range=max(1,range), LSSS: range=max(sampleDistance, range)

 

 

3.4 - A ML friendly convention for echosounder data
Multifrequency echosounder data are stored in arrays per frequency, but machine learning libraries typically work on
tensors. There has been an effort within ICES to move forward with a standardized format, and this part of the
workshop reviewed the proposed standard for raw and processed echsounder data and provided input to the ICES
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process.

3.4.1 - The COGMAR “Echogram” class
The COGMAR project used the Sand eel survey as a test case and developed a ML friendly proprietary data format for
the raw files and the label files from LSSS. Each pair of .raw and associated label is in this context called an
“echogram”. This is a working processing pipeline and serve as a starting point for the discussion. The intention is to
adapt this pipeline to the new format. The converted data from each raw file (echogram) are stored in separate
directories ( Table 1 ).

The echogram class regrid the data into a tensor based on the grid for the 38kHz channel. Although the different
frequencies are stored as separate files, they are aligned in ping and time.

Table 1. The individual files from one pair of work and raw files.

 File name File
type

Data
structure

Data
type

Description

Acoustic
data

data_for_freq_18 .dat array(y,
x)

float Echogram data interpolated onto a (range, time) grid, common for all
frequencies. Not heave corrected. Stored as numpy.memmap.

data_for_freq_38 .dat array(y,
x)

float

data_for_freq_70 .dat array(y,
x)

float

data_for_freq_120 .dat array(y,
x)

float

data_for_freq_200 .dat array(y,
x)

float

data_for_freq_333 .dat array(y,
x)

float

Labels labels .dat array(y,
x)

int Species index mask. Heave corrected. Stored as numpy memmap.

labels_heave .dat array(y,
x)

int Species index mask. Not heave corrected. Stored as numpy.memmap.

Utility
data

objects .pkl list(dict) * *See description.

range_vector .pkl array(y) float Vertical distance to ship.

time_vector .pkl array(x) float Time stamp for each ping.

heave .pkl array(x) float Relative ship altitude above mean sea level.

depths .pkl array(x, f) float Vertical distance to seabed for each frequency. Seems to be heave corrected.

seabed .npy array(x) int Vertical distance to seabed (in-house estimate from acoustic data).

Metadata shape .pkl tuple(2) int Shape of range-time grid.

frequencies .pkl array(f) int Available frequencies.

data_dtype .pkl - str Data type of the acoustic data.

label_dtype .pkl - str Data type of the label masks.

*objects.pkl contains a list of schools. Each school is a dictionary where:

indexes: (list) Echogram indices for the school
bounding_box: (list) Echogram indices for bounding box corner coordinates for the school
fish_type_index: (int) Species index for the school
n_pixels: (int) Echogram pixel count for the school
labeled_as_segmentation: (bool) False if ‘indexes’ is a rectangle, True else
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We have defined a python class “Echogram” that can be called to create an echogram object for any echograms.
Calling the Echogram class, an echogram object is initiated with convenient attributes (e.g. the echogram’s name,
shape, range_vector, time_vector, schools, heave, etc.).

Each echogram object has methods for reading the acoustic data and labels. These data are read from memory map
files (numpy.memmap), which enables reading patches of the data without loading the entire file into memory. This
allows for efficient data loading, e.g. for training neural nets on small echogram patches. Each echogram object is also
equipped with a method for plotting the acoustic data, labels, classifier predictions, etc.

The class and data files are highly efficient when training CNNs, but splits the data into “echograms” that has no
physical meaning other than the file size set for storing the data. The question is if we can define a format that are
equally efficient, store one survey as one continuous “echogram”, and follow the ICES standard.

3.4.2 - Preprocessing
The raw data is organized as a data from individual pings, but the data can be cast into a regular time-range-frequency
grid without any regridding if the ping and pulse lengths are similar.

In some cases, the data sets have a different resolution in time and range. This prevents us from casting the data into a
time-range-frequency array. Discrepancies in time may be caused by ping dropouts from some transducers, or, if
sequential pinging between echosounders have been used, different time vectors. Different range resolutions occur
when the pulse lengths are different (EK60) or different averaging intervals are used (EK80 CW). In these cases, the
data needs to be regridded to fit a tensor or the echogram class described above.

There are indications that regridding the data may affect performance, and ideally it should be avoided to the extent
possible.

For regridding in time, our test algorithm aligned the ping in time using match_ping method of the ping_data in
pyecholab. We insert NaN’s where there are missing pings in one or more frequencies. The test implementation fit the
data onto the ping vector for the main frequency, but a better approach may be to use the union among all the pings as
the target grid for the time resolution.

For regridding in range, a first order conservative regridding should be used. This preserve the echo energy when
integrating across range. We tested the following approach. For each ping there is a source range vector ‘r_s’, the
source sv_s vector, a target range ‘r_t’ coming from the “master” frequency, and the resulting target sv_t ( Figure 11 ).
The source range vector can either be of higher or lower resolution than the target range vector. The target range vector
is typically the main frequency used for the echo integration, but it can be any of the frequencies. The mapping is a
linear mapping between the source and target and the weight matrix is sparse with most weights close to the diagonal.
An example can be found here https://github.com/CRIMAC-WP4-Machine-learning/CRIMAC-
preprocessing/blob/NOH_pyech/regrid.py , but any mapping that conserve the mass between the grids could be used
and standard packages may be used for this purpose.
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Figure 11. Converting the data from a coarser source resolution to a higher target resolution. The algorithm will work both ways.

 

There are several approaches to grid the data, and each step require more pre-processing with potential data loss.
There was a thorough discussion on how much processing could be allowed before passing it onto a ML framework.
The idea is that most of these steps can be potentially better handled by the ML framework than ad hoc decision on the
pre-processing. The conclusion was to define a set of pre-processing steps, where the first step would be lossless,
followed by steps that are near-lossless, e.g. only resample in rare occasions, to more fully gridded version where both
time/distance travelled and depth/range a gridded to a uniform grid. If a gridding operation is performed, it should also
be labelled in the data. For the latter the resolution may be set similar to the reports that goes into the ICES acoustic
data vase, efficiently supporting the whole processing pipeline.

The outcome of this discussion is documented here:

https://github.com/ices-publications/SONAR-netCDF4/issues/33

And in the following pull request:

https://github.com/ices-publications/SONAR-netCDF4/pull/34

3.4.3 - The ICES sonar-netcdf convention
After casting the data into an array/tensor, the convention needs to support storage. To learn more about the different
options, we set up some test code for writing NC fields. The echopype package can write both nc and zarr files, but the
convention needs to catch up. The objective of this sub task was to go through the steps and write up an np array to .nc
to develop the gridded group in the standard.

The test method ek2nc() writes a 3d numpy array to a netcdf4 file. The method takes three parameters:

variable : the actual 3d array with dimensions in order (time, range/bins, channels)
dims: a list of dimension variables in the same order as indicated for the “variable” parameter above
file: the filename as a text string

Gradually the method will be extended to comply with the Sonar-NetCDF standard. Since the parameters to the
implemented method do not contain metadata information, this must be supplied manually. After a preliminary
comparison between the information content of the EK80 object in Python and the Sonar-NetCDF convention, it seems
that part of the data will always have to be provided manually, unless the PyEchoLab package can be updated to draw
the information from the raw files. This would be part of a strategy where the ek2nc method receives an EK80 object,
possible regridding is done inside the method, and all the meta-information is transferred from the EK80 object to the
NetCDF file.

What order should the axis be in? Local in time-space first? Time last since that may cover a full survey? See
discussion in this thread: https://github.com/ices-publications/SONAR-netCDF4/issues/33. In theory the ordering of the
dimensions, time, range/bins, and beams, can have an impact on I/O performance because a 3D array is essentially a
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(preferentially contiguous) 1D (chunked) array in memory and on disk. As a result, performance of accessing subsets
along one dimension can vary with dimension, because the file pointer may have to jump back and forth if reading along
a suboptimal dimension.

Numpy use by default row major ordering of array cells in memory, like C; i.e. C-major ordering), but can also store in
column major ordering (like Fortran, Matlab and R; i.e. F-major ordering). NetCDF also uses row-major ordering,
implying that there is a 1-1 association in the cell ordering between Python and NetCDF.

for i in ...: for j in ...: for k in ...: A[i][j][k] = .... # efficient in Python, inefficient in Fortran

In NetCDF's row-major ordering the first dimension a of an array A with dimensions (a,b,c) is the slowest and c the
fastest changing dimension. This means that, if we want to load entire water column profiles of backscatter but only
over limited periods of time, time should be the first and slowest dimension (in NetCDF terms also called the record
dimension). In classical NetCDF (< 3.6) it was mandatory to put this dimension FIRST.

As to which dimension to choose as second, several considerations need to be taken into account.

We may cut off part of the profiles that are under a bottom (for instance if a technician is not paying attention during
a survey to adjust the transducer ranges over the continental slope). But to do this we have to look at the data first,
which implies that we have to load it (or at least one channel). Subsetting along the beam range is in theory quicker if
the beam dimension is chosen as the second dimension.
We may decide to use only a subset of channels, in which case we can optimize by putting the channel dimension
second.

NetCDF uses chunking. Chunks are smaller units of data that can be at random position in a file and that are optimally
accessed. Chunking and chunk caching (~ keeping in memory what is regularly used) are features that are by default
taken care of by the NetCDF software layer. Chunk size and layout are determined based on the sizes of the fixed
dimensions. This makes a decision on the order of the fixed dimensions less urgent. Optimizing chunking for one type
of data access is likely to worsen other types of data access. It may also be worthwhile to consider how the data is used
in Python.

In this early stage, the implemented function (github) to write an Numpy array to NetCDF requires the unlimited time
dimension to be the first, followed by the range/bin dimension, and the channel dimension.

This needs to be aligned with the data standard.

3.4.4 - Fitting EK80 FM data into the gridded structure
The EK80 raw format stores the raw sample data and allows for more processing. The volume backscattering (or Target
Strength) compressed over the operational frequency band at each sample can directly follow the proposed structure of
EK60 and EK80 CW.

Volume backscattering (or Target Strength) as a function of frequency (frequency index m) requires additional
processing, which is not implemented in echoPype. There are also choices made in the processing that have
implications (e.g. length/distance of the FFT window). There are a few possibilities to do this.

Converting complex data to sv at centre frequency. This is the simplest option, but it does not take advantage of the
extra information in the FM data.
Converting complex data to sv at multiple frequency bands. This will extract some of the information in the FM data.
The result will look as multiple CW frequencies.
Converting complex data to continuous sv(f) (or TS(f)) for ranges of samples. But how should the sample ranges be
chosen? This could be done for the samples of a single target (fish), or for the depth range of a school.
Using the complex sample data directly in the machine learning step. This could also need all the meta-data used for
converting to sv, such as pulse duration, transmit power, calibration data, etc.
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This question has been raised for ICES, and the discussion can be found here: https://github.com/ices-
publications/SONAR-netCDF4/issues/33#issuecomment-745347642

3.4.5 - Converting NC data to memmaps
The echogram class used in the COGMAR project currently relies on the data being stored as numpy memory maps
(see section above). This file format allows the user to read only a small part of a large file, without loading the entire
array into memory. The netCDF files will need to be interfaced with the echogram class for the COGMAR pipeline to
work.

One option is to convert the data from the netCDF to the COGMAR files. A conversion script can easily be created,
using the netCDF4 python package, to read the relevant parts of the netCDF files. This will be a simple first solution to
extend the pipeline to other surveys being prepared in the netCDF format.

Another option is to rewrite the echogram class and read the netCDF files directly during training. The echogram class
is used to repeatedly fetch small subsets (contiguous ping-range patches) of the echogram for the training of a neural
network. The netCDF allows subsetting, but the access speed must be evaluated. To avoid slowing down the training,
this task needs to run quickly and be memory efficient. Instead of using the netCDF4 python package, the xarray
python package seems to be a better option. This option needs to be tested.

Being integrated with Dask, xarray allows computations on a dataset similarly to a numpy memory map, i.e. there is no
need to load the entire array into memory in order to access a subset. The array is divided into smaller chunks, where
the shape of the chunks is determined by the user. Selected chunks may be loaded into memory in an explicit
conversion step. The chunk shape may be selected so that it matches the patch size currently used in the training of
the neural network. The patch selection could be rewritten so that only one chunk is loaded when selecting a patch.
Alternatively, the patch selection may be kept as is, as loading multiple chunks into memory should not affect the
performance much.

An example of Xarray-way of chunked read a NetCDF4 file can be found here: https://github.com/iambaim/crimac-
hackathon/blob/main/nctomap.ipynb (notebook) or https://github.com/iambaim/crimac-hackathon/blob/main/nctomap.py
(Python code).
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4 - Concluding remarks
There are several tasks that needs attention on a shorter and longer time scale:

A data convention for preprocessing and gridding the acoustic data is needed
Regridding should be avoided if possible, but is needed in cases where pulse lengths are set different (CW)
The convention for preprocessing FM data needs to be developed
The preprocessed data should be directly usable by the deep learning frameworks
There is a need to address data provenance throughout the processing pipelines
There is a need to develop a standard for annotations
Existing ML models should be interfaced to the the standard
Build further processing algorithms should be built on to of the standard

Both the COGMAR project and CRIMAC will follow up on these recommendations, and contribute to the international
processes aiming at developing a common community standard for these instruments: https://github.com/ices-
publications/SONAR-netCDF4
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Abstract

Forecasting the dynamics of time-varying systems is
essential to maintaining the sustainability of the sys-
tems. Recent studies have discovered that Recurrent
Neural Networks (RNN) applied in the forecasting
tasks outperform conventional models. However, due
to the structural limitation of vanilla RNN which
holds unit-length internal connections, learning the
representation of time series with missing data can
be severely biased.

We propose Dilated Recurrent Attention Networks
(DRAN), a robust architecture against the bias from
missing data. This has a stacked structure of mul-
tiple RNNs, with each layer leveraging a different
length of internal connections to incorporate previ-
ous information at different time scales, and updates
its output state by a weighted average of the states in
the layers. In order to focus more on specific layers
that carries reliable information against missing data
bias, our model leverages attention mechanism which
learns the distribution of attention weights among
the layers. The proposed model achieves a higher
forecast accuracy than conventional ones from two
benchmark time series with missing data that include
a real-world electricity load dataset.

1 Introduction

An inaccurate forecast may pay an expensive price
for financial and social deterioration which are unan-
ticipated [3, 4]. Since the reliability of the forecast

has a strong impact on the economic feasibility of
industry [1], Short-Term Load Forecasting (STLF)
in time-varying systems has been explored actively.
Still, this is a difficult task as it depends on not only
the nature of the system but also external influences.
In the case of electricity consumption, we initially
take distinct time dependencies into account as a na-
ture of the system, namely intra-day, intra-week, and
across different seasons [8]. Some external influences,
such as calendar effects and rapid change of mete-
orological conditions, add irregularities on top of it
[10].

Complex load patterns driven by the in- and ex-
ternal influences restrict the forecast to a given de-
gree with conventional approaches, as they require
strong statistical assumptions. RNN, a member of
neural networks known for more flexibility with lit-
tle prior assumptions, has become a standard frame-
work for STLF tasks after outperforming conven-
tional forecasting models that include AutoRegres-
sive Integrated Moving Average (ARIMA) [4].

Missing data is a classical but critical problem in
data analysis. They arise due to imperfect data col-
lection, or various types of censoring [13]. Their pos-
sible effect on the results is seldom quantified despite
the fact that they are a likely source of bias [15].
RNN can contribute to mitigating the bias from miss-
ing data by relying more on the previous information
rather than the current missing data, as the internal
connections play a role of memory. In addition, this
learns rich information from the missing pattern, re-

https://doi.org/10.7557/18.5136
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Figure 1: Unfolded graph of the dilated RNN with
layer L = 3, DRNN(3). Consecutive four values
{xt−3, xt−2, xt−1, xt} in the blue window are missing. The
gray-scale color of the RNN unit represents the degree of
the bias from the missing values.

ferring to informative missingness [6]. Several RNN
studies successfully attain the classification task with
missing data [6, 12], however, there is a room for the
study of STLF tasks that focuses on missing data.

We propose DRAN, a novel framework tailored for
STLF tasks with missing data. This inherits the
properties of Dilated RNN (DRNN) [5], featured by a
multi-layer and cell-independent architecture, where
each layer has a different internal connection, referred
to dilation. To the best of our knowledge, this is the
first STLF paper that applies RNN on the missing
data problem. The model we suggest is readily ap-
plicable to other types of tasks but we limit ourselves
to STLF tasks in this paper.

2 Dilated Recurrent Neural Networks

DRNN [5] is featured by dilation d(l), which is defined
by initial length d0, and base M . It is specified in
Equation (1), where layer l = 0, 1, · · · , L − 1, state

h
(l)
t , and input xt corresponding to layer l = −1.

h
(l)
t = f(h

(l)

t−d(l) ,h
(l−1)
t )

d(l) = d0M
l

(1)

This enables the capture of multiple time dependen-
cies and aggregate multi-scale temporal context into
output. This provides more flexibility and capabil-
ity in learning representation of the time series. The
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Figure 2: DRAN with layer L = 3, DRAN(3), with dila-
tion d(0,1,2) = {1, 2, 4}.

literature suggests to let d(l) have exponentially in-
creasing length, as introduced in WaveNet [14] and
Dilated CNN [16].

Role of Dilation towards Missing Data

Figure 1 represents how dilations operate in a miss-
ing window that consists of consecutive missing val-
ues {xt−3, xt−2, xt−1, xt} represented by a blue box
in the figure. As input values within the missing win-
dow are biased, it is reasonable to argue that a less
number of the state update will protect the networks
from the bias. Dilation is closely linked with the up-

date frequency of the state h
(l)
t . By comparing two

dilations in LAYER 0 and LAYER 2 in Figure 1, it
is evident that exploiting layers with longer dilation
more in the missing window will reduce the update
frequency of the state.

3 Dilated Recurrent Attention Networks

Figure 2 illustrates DRAN with layer L = 3 that im-
proves DRNN(3) in Figure 1. The idea of DRAN is
to leverage the attention mechanism [2] in regulat-
ing the exploitation of the layers when dealing with
missing data. The attention mechanism is to make
specific internal states contribute more to the output
state, where a weighted average is the general form
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The attention α
(l)
t is obtained by the score e

(l)
t applied by

a softmax function. The score is derived by the concate-
nation of missing history δt and the state h

(l)
t processed

by feedforward neural networks.

of the contribution. We define the trainable weights

{α(l)
t } as attention parameters.

We argue that DRAN simultaneously learns the

representation of the states {h(l)
t } and the distribu-

tion of the attention weights {α(l)
t } over the layers in

order to determine the exploitation of the layers with
different dilations.

Depicted in Figure 3 and Equation (2), the con-
struction of attention parameters that DRAN utilizes
is unique and is inspired by two different methods, the
attention mechanism [2] and missing history setting
from GRU-D [6].

α
(l)
t =

exp(e
(l)
t )

∑L−1
k=0 exp(e

(k)
t )

: softmax

e
(l)
t = g(h

(l)
t ; δt) g: FFNN

(2)

The attention parameters {α(l)
t } are derived from the

scores {e(l)t }, processed by the softmax function so
that they have values within the interval

[
0, 1
]

and

the sum over the layers is one. The scores e
(l)
t play a

role in incorporating current h
(l)
t and δt, represent-

ing the state at each layer and the missing history
of input xt respectively. Scores are derived by the
concatenation of these two vectors, processed by a
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Figure 4: Model comparison: (a) DRAN(l); (b) DRNN(l)
with missing history binary mask; (c) DRNN(l). Elman
RNN refers to the vanilla RNN. Every model has input
with missing values Xmissing. The effect of attention is
compared by the model (a) and (b), where model (b) con-
catenates the output states of two RNNs. Model (c) are
suggested to see the effect of missing mask by compar-
ing with model (b). M and P represent binary mask and
forecast respectively.

feedforward neural networks(FFNN).

δt = f(δt−1,mt) f: external RNN

mt =

{
1, if xt is observed

0, otherwise

(3)

Missing history δt is the state of an external/small
RNN. It is derived from binary mask time series mt

in Equation (3), processed by other RNN which are
trained jointly, such as LSTM.

4 Experiments

The experiments are designed to compare DRAN(l)
in Figure 4(a) with two reduced models, reduction
of the attention unit in Figure 4(b), referring to
DRNN(l) with missing mask, and reduction of the
external RNN(LSTM) in Figure 4(c), referring to
DRNN(l). Two baseline models, Gated Recurrent
Unit(GRU) [7] and ARIMA(p, d, q), are chosen and
compared with the three models mentioned above.
The order of ARIMA(p, d, q) is carefully selected by
following commonly used practices for the design of
the coefficients1.

1https://people.duke.edu/~rnau/arimrule.htm
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Figure 5: Formulation of a mini-batch for tBPTT(k2, k1).

We analyze both a synthetically generated time
series; Mackey-Glass (MG) system, and a time se-
ries from real-world load data from a public dataset;
GEFCom 2012 competition [11], in order to provide
controlled and easily replicable results for the archi-
tectures under analysis. MG dataset is given without
missing values, hence, we assign missing values in the
time series. To observe the performance when values
are missing consecutively, we set the missing lasts to
the next 50 time points once it happens. We refer
the 50 consecutive missing values to a missing win-
dow with length 50. Missing windows are randomly
assigned without overlap to make 30 % of the whole
time series are missing. GEFCom dataset is given
with consecutive missing values. Each missing win-
dow consists of length 168 and 4 windows are included
in the time series.

The forecast accuracy is represented by the Mean
Squared Error (MSE) obtained on the unseen values
of the test set. The lower MSE implies the higher
forecast accuracy. In order to obtain a forecasting
problem that is not too trivial, it is reasonable to se-
lect forecast time interval that guarantees to become
linearly decorrelated. Hence, we consider the first
zero of the autocorrelation function of the time series
[4], 12 time steps ahead for Mackey-Glass (MG) sys-
tem [9] and 24 time steps ahead for GEFCom 2012
dataset [11].

All RNNs are trained by truncated backpropaga-
tion though time, tBPTT(k2, k1) [4] with its tailored
mini-batch formulation illustrated in Figure 5. Note
that a chunk of tBPTT(k2, k1) have overlapped in-
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Figure 6: MSE comparison among DRAN(5) and others
with MG set.

formation of length k2− k1 with neighboring chunks.
This redundancy, obtained from the overlapped in-
formation, alleviates the impact that occurs in the
drawback where the gradient is not fully backpropa-
gated.

5 Results

Mackey-Glass Dataset

Figure 6 reports the forecast accuracy of MG test
set with respect to MSE obtained from each model.
To show the difference between the prediction perfor-
mance of the different models with or without missing
values in the input, the MSE presented in each sub-
plot is computed on (a) within the missing windows;
(b) out of the missing windows; and (c) entire time
series.

In Figure 6(a), DRAN(5) outperforms other mod-
els with the lowest MSE(0.076), meanwhile, in Figure
6(b), DRNN(5) with missing mask outperforms other
models with the lowest MSE(0.018). In Figure 6(c),
DRNN(5) with binary mask outperforms other mod-
els with the lowest MSE(0.037) and DRAN(5) follows
by 0.042.

An important sanity check for DRAN consists of

observing the change of each attention weights {α(l)
t }

between when the input data is missing or not. We
keep track of each weight and compare the change

4
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Figure 7: Comparison of the attention weights {α(l)
t } of

DRAN(5) depending on input missingness with MG set.

of mean values as attention weights play an indicat-
ing role revealing the layer that RNNs exploit. We
argue that the change in the performance when the
input data is missing or not supports the hypothesis
that DRAN exploits the layer with the longer dilation
more by redistributing finite attention resources when
input value is consecutively missing. Figure 7(a) and
(b) reveal that the average of attention weights of
layer 3 (d = 8) and 4 (d = 16) strikingly increase
while the weights of layer 1, 2 and 3 decrease within
the missing windows, that supports the argument.

GEFCom Dataset

Figure 8 reports the forecast accuracy of GEFCom
test set with respect to MSE in the same manner
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Figure 8: MSE comparison among DRAN(8) and others
with GEFCom 2012 set.
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Figure 9: Comparison of the attention weights {α(l)
t } of

DRAN(8) depending on input missingness with GEFCom
set.

shown in Figure 6. In Figure 8(a), DRAN(8) re-
sults in the lowest MSE(1.534) among the dilated
RNNs class, and second lowest MSE, followed by
GRU(1.512) with small difference.

Figure 8(b), DRNN(8) with missing mask achieves
the lowest MSE(0.798) and other DRNN-based mod-
els are followed by, DRNN(8)(0.843) and DRAN(8)
(0.850). For the MSE of the entire time series shown
in Figure 8 (c), DRNN-based models indicate similar
MSE, achieving a lower MSE than two baselines.

The change between Figure 9(a) and (b) follows
similar phenomenon in Figure 7 between two classes.
The attention weights with dilation d = {64, 128} in-
crease, while others turn to decrease. It implies that
DRAN(8) uses attention to find more reliable infor-
mation on its own, although the attention mechanism
has not shown a definite improvement in the forecast-
ing performance.

6 Conclusion

In the paper, we propose a novel model DRAN(l) tai-
lored for STLF tasks with missing data. The consis-
tent results from the different datasets support that
DRAN(l) learns how to capture the missingness and
utilize multiple dilations to improve forecasting accu-
racy.

5



References

[1] E. Almeshaiei and H. Soltan. A methodology
for electric power load forecasting. Alexandria
Engineering Journal, 50(2):137–144, 2011.

[2] D. Bahdanau, K. Cho, and Y. Bengio. Neural
machine translation by jointly learning to align
and translate. ICLR, 2015.

[3] F. M. Bianchi, E. De Santis, A. Rizzi, and
A. Sadeghian. Short-term electric load forecast-
ing using echo state networks and PCA decom-
position. IEEE Access, 3:1931–1943, 2015.

[4] F. M. Bianchi, E. Maiorino, M. Kampffmeyer,
A. Rizzi, and R. Jenssen. Recurrent neural
networks for short-term load forecasting: an
overview and comparative analysis. Springer,
2017.

[5] S. Chang, Y. Zhang, W. Han, M. Yu, X. Guo,
W. Tan, X. Cui, M. Witbrock, M. Hasegawa-
Johnson, and T. Huang. Dilated recurrent neu-
ral networks. NeurIPS, 30:77–87, 2017.

[6] Z. Che, S. Purushotham, K. Cho, D. Sontag, and
Y. Liu. Recurrent Neural Networks for Multi-
variate Time Series with Missing Values. Scien-
tific Reports, 8(1):6085, 2018.

[7] K. Cho, B. van Merriënboer, C. Gulcehre,
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A Robustness Analysis of Personalized Propagation of Neural

Prediction

Changkyu Choi, Michael Kampffmeyer, and Robert Jenssen

UiT The Arctic University of Norway

1 Introduction

Data without annotation are easy to obtain in the
real-world, however, established supervised learn-
ing methods are not applicable to analyze them.
Several learning approaches have been proposed in
recent years to exploit the underlying structure of
the data without requiring annotations [1, 2]. Semi-
supervised learning aims to improve the predic-
tive performance of these unsupervised approaches,
by exploiting partially acquired annotations in the
dataset. One recent promising line of work in this
scheme makes use of graph neural networks (GNN)
[3]. The data is expressed as a graph, where vertices
are data samples and edges, given by an adjacency
matrix A, represent pairwise relationships between
data points. Although these approaches achieve
promising performance, they have so far been lim-
ited to applications, where the graph, in form of
the adjacency matrix, is available. This is a severe
limitation, as most available datasets do not in-
clude a predefined graph structure. To address this
shortcoming, we investigate if the adjacency matrix
A can be replaced with affinity matrices obtained
directly from the data. As a first step into this di-
rection, and in order to analyze its potential, we
provide an analysis of how the current state-of-the-
art semi-supervised approach, Personalized Propa-
gation of Neural Predictions(PPNP)[4], is affected
by changes in the affinity matrix.

2 Background

A popular concept of exploiting structured datasets
is neighborhood aggregation, where large node
neighborhoods are combined to achieve a more
comprehensive representation. However, this of-
ten tends to cause over-smoothing and leads to a
loss of the local structure in the neighborhood as
the neighborhood size increases [5, 4]. To improve

the over-smoothing issue commonly found in previ-
ous graph-based approaches, Klicpera et al.[4] sug-
gest PPNP by adopting an idea from Personalized
PageRank(PPR)[6]. Their model is given as,

Z(0) = H = fθ(X)

Z(k+1) = (1− α) ˆ̃AZ(k) + αH

Z(K) = σ
(

(1− α) ˆ̃AZ(K−1) + αH
) (1)

where fθ denotes a neural network, H =
{
hi
}N
i=1

is the network prediction, α is the teleport prob-

ablity, σ is the softmax, and X =
{
xi
}N
i=1

is
an input feature matrix, where each data point
is represented as a vertex in the graph. The ad-

jacency matrix A =
{
aij ∈

{
0, 1
}}N

i,j=1
repre-

sents the pairwise relationship of the points in X

and ˆ̃A = D̃−1/2ÃD̃−1/2, where Ã = A + IN and
D̃ii = ΣjÃij . The main idea of PPR is to assign
the restart state hi for the node i and to aggre-

gate neighborhood using the matrix ˆ̃A with restart
at any random propagation layer k. In addition,
shown in Eq. (1), approximated PPNP has a sepa-
rate two-step architecture with individual function-
ality; (a) neural network fθ(X) which is related to
the learning procedure; and (b) a K-layer propa-
gation stack which exploits A.

3 Methodology

For the robustness analysis of the PPNP frame-
work, we define an ideal affinity matrix Aide and
analyze the effect of reducing the quality of the
affinity matrix. We do this by replacing A in the
framework with degenerative versions of Aide. This
analysis aims to observe the change in accuracy
with respect to the degree of degeneration.

1



(a) (b)

(c) (d)

Figure 1: Degenerative versions of sorted Aide of
Cora-ML dataset, where the number of the classes
C = 7, and the sample size in each class is[
354, 402, 452, 442, 857, 193, 295

]
(a) β = γ = 0.00 (b)

β = 0.99, γ = 0 (c) β = 0.99, γ = 2.32e−3 (d) ob-
served/given graph Aobs. Best viewed in electronic for-
mat (zoomed in).

Edge-reducing and Edge-activating Proba-

bilities, β and γ: Let Y =
{
yi
}N
i=1

be a set
of one-hot encoded label information for classifica-
tion. We define the ideal matrix Aide = YYT−IN .

Note that the ideal graph consists of several sub-
graphs where each of them represents one class as
shown in Fig. 1(a). All nodes in a subgraph are
fully connected to each other, meaning that for a
node all other nodes in the class are the one-hop
neighborhood. Meanwhile, nodes between different
classes are disconnected.

Two variables, β and γ, are introduced to de-
grade the ideal graph. β = r

M and γ = t
N2−N−M ,

where M is the total number of edges in Aide, r
corresponds to the number of reduced edges (0 ≤
r ≤ M), and t is the number of activated edges
(0 ≤ t ≤ N2 −N −M). Edge-reducing probability
β implies the removal of the edges in the graph of
Aide as shown in Fig. 1(b). It destroys the structure
within a subgraph but, on the other hand, makes
the matrix sparse and may increase the efficiency.

4 Analysis and Insight

Edge-activating probability γ implies the addition
of edges between nodes in different classes. It
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Figure 2: Result of the robustness analysis. Each bar-
graph represents the accuracy from different affinity
matrix.

causes the matrix do become more dense and noisy
(see Fig. 1(c)).

To enable comparisons, hyperparameters match
the original PPNP paper [4], including α = 0.1
and K = 10 in Eq. (1). The Cora-ML benchmark
dataset [3] is chosen for the analysis. Input fea-
ture matrix X has N = 2, 905 datapoints with
D = 2, 819 features each and the observed adja-
cency matrix Aobs has 16,316 edges. By varying
the β and γ parameters and performing extensive
experiments, we observe among others, that per-
fect accuracy can be achieved even if 97.2% of the
edges in Aide are removed (β = 0.972) by reducing
the ”ideal” number of edges (1, 542, 316) to 43, 186
(see Figure 2). This is intuitive, as removing edges
at random, still leaves the individual classes con-
nected unless the graph is thinned too much. As
long as there is a path that connects all nodes in the
same class 100.0 % can be obtained. At the same
time, this thinning reduces inference time approx-
imately 15%. Further, the accuracy decreases as
the number of wrong edges increase. Interestingly,
thinning the graph to a similar size as the original
Cora-ML dataset (by choosing β = 0.99) and dou-
bling the number of edges by adding wrong edges
(γ = 0.0023) still gives a performance of 84.91%.
This is still more than the reported accuracy ob-
tained by the PPNP approach, which is 83.77%.

5 Conclusion

We have analysed the state-of-the-art semi-
supervised learning approach PPNP and provided
insights into its robustness to the graph structure.
This is done by replacing the adjacency matrix with
degenerative versions of the ideal matrix Aide. In

2



future work, we will extend this framework to semi-
supervised problems without adjacency matrix to
learn the network representations and the affinity
matrix simultaneously.
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