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1 Introduction

The goal of this thesis is to give a synchronicoact of Norwegian retroflexion within the
framework of the currently dominating theory in pbtogical research, Optimality Theory
(henceforth OT).

1.1 The retroflexes

The term ‘retroflex’ comes from Latinétroflexus’ which is the past participle of
‘retroflectere’, €tro (back) + flectere (bend, turn), i.e. it referstonething that is bent
backwards. In linguistics the term denotes a sepetch sounds which is produced by
bending or curling the tip of the tongue backwaiid®e retroflex sounds have been among the
most central phenomena in research on Norwegianghbgy and they have been referred to
under other various labels such as alveolar (Rii®®9), supradental (Brekke 1881) and
cacuminal (Steblin-Kamenskij 1965). The areas ofwy in which you find varieties with
retroflex sounds are part of a larger area covehegentral parts of Sweden too. Thus their
occurrence is not unique for Norwegian but ratheemtral Scandinavian language feature. |
have chosen, however, to focus on the Norwegiaofltetes: that, however, does not mean
that the generalizations concerning Norwegian fietxes are not applicable to Swedish.

When dealing with the retroflexes it becomes cthat one needs to separate the
phonetic properties of a segment from its phonahgiroperties. A given segment may be
phonetically retroflex but it does not necessandye to be phonologically retroflex. This
entails that phonetically similar segments are etqukto display differences in behaviour.
The Norwegian (phonetic) retroflexes constituteeaample of this. The set of phonetically
retroflex segments in Norwegian consistsiod fif 1t} * but as | have already indicated they
do not have the same status in the phonology oivBigian. The retroflex approximant for
instance has usually not been included in accafmtrwegian retroflexes, perhaps because
it has been considered as an epiphenomenon ofdhE tfetroflexes as it occurs under very
special phonological circumstances, a point to Whieturn in 1.2. Real exceptional

behaviour, however, is found in the segmehtle retroflex flap, which has generally been

! The soundji is not really retroflex according to Internatidfonetic Alphabet (IPA) standards but as the
‘true’ retroflex voiceless fricatives/ seems to have merged wifhih most Norwegian varieties | will usg fo
represent bothj// and historicalgl. Distinctions are made if necessary.



referred to as the ‘thick I in Norwegian and Swakdianguage research. The properties of the
retroflex flap really set it off from the rest dfe retroflexes in significant ways, suggesting
that it is a lone wolf. First, its geographicaltdisution is more restricted compared to the
other retroflexes{/d n s | 1/, covering a subpart of the Scandinavian retrafiexarea.

Second, although its distribution is phonologica#igtricted (Kristoffersen 2000:90) it is not
restricted by the same mechanisms as the otheflexis: it is never the result of

retroflexion, ittriggersretroflexion. Third, the history of the flap ismewhat complicated
because it has two origins: 1) the Old Norse coasbaluster /rd/ and 2) the Old Norse lateral
/Il. Moreover, it has acquired a rather stigmatigedus especially in positions where it
derives from historical /rd/ clusters so it is ®dbjto a lot of sociolinguistic variation. Because
of its exceptional behaviour | have decided to éewut of this phonological investigation.
Nevertheless, a proper account of Norwegian retxadh needs to make reference to the
retroflex flap because the flap is assumed to taggered the development of retroflexes in
Norwegian.

The Norwegian retroflexes have been the subjestunfy in several disciplines of
linguistics such as language history, dialectol@pgiolinguistics and phonology. The
historical perspective focuses on the diachronietbpment of the retroflexes by trying to
give answers to questions like ‘what is the hist@rorigin of the retroflexes?’ and ‘when
were the retroflexes introduced in the languag@festions like these imply that the
retroflexes have not always existed in Norwegiarytmust have arisen at some point and
somewhere, and then spread later on. They havéowgver, spread to all Norwegian
varieties so they are important for dialectologasgsvell in giving descriptions of varieties of
Norwegian. The sociolinguistic side of the retragfle, most prominent with respect to the
retroflex flap {/, shows that there is variation with respect ®rimlization of retroflexes,
governed by social factors. This suggests thaia@logical account of the Norwegian
retroflexes which accounts fexrerythings perhaps not attainable as linguistic variation
within one speaker implies that s/he has accessaitbple grammars. We could of course
derive the necessary number of grammars to acéoutite variation but the choosing of a
grammar over another in a given social contexeetident on social factors, i.e. it is outside
the domain of linguistics. This, however, doesmetin that an account of retroflexion is
pointless. There are exceptions with no obvioudaggiion but the overall tendency is still
the same. In this thesis, | assume a highly idedlizrsion of Norwegian where no
exceptions are expected though reality is much roongplicated. As for the phonology of the

Norwegian retroflexes there exists no general aosiseon how they should be treated. Their
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status in the language is controversial becauseapgeear to be floating in a gray area
between the relatively clear-cut notions phonentealophone. In Optimality Theoretic
terms, it is not clear whether they should be &@ats underlying segments or as derived and
there are supporters of both viewpoints.

Retroflexes as speech sounds are not very fregmenng the languages of the world.
A search in the UPSID database (Maddieson 1984#pais\that the voiceless retroflex plosive
It/ is found in 7.54% of the languages in the datab@ke cross-linguistic frequency for the
other retroflexes found in Norwegian is even loserthe class of retroflex segments is
marginally used. They seem to be concentrated avibian, Indo-Aryan and Australian
languages but you find them in represented in ddregguages as well. Language families are
also associated with details regarding the artimraof retroflexes, but Australian languages
are an exception to this (Hamann 2003:27-28). leantlore, the presence of retroflex
segments in a given language implies the presdnmari@sponding coronal segments (apical
or laminal), i.e. retroflexes are a supplement tmt-substitution for — apical/laminal coronals
(Hamann 2005:29).

1.1 Retroflexion

The process under which a coronal segment becomsdoélex is called retroflexion. The

fact that retroflexes are rather rare as speedhdsoin languages in general raises the
guestion why languages should introduce them iditseplace. Hamann (2005) tries to
answer this question in her investigation of thyereral processes that cause retroflexion
cross-linguistically. First you find retroflexion contexts with back vowels which cause
retraction of front coronals. Second you find ré&xon via secondary labialization. It should
be noted that Hamann mentions that this procasstia recurrent sound change at all. To her
knowledge there has been reported only one langunbgee this happened: Minto-Nenana, an
Athapaskan language spoken in Alaska. The thirdcsoof retroflexion comes from rhotic
contexts of which Norwegian is an example. In Nagiaa you find retroflexion in root
contexts such asarn [ban] ‘child’ but you also find it at morpheme boundsgiwhere /r/ (or

the retroflex flapy) melt together with a following coronal /t d s/las insur-t [su:{]

‘SOUrnEeuTerR Or even across word boundaries aban du[ha:du] ‘have you’, making

This implication does not hold universally. Hamd8005) mentions one exception to this, namely the
Dravidian language Kota, which has a retroflexdtiee but no coronal fricative. Still, the impligaal relation
remains astrongstatistical tendency.
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retroflexion a sandhi phenomenon as Weélloreover, retroflexion is not restricted to apfy
only one coronal but spans across clusters witlertit@n one coronal consonant apantner
[pa:tnar] ‘partner’. This multiple retroflexion also makestroflexion or /r/ possible as in
nummer trgnum:'ge:] ‘number three’, revealing a dualistic naturdrafit is both arigger
and atargetfor retroflexion. There are other sources of fsaon in Norwegian, a point to

which | return in chapter 2.5.

1.3 Phonetic and phonological properties of retroflexes

The Norwegian retroflexes have been claimed nbetceal retroflexes according to an IPA
standard because the tip of the tongue is notdldekwards (Endresen 1985, Kristoffersen
2000). There is obviously a distinction betweemrid {/ in Norwegian but if the latter is not
retroflex, then what is it? In order to answer tdpigstion we must look at the phonetic details
of both retroflexes and corresponding coronals. likely that there is more than just one
difference between the two sets of stops so we teefidd out which one is the most
significant phonologically, i.e. what is the masigpiortant difference? This is also important

in order to understand what goes on in a retraflexirocess.

1.4 Optimality Theory

In this thesis | use the framework of Optimalityebny (OT) to make an account of
Norwegian retroflexion. The theory was originallpposed by Prince and Smolensky (1993)
but has later been revised and extended. OT cardieas the answer to some of the
problems with earlier models of phonology. Thes#bfgms were related to lack of
explanatory and predictive power as well as leahtyabnd something calledonspiracy
(Kisseberth 1970). Conspiracy refers to a situaitiowhich two (or more) apparently
independent rules conspire in order to produceipsarface configurations. The rules
themselves seem to operate in arbitrary fashion th@ugh they aspire to achieve a certain
goal, e.g. more well-formed syllable structuresthils way rules turn out to be too specific
because they focus on details of phonological e i.e. rule-based theory is process

oriented, and they completely miss generalizatammeerning their final outcome. Even

% Note that the phonetic transcriptions of thesemtas are not accurate as far as vowel lengthriseroed but
for the present purpose they will suffice.
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though the rules themselves may have cross-lingumsttivation (i.e. they refer to processes
found in several languages), rule-based theoriesfprovide motivation for the rules from
principleswithin language itself. This means that rules are no¢ @nthemselves but rather

the means to achieve fulfilment of principles abthem.

A native speaker of a given language is able toprehrend and produce a huge array of
linguistic expressions in that language. This ab#éncompasses knowledge about what kind
of sound combinations and word combinations areifichat language, but also knowledge
about illicit combinations of sounds and words.sTkmowledge is calledgrammarand

when linguists try to work out the grammar of agaage they face two problems: 1) the
grammar has to be wide enough to capture all tamgratical structures in that language and
2) at the same time the grammar has to be constrairoperly so that it excludes all the
ungrammatical structures. Basically, a grammarbde able to predict what is grammatical
and what is not (Archangeli and Langendoen 1991).\Archangeli and Langendoen
compare it with a fisherman trying to capture noghibut a specific type of fish in a specific
area. The fisherman can try to make an ideathat will do this task for him but any net will
catch some undesirable fishes as well. Thesparatoror a filter is needed in order to
remove the ones the fisherman does not want. Eaherative grammar tried to create the
ideal net (Chomsky 1957) but the separator mechagisw larger and larger as more and
more stipulations on output conditions were addée. situation can be compared to the
situation in astronomy when the geocentric theaag Weld to be true. The geocentric theory
claimed that the earth was the centre of the usévand planets and the sun were moving in
neat circles around the earth (Haven 1994:193-1%.problem was that the movements of
the planets did not match this model of the uneBometimes the planets seemed to move
too slowly, other times they moved too fast. Caioets in the model were introduced by
plotting epicircles into it but as time passeden®rs in the model became more and more
salient as more and more epicircles were put ineMtheoretical models do not fit the facts
one needs to check one’s premises. The ideal reeperaps not attainable so the focus
shifted to making the ideal separator instead hrsdi$ precisely what OT tries to do. The
rules of rule-based theories are shifted out witliengeneral principles @onstraints which
are assumed to be universal. Constraintsiarkednessy to reduce the output forms as
much as possible whereas constraintgatthfulnesgry to minimize the disparity between
input and output. The constraints are arrangedriguage-specific hierarchies which again

are assumed to correspond to different grammass otitput, or the optimal form, is the form
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that best satisfies these constraints in hieraatihm@anner. Crucially, the permuted number of
different constraint rankings does not necessadtyespond to the same number of different
grammars. Given three constraints we find thatetlaee 3! = 6 logically possible rankings but
the hierarchy itself may generate only three déifergrammars, depending on the particular
constraints involved. Accordingly OT predicts tsatne grammars are possible whereas
others are not. Finally, OT makes reference tolewvels of representation only, namely input
and output, thus eliminating the problem with tbarhability of intermediate forms in rule-
based theories. | get back to a proper introdud¢to@T in chapter 3.
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2 Retroflexes as speech sounds

In this chapter | look at retroflexes as speecimdeun Norwegian and in which environments
you can find them. The articulatory characteristitgetroflexes have been described in
different ways, there is no general consensus daggawhat these characteristics are.
Moreover, it has also been questioned whether thaseds really are retroflex (Endresen
1985, Kristoffersen 2000). In fact, the term “rée&” itself has been criticized because it
does not refer to a specific place of articulatigndresen 1985:69). There is a distinction
betweerkatt [kat:] ‘cat’ andkart [kat:] ‘map’ so in order to solve these problems wedniee
find out what the nature of this distinction isrfhermore, there is also disagreement on what
status the retroflexes have in the sound inven®puld they be treated as underlying or as
derived or even both, depending on the lexical ®em

This chapter is organized as follows: | startittyaducing the Norwegian sound
inventory with a few remarks about dialectal vaoatwith respect to the retroflexes (2.1).
Then | move on to have a look at the diachronicetijment of the retroflexes (2.2). How did
they emerge in the language? Further | examineribygerties that characterize retroflexes as
speech sounds, both articulatory and acoustic.(Ba®ection 2.4 | discuss the phonological
properties of the Norwegian retroflexes and thbawrplogical representation before | look at
different contexts in which you find retroflexio.p). | finish this chapter with a discussion

about the phonological status of retroflexes (ar&) a summary (2.7)

2.1 The Norwegian sound inventory

When giving descriptions of the sound inventoriedifferent languages one usually gives
descriptions of the sounds that are considere@ fghbnemes and nallophonegvariants of
phonemes). A phonological trait that the Germaaiglages have in common, aspiration of
voiceless plosives in certain positions, is congdeot to be relevant information in a sound
inventory. Given that voiceless aspirated plosieeg, [t], are in complementary distribution
with the non-aspirated plosives, e.g. [t], meartirgg their internal distribution is predictable
(at least for one of them) we conclude that aspirgiosives [{ are not to be listed in a
sound inventory. Germanic plosive aspiration regmesa relatively clear-cut case but as we

will see reality can be much more complex. Thidisads organized as follows: first | give a
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brief presentation of the Norwegian vowels (2.Dhéfore | move on to the most interesting

part as far as this thesis is concerned, the camésr2.1.2).

2.1.1 Vowels
Norwegian has traditionally been assumed to hawso®&| phonemes (not counting the

diphthongs), reflected by the 9 Norwegian orthobiegl vowels /a e i o uy e @ & which can
all be contrastively short or long. It has howe\sen pointed out that the vowel /ae/ is a
marginal phoneme (Kristoffersen 2000:14). Kristofen says that the status of /ee/ is
somewhat unclear because it patterns as an allepdfde/ in most cases. He calls it a near-
complimentary distribution (p. 105) so the trachiab phonemic status of /ee/ is called into
guestion: [ee] generally surfaces before /r/ ahdrid [e€] elsewhere. There are only a few
exceptions to this near-complimentary distributamd that is when /e/ fails to lower to
surface [ae] in front of /r/ o/t ser[ser] ‘sees’ ander [le:r] ‘laughs’. Comparing these two
with the wordsseer[seer] ‘strange’ andaer [leex] it looks like the failure of e-lowering results
in apparent minimal pairs where /e/ and /ee/ ar¢rastive. Most of these cases however, can
be analyzed as morphologically complex. Loweringedto surface [ee] only applies when
the sequence /e + r/ is tautomorphemic as in (&klle it fails to apply (2-2) because the

sequence is heteromorphemic:

Underlying form Surface form
(2-1) Iser/ seer 'strange’
(2-2) Isel + Ir] ser 'sees’

Even though there are still exceptions (most ngtti# latinate suffix —ere which surfaces as
[-e:ra]) it seems to be the case that the general prvdugattern is lowering of /e/ to surface
[ee] in front of /r/ (see Kristoffersen for evideritem loan word phonology p. 107-108).

(2-3) Vowel inventory
iy 8 u
elo o]
(e)— a

16



In (2-3) | have arranged the vowels in a vowelnigia where the left-right dimension
corresponds to front-back and the vertical dimensmrresponds to the aperture of the vowel.
Where vowels appear in pairs the one to the righdunded. Note also that the position of the
Norwegian vowels in the triangle is idealized amat treality is much more complex. The
phonological structure of Norwegian vowels has baisoussed a lot because of the four
contrastive high vowels /iy u/. It is not clear what the best way to analyus is so it makes

a coherent picture in regards to the other vowétseover, different varieties of Norwegian
may have different phonological processes whidin require different phonological
structures. So all in all we have 8 vowels that eama long and a short version giving 16

vowel phonemes altogether (not counting diphthargb/ee/.

2.1.2 Consonants
The number of consonants in Norwegian may vary fdisect to dialect so it is not easy to

define an exact number. The consonant inventorgllysassumed for UEN is found in the
table below (2-4):

(2-4) Consonant inventorftaken from Kristoffersen 2000:22 with modificatg)
Coronal
Labial | Dental/alveolarRetroflex] Dorsal | Laryngea
Plosives p, b t, d t, d K, g
Nasals m n n n
Fricatives f S I C h
Liquids I\ .l
Approximantsg v, (w) ]

UEN has eight plosives at four places of articolativith a voicing contrast at each place.
There are four corresponding nasals and frica(iwesincluding /h/) and the liquids are split
between dental/alveolar liquids and retroflex lagiwith a manner contrast for the retroflex.
At this point | deviate from Kristoffersen’s degation because he assumes a lateral
counterpart for the retroflex. Traditionally thdras been a contrast between dental/alveolar
lateral and retroflex lateral and most descriptiohgetroflexion in Norwegian include this,
but in my own dialect this contrast is gone anfbass | know this holds for most Norwegian
dialects. Orthographic <I> mwaysretrofleX. Moving further, there is one labial

approximant and one dorsal (not including /w/). Thess of labial sounds corresponds to

* Abstracting away from various lateral allophonesrfd in Norwegian varieties such as velarizadd palatal
A.
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Endresen’s PERIFER-LABIAL" (1985:85-86) and includes bilabial sounds andodéntal
sounds. The class of dorsal sounds correspondsdiegen’s PERIFER-DORSAL (p. 85-86)
and includes dorsal sounds as well as the palatgintiants /¢/ and /j/, making the system
very symmetric. Note that the actual details ofdheculation of each individual sound may
deviate from the description above. The segmenis/a/marginal sound in that it never
occurs alone, but only as the off-glide of cer@iphthongs, leaving /h/ as the only segment
that destroys the symmetry in the inventory.

As already specified the system above in (2-4)description of UEN only, but most
of it is applicable to other dialects as well. Thare a few differences with respect to the
retroflexes that should be mentioned. Traditiongllyonological analyzes of Norwegian have
assumed that there are two sibilant fricativgsarid §/. The former derives from
palatalization processes while the latter derivesfretroflexion processes. The two sounds
are very similar to each other so it is hard tor faegy difference. | do not distinguish between
them in my own dialect and | suspect that thiignsmany other Norwegian dialects as well.
Uffmann (2007) also concludes that the distinct®oasually neutralised in the direction §f /
but he also says that variation is likely and ex@ecThis is why | choose to operate with
only one of them, namely// The second point related to dialectal variatias already been
mentioned, but | repeat it. The laterals have tiamially been divided in a dental/alveolar
lateral and a retroflex lateral, but this contitzss been neutralised in the direction of the
retroflex in my own dialect and in the Narvik diel¢Uffmann 2007). The same
neutralisation has also been observed in the Galeatl (Papazian 1977, Jahr 1981). The
third dialectal difference is probably the mosingiigant one and that is the so-called “thick” |
I/, a retroflex flap. The properties of the retraffeap really set it off from the rest of the
retroflexes in significant ways, suggesting thas & lone wolf. First, its geographical
distribution is more restricted compared to theeotietroflexest/d n [ |/, covering a subpart
of the Scandinavian retroflexion area. Secontpalgh its distribution is phonologically
restricted (Kristoffersen 2000:90) it is not restied by the same mechanisms as the other
retroflexes: it is never the result of retroflexjdgirtriggers retroflexion. Third, the history of
the flap is somewhat complicated because it hatigins: 1) the Old Norse consonant
cluster /rd/ and 2) the Old Norse lateral /I/. Mmrer, it has acquired a rather stigmatized
status especially in positions where it derivestftustorical /rd/ clusters so it is subject to a
lot of sociolinguistic variation. Because of itsceptional behaviour | have decided to leave it

out of this phonological investigation. Neverthsles proper account of Norwegian
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retroflexion needs to make reference to the regxadillap because the flap is assumed to have

triggered the development of retroflexes in Nonaegi

2.2 History

When we compare Norwegian with its closest relativee find that only Swedish shares the
retroflexes while they are absent in the other Gaimlanguages. This fact suggests that
Norwegian (and Swedish) has introduced these saarttie language at some point or
maybe that the other Germanic languages havehlest.tAs we do not have direct access to
the way they spoke in such early times, it is liargay exactly when they became part of the
language. The only evidence we have are writteordscbut they are not absolutely reliable
because retroflexion is not directly visible infmgjraphy. Consequently, philologists do not
agree on when retroflexion emerged. Torp and V{RB0O3:71) say that it is possible that the
retroflex flap f] already had emerged as early as tHe déhtury, whereas Marck (2004:415)
rejects this claim as uncertain because the ordpdyrmight as well reflect semantic mixing.
He dates the emergence of the retroflexes to tliellgliNorwegian period between 1350 and
1500 but it took some time before they were firmyablished in the language. Brekke
(1881) says that they were considered to be paheofvulgar language”, so the change to
retroflex pronunciation was not completed in Urlgastern Norwegian (see definition in
Kristoffersen 2000:8-10) by the end of thé"X@ntury. In this section | take a look at
different approaches to the triggering factorstifigr introduction of these speech sounds in the
language. Any linguistic change will have many éastinfluencing it and these factors have
traditionally been divided in two main groups, extd factors and internal factors
(Wardhaugh 2006:191-193). External factors are eotau to things outside a given language
such as social variation and neighbouring langudgésrnal factors are connected to the
virtue of the language system to change itselaviehdecided to leave out an investigation of
the external factors as we have very little dat@etp on but the fact that retroflexes were
considered to be vulgar indicates that such fagimbably had an effect on the
(non)spreading of the retroflexes. | focus insteadhree possible language internal reasons

for how the retroflexes entered the language.
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2.2.1 Retroflexion started by f/

The main source of retroflexion comes from rhotiatexts in which /r/ and a following
coronal sound assimilate and become one. Many speédel that the place of articulation is
pulled backwards in the oral cavity. This processsdnot occur in other languages such as
Russian so Steblin-Kamenskij (1965) asks the questhy the Norwegian /r/ has this
alveolarizing (retroflecting) power. Steblin-Kamé&isvrites within the Structuralist tradition
so he seeks explanations within the sound syssati.iThe starting point is a sound
inventory where you have two liquids, /r/ andWhich was the case in Norwegian around
1100. The assumption is that the opposition betwieese two segments was not of place, but
of manner. Either /r/ was defined as a trill ariddl a non-trilbr /I/ was defined as lateral
whereas /r/ was non-lateral. Either way, place m@sa part of this distinction. At some point
the consonant cluster /rd/ started getting pronedras i/, the retroflex flap (Seip 1955:177).

| will not go into detail about what caused thigobe but it might be the case that the cluster
is very likely to be the subject of assimilatioredo a similarity in articulatory movement
(Kristoffersen 2000:24). Whe// the third liquid, was introduced in the soundentory it
destabilized the opposition between the liquidard /I/ because the oppositions (non)-
lateral/(non)-trill were not sufficient to deal Wwithree liquids. The new liquid started to
assimilate with following coronals, resulting in attSteblin-Kamenskij calls cacuminals
(retroflexes). The place of articulation did not@from the coronal itself but from the
retroflex flap, an indication that the place of@rtation of the retroflex flap is cacuminal
(retroflex is not really a place of articulationthis respect.) However, it needs to be distinct
from the other liquids as either lateral or “rofjin It cannot be lateral because there is already
a cacuminal lateral|/{ which is the result ot A |/. Therefore, Steblin-Kamenskij labels it the
“rolling” cacuminal or the cacuminal “r". This alssgpened up the possibility for /r/ to start
alveolarizing coronals because its place of aitoh, alveolar, was now a distinctive factor.
The result of this was three series of coronals: @ental, one alveolar (/r/ + coronal) and one
cacuminal/retroflex ¢/ + coronal). In later developmentg, dlso started occurring in

positions where /I/ had been historically. Moregtbke alveolars and the cacuminals merged
into one series, today’s retroflexe.should be noted that the retroflexes derivirugrf /r/

enjoy a wider geographical distribution than thesderiving from¢/.

® It is possible that some varieties of Norwegiamehpreserved all three series.
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2.2.2 Retroflexion started with /r/
A different approach to a possible origin of Norveegretroflexion abstracts away from the

retroflex flap and focuses instead on the phortality of the /r/. Bradley’s (2002) account
of retroflexion links retroflexion to a general pess of r-deletion before consonants. The
general idea is that retroflexion stems from atétary overlap between segments on the
same tier (i.e. place of articulation). When twgreents on the same tier start to overlap they
blend, resulting in retroflexion if the followingonsonant is coronal and in apparent deletion
of the /r/ if the following consonant is non-corariishould be noted that Bradley's account
is synchronic and that it presupposes that in Ngravevarieties with retroflexion, /r/ is
realized as a tap][and not as a trill. He says that “taps tend &fgrintervocalic positions”
so they are expected to blend with other segmardthier positions. Under the assumption
that /r/ was realized as a trill [r] in Old Nors&trtevant 1934:17) and that the perceptual
cues of a trilled /r/ and its specific articulatoeguirements make it unlikely to merge with
other segments (Hamann 2005), we could assuméhtinahonetic character of /r/ changed
from trill to tapbeforethe retroflexion process started in Norwegian.sThiwr/ started

getting realized as a tag [t could start to blend with other segments inglegiently fromy/.
Even though Bradley ignores the fact thatlso triggers retroflexion, | would think that a

similar analysis for{/ is feasible, but not everyone agrees on that §€1@005:67).

2.2.3 Retroflexion as a result of constraint interaction
Molde (2005) tries to account for the emergenceetbflex stops in Norwegian by modelling

the change in an Optimality Theoretic model. Ini@gtity Theory a grammar is defined by
constraints on phonological structure and thegrenttion. The idea is that languages
prioritize these constraints differently and thahange in a language is the same as a change
in constraint priority. Molde suggests that a comiat penalizing consonant clusters with
difference in apicality and a constraint prohilgtitleletion of apicality eventually took
priority over a constraint militating against rdtexes. She recognizes three different stages
in the change (Molde 2005:129). The first stage [pse-retroflexion stage where retroflexes
are generally prohibited and consonant clustersaimesd intact. The second stage reflects a
stage where retroflexion was not allowed but coasbulusters with a difference in apicality
were subject to what she calls total regressivepimame internal assimilation due to a
constraint prohibiting such clusters. The thirdystaorresponds to the situation we have in

Modern Norwegian where clusters have to agreeicaify but total assimilation is not

21



possible. Instead we have a partial assimilatisalteg in retroflexes. | get back to Molde’s

analysis in chapter 4.

2.2.4 Summary
These accounts are of course just speculationsibeaee do not have a direct access to the

spoken language at the time the change presumappened. Thus, | remain agnostic as to
the exact nature of the origin of the retroflexas, there are a few things we do know. We
know that their historical sources in the modenglaage are /t/ + /t, d, n, |, s/, stated by the
two diachronic rules in (2-5) and (2%6)

Old Norse Modern Norwegian
(2-5) *Irt/ > t
(2-6) *it/ > t

It is possible to merge these two rules into oe Iy giving more abstract representations of
the segments in question by using phonologicalifeat Molde tries to do exactly this when
trying to find out what /r/ and//have in common. She compares different possésland
concludes that the relevant factor which /r/ ghthdve in common is apicality so the change
stated in (2-5) and (2-6) is interpreted as sprepdf apicality to the coronal. This

conclusion, however, is not unproblematic Moldessgyy 60), because it assumes that the Old
Norse coronal series /t d n | s/ was laminal artchpaal, i.e. spreading of apicality would be
meaningless if the coronals were already apicat. @roblem lies in the fact that we do not
know for sure how the coronals were pronouncedlthN®rse, but of the different

possibilities Molde compared, spreading of apigadiis the most likely one.

2.3 Phonetic properties

Given that /r/ oryl followed by a coronal /t d n'sgives a retroflex and that this process is an
assimilation process we conclude that /r/ {fri$ responsible for spreading a feature that

changes the coronals to retroflexes. In this sedttake a closer look at what kind of feature

® The /t/ in the rules does not stand for /t/ speaify but for any coronal consonant in general.
" The lateral /I/ has been left out here becauisesitways retroflex, regardless of preceding sedsaen
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this is and also how retroflexes are pronounceapassed to the “regular” coronals (2.3.1)

before | give a brief description of the acoustiogerties of the retroflexes (2.3.2).

2.3.1 Articulatory properties
The term “retroflex” refers to speech sounds thatpoduced by bending or curling the tip of

the tongue backwards so reference to place otdation is not really mentioned but should
be understood implicitly from the shape of the iomgBy bending the tip of the tongue
backwards we reach the alveolar, post-alveolampatatal area. As noted earlier, both series
of coronals in Norwegian could be alveolar so wendbhave any distinguishing properties so
far, i.e. the passive articulator does not distisigthem. They also seem to have the same
specification for the place feature [coronal] (refeg to the active articulator), but if we take
a look at how the two different series are artitedave find that this is where the difference
is located. Vanvik (1972) says that /t/ for instamng articulated by pressing the tip of the
tongue against the upper teeth while the tongudehi@uches the fore part of the alveolar
ridge at the same time. He calls them dentals. ésaalr (1985) on the other hand notes that it
IS not necessary to press the tip of the tongumsighe upper teeth. Only a few of his
informants did this while the majority had the ¢ifthe tongue bent downwards and even
pressed against the bottom teeth. Endresen corsclhdethe relevant factor for producing /t
d n | s/ is not the tongue tip but the tongue hlade

As for the retroflexes, Vanvik says thti¢ articulated by curling the tongue blade
upwards and pushing it up against the roof of tloaitimat about the division between the
alveolar ridge and the hard palate. Endresen agritleshis but emphasizes that it is the
tongue tip that is bent backwards, but he saysitighot easy to be equally precise with
respect to where the tongue touches the roof aofniieth. His point is that as long as we use
the tip of the tongue and not the tongue bladeg&teacceptable retroflexes anywhere
between the alveolar ridge and the hard palateeddeludes that since there is overlap for the
passive articulator (both series can be alvedianuist be the active articulator that
distinguishes them. Thus /t d n | s/ Eminal whereast/d n | J7 areapical. Endresen also
mentions that retroflexes articulated in the fr@veolar) are more “refined” and enjoy a
higher social status than the ones that articuliatéige back (palatal) which are considered to

be “vulgar”. This is in accordance with the facattly/ has a rather stigmatized status (Jahr
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1981) and Steblin-Kamenskij's observation thaahd {/ gave rise to different retroflexes.
Retroflexes that stem from the stigmatizgdife consequently also stigmatiZed.

Steblin-Kamenskij's approach to the historicagoriof the retroflexes focuses on
where /r/ got its alveolarizing power; he puts Itfeme on the introduction off in the sound
system. Even though this might be true, his apgra@es not say anything about whete /
got its cacuminalizing power. Following Molde’s abusion that retroflexion of laminals is
spreading of apicality of /r/ ang¢f/we are in a better position to explain the cleagt still
face the problem of why these two segments havpdher to spread their apicality. |
assume that the process of blending described &gi®r may be applicable to both rhotics
given that they both have weak perceptual cuesyore of them are strongly rolled. To
summarize, we have two series of coronals, bothhi¢éh can have the same passive
articulator but they have different active arti¢dala. The “regular” coronals are laminal while
the retroflexes are apical. According to IPA staddaretroflex speech sounds are produced
by curling the tip of the tongue behind the alveoidge: they are apical post-alveolars
(cacuminal in Steblin-Kamenskij's terms). As we é&een, the Norwegian retroflexes can be
alveolar so the tip of the tongue is not necessatitled as far back as it should to produce
‘true’ retroflexes. This has led some to propose the definition of retroflex is too narrow
and that we should rethink it. Hamann (2003a) psepa set of four proto-typical
characteristics for retroflexes which are suppdsetllow for cross-linguistic variation with
respect to the exact details of their articulat@alization such that what we call retroflex
actually has a bigger articulatory space than ligaabumed. It is not necessary for a
retroflex to have all four characteristics but there it has, the more retroflex it is. This is of
course dependent on the characteristic in question.

Apicality is the first characteristic. It refers to the dijpgongue as the active articulator
and it is in accordance with what we have founfasonamely that Norwegian retroflexes are
apical. Note that apicality is not a characteristigerved for retroflexes only; there are speech
sounds which are apical but not retroflex, such/aslowever, apicality is aecessary
characteristic for a speech sound to be retroflée. second characteristicgsesteriority. It
refers to the tendency for retroflexes to be akdima further back in the oral cavity than
regular coronals. This is not necessarily in acance with the Norwegian retroflexes because
both laminals and retroflexes can have the samayeaglace of articulation (alveolar), but
recall that Steblin-Kamenskij’'s diachronic desaaptincluded a stage where there were three

8 The merger of the alveolars and the cacuminatsdane series of retroflexes could be due to thitofiaguistic
factor.
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series of coronal speech sounds: dental, alveonthretroflex/cacuminal. There may be some
varieties of Norwegian which still retain this dmttion and for the retroflex/cacuminal series,
posteriority would be true. The third charactecissi thesublingual cavity The backwards
displacement of the tongue evinces a cavity urftetdngue which is called the sublingual
cavity. The greater the backwards displacemetiésgreater the cavity. The fourth
characteristic isetraction It refers to a withdrawal of the tongue body todgathe pharynx

or velum. Thus, retroflexes are pharyngealizedetainzed to a certain extent. This happens
as a consequence of the backwards displacemem ¢iptof the tongue because the whole
tongue body has to adjust to this movement. Thallmidart of the tongue is then lowered

while the back is retracted.

2.3.2 Acoustic properties
So far we have only been looking at the articulatide of speech sound but it is also

possible to describe speech sounds based on toeistéc properties. Hamann (2003a),
working within the framework of Functional Phonojo@oersma 1998), examines the
acoustic cues of retroflexes and translates théonOf constraints. Functional Phonology
holds that a grammar is a reflection of the inteoacbetween articulatory and perceptual
factors of language and communication. There isgexd for positing innate features and
hierarchies because it should follow from generailgiples of articulation and perception.
Thus, in this view, retroflexes are cross-linguaialiy rare speech sounds due to their
articulatory complexity and not because of somatamrinciple banning them from sound
inventories in general. Hamann identifies fouretiént characteristics of retroflexes (chapter
2.3.1), namely apicality, posteriority, sublingegality and retractedness. These
characteristics have different effects on the atopsoperties of retroflexes. It should be
noted that vowel context also plays a major roke,the acoustic cues may be more salient for
some vowels than for others. If we start by lookandhe first characteristic, apicality, she
says that laminal coronals usually have a raisedrekformant (F2). This means that apicals
tend to have lower values for F2 than their comesiing laminals. Due to the major role of
the surrounding vowels this is somewhat unreliahleore reliable cue is the length of the
transitions. Transitions of apicals are shortenttimse of other consonants. As for
posteriority it seems to be that a movement froraraerior place of articulation to more
posterior, results in a lowered third formant (FBxmann says that this is dependent on the

type of retroflex in question because not all ié¢saes are posterior (Norwegian varieties
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where both laminals and apicals are alveolar aaengkes of this). Thus, non-posterior
retroflexes are expected to have a less low valué3 than posterior retroflexes. The effect
of the sublingual cavity is the introduction of ldrequency resonancegfFand of something
she refers to as zergZBoth of them are located in the frequencies betwe2 and F3. &
does not form a separate formant but is assocveitbd=2 because it results in a greater
bandwidth. £ on the other hand weakens the amplitude of Fahagiter formants. These
two, Rz and %, are interpreted as high F2 in the cases wheis &ssociated with it, and a
low F3 due to &. The last characteristic, retractedness, causedlexes to be slightly
velarized or pharyngealized. The general effe¢hisfis a lowering of F2.

It is not easy to sum up these findings becauséatimant transitions are dependent
on the vowel context and of course each individpalaker. There are nevertheless a few
acoustic properties we can expect to be presartrioflexes. According to Hamann
posteriority, sublingual cavity and retraction calmwvering of F3 so F3 is expected to be low
in retroflexes. As for F2 the picture is not thigtae. Apicals have lower values for F2 than
laminals but the F2 value is still higher thanfion-coronals. Both posteriority and
sublingual cavity cause a rising of F2 while refii@t causes lowering. Thus, we find both
lowering and raising but as lowering is predictgdhe property and rising is predicted by

three, Hamann concludes that we should expect B2 tather stable or raised, not lowered.

2.4 Phonological properties

The phonetic properties of speech sounds arevelatasy to study because they are part of
the physical dimension and hence more tangibldoAthe phonological properties they are
more hidden and we can only deduce the natureecof thased on how speech sounds interact
with each other. In this section | discuss the phagical properties of retroflexes (2.4.1) and
some issues that this gives rise to (2.4.2).

2.4.1 Phonological representation
The basic idea behind the notion of phonologicatesentation is that speech sounds have a

nature that is different from their purely physioakure. In phonological theory, speech
sounds are decomposed into phonological featut$hase are considered to be the basic

building blocks in language. One of the major matiions for introducing features is that it
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enables us to speak mditural classe®ecause features denote characteristics of speech
sounds based on their phonetic properties, sutdnagyeal activity, place and manner.
Speech sounds that have something in common offeanve in the same way phonologically.

The feature specifications for the labials anddbesals are fairly straightforward:

(2-7) Feature composition (simplified version taken fidristoffersen 2000:38)
p f ¢ ]
Nasal J
tcontinuant - + + -
tvoice - - -
Labial v v
Dorsal v v

The only thing that distinguishes /p/ from /f/ platogically is the different values for the
binary feature [tcontinuant] even though theirautatory properties also involve different
active articulators. As for the coronals it is sotclear how to deal with the opposition
between dentals/alveolars on one hand and retexfler the other. The opposition is
evidently based on place, but what is the natutlisfdistinction? First, “retroflex” is not
really a place of articulation; it refers rathetthe shape of the tongue more than a physically
limited space in the oral cavity. Second, placeéuiess usually refer to the active articulator
but “dental/alveolar” refers to the passive ar@tal and not the active one. Moreover, the
fact that Norwegian retroflexes can be pronounceadieeolar (Rinnan 1969 refers to them as
such) makes it even more problematic, becausepiiesithat it is not the passive articulator
which forms the basis for the distinction.

We concluded in chapter 2.2 and 2.3 that the ¢hdti and{/ were responsible for
spreading apicality to following coronals so weeabty have some clues about what the
phonological representations should look like. Adaag to Feature Theory, spreading always
involves a positive feature, i.e. the feature thapreading must be present in the
phonological configuration. Thus, the rhotics havieature that plain coronals do not have. |
follow Kristoffersen in assuming a privative feaufapical] which is a dependency feature

on the place feature [coronall.
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(2-8) Coronal segment@aken from Kristoffersen 2000:38)

Laminals Retroflex
t d n s |t d n |1 S
[coronal] J |/ v v v v J v J
[apical] N v v v v

If the rhotics /r/ andy/ are able to spread [apical] to the following segint follows that they
should be specified as such. The only problem rsotlvat we do not have any means of
distinguishing between /r/ and As both would have the exact same featural mpkéiu

order to distinguish these, Kristoffersen makesafsother privative feature [posterior]
referring to the degree of backness of the artimnaAs £/ is produced a little further back in
the mouth it is specified for this feature. Thisvaanakes sense knowing that there might still
be dialects that distinguish retroflexes deriviragni /r/ and those deriving frord/ The ones
deriving from {/ would thus be specified as [posterior] becausg #re articulated further

back in the mouth.

2.4.2 Theoretical issues
The claim that features are the real subject natefiphonological processes is not

controversial, yet it is unclear how features quecefied. What is the nature of phonological
features? The traditional model has assubiedry features, meaning that features have two
values. In this model features get either a passpecification (+) or a negative,(i.e. the
property is either present or absent. Another waynderstand features is to assymeative
features, meaning that only one value (usuallypthgtive) is marked, otherwise it is left
unspecified and some default value appears. Ifamsider the feature specifications in (2-7)
(repeated again below) we see that some featuedsiraary ([+cont]) whereas others are
privative (the place features).

(2-7) P f ¢ | 1
Nasal v
tcontinuant - + + -
The reason for this being an issue is | 1y gice i i i
because not every feature seems to Labial N4 N4
behave the same way. Phonological | Porsal VA

features are usually derived from the phonetic eriigs of the sound in question but it is not
necessarily the case that a phonetic propertyteesua positively marked phonological
feature (be it binary (+) or privative/()), e.g. phonetic voicing does not imply phonoladjic
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voicing. In table (2-7) the velar nasal has received no specification for the binarydeat
[+voice], even though it is phonetically voiced.iJ s because Norwegian nasals are assumed
to be voiced by default so there is no point imsgpthat kind of information in the

phonological representation. Having the featursgfjamplies that there is voicing in
Norwegian. We say that [nasal] i€@ntrastivefeature among Norwegian consonants
whereas [tvoice] is contrastive for some of thesmmants, butedundantfor nasals.

A related issue concerns full specification vengatial specification. To what extent
do segments receive feature specifications? Anmments fully specified with both contrastive
and redundant features, or are they specified fonlthe contrastive features, resulting in
underspecified segments? These questions are mmpdcause our two approaches, binary
versus privative, have different assumptions about phonological representations are
stored in our brains. In models using binary feaduull specification is assumed to be
necessary in order to avoid ternary features, *+and ‘zero’. The problematic aspect with
full specification is that it results in a big anmbwf redundant information in phonological
representations. Nasals would have to specifidehasce] even though that follows
automatically by virtue of having the feature [hsamost language3In models using
privative features this is not an issue becausenspécification follows naturally by the
nature of the features. An obvious advantage withapive features is that phonologically
active features may be distinguished from phonachally inert features. The assumption is
that segments are minimally specified. For instaii@language has only one lateral /I/ then
it would be specified with the feature [lateraldahat would be enough to distinguish it from
all other segments. Other possible feature spatidics, such as place, would be redundant
and hence not necessary. This is without doubtnibt economical way to represent speech
sounds but it is not necessarily the case thaukages work this way (all the time).
Norwegian is in fact a language with only one laltethe retroflex lateral/(as already
discussed). If we specify it as [lateral], theshbuld not receive any further feature
specifications according to the assumption. Thatmaehat the feature specifications given to
/1/ in (2-8) should not be there and tHashould be underspecified. The features [coronal]
and [apical] should instead be redundant and foftom the feature [lateral], which is
contrastive. | will show, however, that is indeed specified as [coronal] and [apicall an

hence overspecified so to speak.

° An obvious exception to this is languages thaehmeontrast between voiced and voiceless nasglgn¥
versus /m
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2.5 Phonological contexts

There are different contexts which cause retroflexiross-linguistically. In this section | take
a look at the retroflexion contexts that can benthun section 2.5.1 there is a description of
retroflexion in rhotic contexts including the extieps and the range of rhotic retroflexion.
Then | move on to look at retroflexion in other taxis in section 2.5.2. Finally | give a brief
summary of the data to be analyzed in this th&s%J) before | end this chapter with a
discussion about the phonological status of redref$ (2.5.4).

2.5.1 Rhotic contexts

2.5.1.1General patterns
Retroflexion in rhotic contexts refers to whenafir/i/ cause a following coronal /t d n s/ to

change to a corresponding retroflex f /. Moreover, the rhotic segment seems to be deleted
because only one segment surfaces where we thenk should be two. Note that this also
happens in sequences with /| #This process is found in root contexts (2-9) als®h across

morpheme and word boundaries (2-10):

(2-9) a. bart [laut:] — moustache
b. mars [na:] — March
C. barn [fa:n] — child
(2-10) a. sur-t [&:f] — SOUMEUTER
b. har du [la:du:] — have you
C. stor skog [stufku:g] — big forest

As we can see from the examples in (2-9) the psoapplies in root contexts (non-derived
environments) whereas the examples in (2-10) shawthe process also applies across
morpheme and word boundaries (derived environmelnts)l cases the rhotic is deleted,
leaving only the apical feature on the coronaldigsussed in ) as a sign that it has been there
(historically at least for the root words). Thigh& general rule but there are exceptions to
this. In Eastern Norwegian dialects the situatsslightly different with respect to /rd/
clusters. Generally, retroflexion of /rd/ cluster€astern Norwegian dialects is banned in

root contexts (2-11) but applies across morphenadaries (2-12):
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(2-11) a. sverd [svael] — sword
b. garde gards] —guard
C. morder [murdar] — murderer
(2-12) a. har du [h:du:] — have you
b. er det [agp] —isit
(2-13) a. gardin [g'di:n] — curtain
b. fordi [b'di:] — because
C. gardist [@'drst] — guardsman

As we can see from (2-11) and (2-12) there seerbe t;m asymmetry between non-derived
and derived contexts with respect to retroflexiRatroflexion does not apply in the former,
only in the latter. The reason for this is probatgiated to a historical sound change.
Sequences of /r + d/ in Norwegian derive histolycibm /rd/ clusters in Old Norse. These
clusters were either simplified by deleting theafid or by assimilation (coalescence) to the
so-called thick I,if (see discussion in 2.2.1), thus few of them s@iinto the modern
language. This, however, did not affect the pobsilof the process to apply across word
boundaries, creating the asymmetry we see todafpriunately, this generalization does not
seem to hold when we consider the examples in 2k 32-13) bothgardin andfordi are

root words so we should predict that retroflexi@@sl not apply but this prediction is not
borne out. The third wordardistthough is morphologically complegdrde+ -ist) so it
behaves as expected. We could assume that thenexpected non-retroflexions in (2-13)
are due to idiosyncratic properties so they woutd pe lexically specified as such, but
another explanation is feasible. Kristoffersen adkat the apparent split in the pronunciation
of /rd/ clusters is governed by stress. Retroflexd/rd/ applies when the cluster precedes a
stressed syllable whereas the opposite happens Adidallows a stressed syllable. The
alternationgarde~-gardistis particularly interesting with respect to thexchuse they share the
same root but they end up having different proratrams of the root because of stress
assignment. ligardethe stress falls on the first syllable and thé ¢tdster follows it so
retroflexion does not apply. ardistthe suffix —ist attracts the stress so the /naételr

precedes it instead of following it, i.e. the eowiment triggering retroflexion is created.
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2.5.1.2Multiple retroflexions
So far we have only looked at very simple caseetobflexion where the process affects only

one single coronal, but it will in fact affect allisters of coronal segments so that the whole
cluster becomes retroflex. Also in this case tlagichs deleted and the only sign it leaves is
the apical pronunciation of the cluster. Multipdgroflexions can be found in a few root
contexts (2-14) (there are few roots that haveatipgropriate order of segments in coda

position) but it is more common across word bouredai2-15):

(2-14) a. tarst [tdi] — thirsty
b. Bernt [baat] — (a male name)
(2-15) a. fort nok [fy: nok:] - fast enough
b. mer sng [mghg:] — more snow
C. nummer tre [num:tie:] — number three
d. barns drosje fbn/ dof:a] — child’s taxi
e. mer ris [me:(r)i :S] — more rice
*[me: ji:s]

As we can see from the examples above, retroflexp@ms across entire clusters of coronals
and not just the closest coronal. Thus, the segrhearige of retroflexion seems to be in
principle unlimited, only constrained by the phautics of Norwegian. Note that an
intervening vowel stops the process. What thes alab show is that the segment /r/ has a
dualistic nature. So far we have seen that rhéikied'r/ aretriggers of retroflexion but in
(2-15c¢) and (2-15d) we can see that it also actés@get of retroflexion, where orthographic
<r> maps onto phonetig|[ Note that this only happens if the rhotic in gtien is preceded

by an already retroflected non-rhotic segment. Thrs be seen by comparing (2-15c¢) and
(2-15d) with (2-15e) where the latter instantisesonfiguration where /r/ immediately
follows /r/ but retroflexion is impossible. An imesting aspect of this phonological behaviour
of /r/ is that it seems to result in a curious para In chapter 2.4.1 we concluded that
retroflexion was spreading of the feature [apifain /r/ to coronal segments so
consequently, whatever /r/ spreads should not @artgrget /r/, i.e. a target /r/ should be
specified as [apical] to start with so spreadirgjdal] from a preceding /r/ should have no

effect.
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2.5.1.3The prosodic range of retroflexion
One complication, observed by Julien (2002:25had retroflexion seems to be optional in

some contexts and obligatory in others. Retroflexgobligatory in simple root contexts and
in root contexts with bound morphemes (2-16). Asrather morpheme boundaries (including

compounds) it is optional (2-17):

(2-16) a. barn [la:n] *[barn] b. surt [s:f] *[su:rt]

‘child’ ‘SOUrNEUTER

(2-17) a. stor skog [stuku:g]~[stu:r sku:g]
'big forest’
b. vinternatt [vin:ts nat:]~[ 'vin:tar nat:]

'winter night’

The most important thing that these examples skdWait there is an asymmetry in how the
process applies. Even though the segments arecadjdicere is still a phonological distance.
Obviously some segments are more closely conndlesedothers and this is reflected by the
retroflexion process. The fact that there is oldigaretroflexion and optional retroflexion
raises the question whether there is obligatorynetroflexion as well. Are there any
instances of rhotic + coronal where retroflexiomgossible, i.e. ungrammatical? Before |
discuss this question an elaboration of the data 2-16) and (2-17) is needed. Phonological
structure is not only sensitive to prototypical pblmgical properties such as stress and
features, but it is also sensitive to syntactiadtire, i.e. there is interaction between these
two components of the grammar. In the data froh@Rand (2-17) syntax determines the
phonology so that some syntactic structures reqatreflexion whereas others do not. This
suggests that there is phonological structure abovéndividual words and strings of words.
Selkirk (1978) (among others) has explored thiscstire and proposed The Prosodic

Hierarchy:
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(2-18) v Utterance

! Intonation Phrase

D Phonological Phrase
® Prosodic Word

Ft Foot

o Syllable

The prosodic word refers roughly to the everydayndten of word with the exception of
functional words; the phonological phrase corresisaioughly to syntactic phrases such as
the Verb Phrase (VP); the intonation phrase coardg roughly to syntactic clauses (CPs)
and the utterance may consist of several clausessi@ering the data from (2-16) and (2-17)
they become explainable by referring to a somewatpisted prosodic hierarchy. By
definition the words in (2-16) are prosodic wordgstroflexion applies obligatorily at this
level in the prosodic hierarchy, i.e. within prospdords. At the levels above the prosodic
word retroflexion is optional. This would so farpain (2-16a), (2-16b) and (2-17a), (2-17a)
being an example of a phonological phrase (a syotadjective phrase AP), but we still lack
an explanation for (2-17b) because the prosodiasta compounds is unclear. With respect
to retroflexion, compounds behave as though thee wephrases in that retroflexion is
optional, but they do not correspond to syntadtiapes because of the stress patterns.

The evidence for this comes from an examinatiothefstress properties in
Norwegian. Kristoffersen (2000) and Rice (2006)énaxamined the stress patterns you find
in the Norwegian lexicon, the general pattern #@meérges is penultimate stress in prosodic
words (with some exceptions of course). When wardsbeing put together, the stress on the
higher prosodic levels inherits stress from thedpigvels: nothing that is not stressed at the
level of the prosodic word may have stress on thledn levels. As twa-words are adjoined
to make ab-phrase the stress is not equal on the two wondsstress at the level of the
phrase goes to the right and that is true for tgkdr prosodic levels too:
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(2-19)  {<kjaper aviserzp} o
[ .co:pra'vi:sar]
‘buys newspapers’

In (2-19) there are two-words,kjgperandaviser, that are adjoined to make a syntactic VP.
In isolation both of them are stressed on theah#yllable, but when the VP is made only the
right stress is carried up to tlephrase. Knowing that stress goes to the rightén t
phonological phrase, then compounds as in (2-1FMMat beb-phrases because the main
stress goes to the left and not to the right. Neitan compounds hewords because
retroflexion is optional for them, so they seenbéosome type of hybrid. This conclusion,
however, is unwanted because it would put compoontisde the scope of what our theory
of grammar can handle. Instead | propose thattbsoglic hierarchy should be split in the
spirit of 1t6 and Mester (2007). If the prosodicnadevel is split up in a maximal projection
and a minimal projection, we can account for thet faat compounds are not phonological
phrases but still share phonological propertiet witonological phrases such as optional

retroflexion:

(2-20) @

o-maximal

o-minimal

Ft

Thus, retroflexion would be obligatory at the legéthe minimal prosodic word, but optional
from the maximal prosodic word and further up ia tierarchy. In this type of structure,
roots and affixed roots would lbeminimal whereas compounds, which are a combinaifon
two free morphemes and thus two minimal prosodioi&owould baer-maximal. This
solution also reflects a parallel between morphiciigand phonological structure. The
affixed root insurt (2-10a) displays a close morphological relatiocduse the neuter affix —t
is bound which again allows for a closer phonological tielaso that retroflexion becomes

obligatory. Compounds on the other hand consisivoffree morphemes so the
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morphological relation is looser than for the affixroots. Consequently the phonological
relation is also looser so retroflexion becomesooat.

So far we have established that retroflexion &sptibligatorily at the level of the
minimal prosodic word while it is optional from tiheaximal prosodic word and upwards.
Thus we know there is a point where retroflexiothis only grammatical option and that
there is a point where it is optional. The nextsiiom is to decide if and when retroflexion is
ungrammaticalNow, it is clear that retroflexion is a featufeconnected speech so a major
pause between an utterance final rhotic and arauntte initial coronal would not result in
retroflexion. The distance, whatever its natureofailogical or temporal), would simply be
too big for retroflexion to be possible. Kristof$en (2000:315-317) examines this question
by looking at how retroflexion behaves in differ&mrarchical strata. We already know the
retroflexional properties of the minimal and maximebsodic word and the phonological
phrase, so the next level up is the intonationgdrBefore | take a look at that, 1 will look at
some phonological phrases as a starting point. \ifigerg to figure out what the prosodic
structure looks like one has to look at stressiatwhation properties because they will
provide evidence for it. For instance, we haveaalyeestablished that stress in the
phonological phrase in Norwegian goes to the réghive know what defines the right edge of
the ®-phrase. The easiest way to analyze the streseniegpis by means of a metrical grid
where stress is marked on different levels accgrtbrthe stress rules in the language.

2-21)  ( X ) v
( X )
() ( X )

() X)X ) o
Per ser en stor lgve.
[pe:ferenstuigvo]

'Per sees a big lion.’

In (2-21) | have shown how this works. In the san&ePer ser en stor lgVahere are four
lexical items and one functionsiThe lexical items are all defined @swords so each of

them gets a stress mark for that line (the arteclrouped together with the adjective in a

19| abstract away from the minimal and maximal petijgn which is not relevant here.

1 Example and transcription are taken from Kristaféam (2000:317). The original transcription alse @ess
marks but | have abstracted away from them beddwsealso refer to tone, which is outside the sauffthis
thesis.
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prosodic word). Going up one level, we reachdhghrase. The adjective, the object Noun
Phrase (NP) and the verb are adjoined in one sixgibrase, corresponding to a VP, but only
the stress from the rightmost constituent, theiblBarried up to this level. We see that
retroflexion applies between prosodic words whekdd together in a phonological phrase
because of what happens betwstam andlgve The subject NP is @-phrase on its own.

Next step up, botb-phrases are adjoined to makeiguinrase. This is where we find the
evidence for the application of retroflexion betwgdonological phrases because of what
happens betwedper andser. In thei-phrase stress goes to the rightmost constituehthas

is again carried up all the way to the Utterancaking the first syllable dizvethe loudest

and most prominent of the whole string.

In order to test whether retroflexion applies astephrase boundaries we need to
create the appropriate phonological environmeng Wiy Kristoffersen does it is by
introducing a parenthetical expressi8irjs bror ‘Siri’'s brother’, in (2-21) right after the
subject NP. By doing this, one breaks up the ocaigimonation phrase so that we get 3
intonation phrases instead:

(2-22)  ( X ) v
(x) ( X) ( X ) 1
(%) ( x) ( X )

(x) xX)(x) ) % x) o
Per, Siris bror, ser en stor lgve.
[pexr | sixis beu:r | serenstujgvs]
*[pe: | fi:ris beu: | ferenstui@iva]

'Per, Siri’s brother, sees a big lion.’

In (2-22) the introduction of the parenthetical biltaks up thephrase and it also has an
effect on the retroflexion patterns. In (2-21) veevghat retroflexion applied betwedn
phrases when grouped under the sapigase. The example we have now is different
because thé-phrases are not linked together under one siAgfiease, but rather they
project their own. Even though the simple requiretier retroflexion to apply (rhotic +
coronal) is present at the boundaries ofithkrases, retroflexion does not apply. In facsit i
ungrammatical because retroflexion is impossibtessi-phrase boundaries. The sentence

simply does not meet the structural requirementsefimoflexion. This is also confirmed by
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another type of syntactic structure: instead abithicing a parenthetical NP it is also possible

to introduce a relative clauge

2-23) X ) v
( x)(x )
( x)x )x)(x ) &
( x)x )x)(x ) o
Et far David eier, smiler.
[etfo:da:vidaepr | smilar]
*[ etfo:r | da:vidaepr | smilar]
*[ etfo:da:vidaep | fmi:|ar]

'A sheep David owns, is smiling.’

The difference between (2-22) and (2-23) is theatfthe inserted syntactic object has on the
prosodic structure. In (2-22) the parentheticald¥@aks up one of thephrases and forms
one on its own whereas in (2-23) the insertedix@atiause (a syntactic Complementizer
Phrase (CP)), does not form arpyhrases on its own but rather adjoins to an exjstne.
This results in retroflexion between the matrixjeabet farand the relative clause subject
David because they are in the sanphirase. Retroflexion between the matrix vemtlerand
the embedded verdier, however, does not apply because they are in tifereht-phrases.
To sum up, so far we have the followtfig

a) Retroflexion appliesbligatorily at the level of the minimal prosodic word, (with

the exception of /r + d/ in post-stress positioastern Norwegian).
b) Retroflexion spans across clusters of coronalgakavg a dualistic nature of /r/.
c) Acrossw-word boundaries and-phrase boundaries retroflexionagtional

d) Acrossi-phrase boundaries retroflexionnist possible.

12 Relative clauses in Norwegian are usually intredbwith the subjunctiosom‘who/which’ but when the
relativized NP is the object of the relative claisemcan be omitted, as is the case in (2-23).

3 There are a few exceptions to this that shoulthbetioned. Kristoffersen (2000) observes that thiemame
Bard may be pronounced in two different ways, ffjar [box]. This is however, not an exception to the general
rule because the pronunciation [fjatoes not exemplify a failure of the applicatidiretroflexion (see

discussion in 2.5.1.1). Two other exceptions aeentlale nam&turlawhich may be pronounced astiicla] and
['sta:la] (vowel length depending on syllable weight) aadne ‘norn’ which may be pronounced asqrnos] or
['nuna] (vowel length and quality depending on syllabkeigit). | have no explanation for these two
exceptions. Finally, words likearren [nac.n] ‘the fool’ andbisart [br'sact] ‘bizarre NEUTER fail to retroflex. It
seems that geminate /r/ blocks retroflexion.
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2.5.2 Other contexts
There are a few other contexts where you find fietxmn in Norwegian but not all of them

enjoy the same distribution among the Norwegiatetias. The first | would like to mention
only applies to /s/. Whenever /s/ precedes /lhénges tof] so we get the following:

(2-24) a. sla o] — hit
b. slange [lan:9] — snake
(2-25) a. Oslo [uflu]
b. stusslig [stuafl1] — empty, dismal
C. spis litt [spi:dit] — eatwr a little
“[spiyf ]

What the data above show is that retroflexion is tiontext does not have the same prosodic
range as retroflexion in rhotic contexts. Firsabfretraction of /s/ in front of /I/ occurs withi
roots when the two segments are in the same sg1(@b24). Retraction also takes place
within roots when the two segments are in two déifie syllables (2-25a), across morpheme
boundaries (2-25b), but it does not apply betweerdwoundaries. There is considerable
sociolinguistic variation with respect to this; eseryone would agree thauf|u] Oslois a
well-formed pronunciation. | will not go into dettabout the prosodic range of s-retraction
but it seems to be by and large obligatory in tayitabic environments and that is what | will
focus on. Now, one may wonder what this kind ofagtion has to do with retroflexion in
general as the segmefitéxists in Norwegian independently; it only lodk® an apparent
sound change. | will show, however, that this i&ttom indeed is governed by the same
principles as retroflexion and should thus be &éamn a par with it.

Retroflexion in rhotic context is a kind of progse& (rightwards) spreading and | will show
that this is the case for s-retraction as well.réhe one exception to progressive spreading
though, namely the leftwards spreading(btd preceding coronals:

(2-26) a. lunsj [an]] —lunch
b. kanskje kan:Js] — perhaps
C. lunsj som{nS fom:] — lunch which
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Regressive spreading frofit ¢an be seen in all three examples but (2-260)dikplays
progressive spreading frorfi./l will not look into details about the prosodange of this
kind of retroflexion but merely assume that thegears the same as for the rhotic counterpart.

Another type of retroflexion is found in a few acljges where the process seems to apply
across non-coronal segments. Usually, adjaceneyeleet the rhotic trigger and the coronal
target is required but in these cases the non-ebioterveners are ignored:

(2-27) a. sterk~sterkt [ste]~[steg] — strong
b. skarp~skarpt [skp]~[skat] — sharp

C. varm~varmtgarm]~[vanf] —warm

Adjectives in Norwegian decline according to geraleal number. The neuter singular is
made by adding the suffix —t (as in the data abedereas the masculine/feminine consists
of the stem only (no suffixes). The data in (2-8@dws that retroflexion applies in these cases
in spite of the intervening non-coronal segmen{2h27a) and (b) the velar and the labial
plosive are simply deleted whereas the nasal R7()-changes to a retroflex nasal.
Interestingly enough this does not happen in atbatexts whersterk(or any of the other
adjectives) are followed by a word beginning witboaonal:

(2-28) a. sterk tiger [steerk tixg] — strong tiger
*[steeti:gar]
b. sterktran ‘staerktran] — strong cod-liver oll

*['stegfra:n]

The two different structures in (2-28) show thas #ind of skipping is not possible across
other types of boundaries, except within the mithiprasodic word. There are very few
adjectives in Norwegian that have the right kindgefmental structure, so it is hard to know
if it is productive or not. Given that this only@es to minimal prosodic words | will assume
that it is productive but that we have few relevamrical items. This means that an account of

it is required. | can only think of one exceptiorthis:

(2-29)  harsk~harskt [tfk]~[ha/Kt] — rancid
*[hafk]~[hafi]
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For some reason retroflexion fails to apply in shene fashion as for those in (2-27) even
though the segmental structures are almost idéntica

2.6 The phonological status of retroflexes

One last thing to decide is the phonological stafugtroflexes. Some phonologists have
treated retroflexes as underlying segments, wiiilers have treated them as derived
segments so the matter is controversial. The dssma€an be understood in terms of
Structuralist notions such as phoneme and allophidme argument for underlying (or
phonemic) status goes as follows: in cases whereawaot see any alternations, it is
reasonable to postulate that the retroflex is Ugiohgy, i.e. there is no visible evidence for it to
be otherwise (Rinnan 1969, Kristoffersen 2000, MA&005). In particular, this means that in
a word likegardin [ga'di:n] ‘curtain’ the retroflex is considered to bedamlying because the
retroflex in this word never alternates, it is aj)@dhere. In a word likgardist[ga'dist]
‘guardian’ however, the situation is a bit diffetelRecall that for this particular root there was
an alternation between a non-assimilated rd-clustdra retroflexgarde~gardist

[ 'gardo]~[ga’dist]. In this case, the non-assimilated rd-clugtemderlying while the

retroflex surfaces given the appropriate phonoklggnivironment (post-stress position).
Thus, some retroflexes are underlying while otlaeesthe result of assimilation between a
rhotic and a following coronal, i.e. they are dedvThis also means that retroflexes and
corresponding laminals are contrastive with resfreetich other, supported by minimal pairs

where the alternation between a retroflex and i daninal gives rise to different meanings:

(2-30) katt [kat:] — cat
kart [kat:] —map

The words in (2-30) differ minimally. The first wbhas a plain laminal and the second one
has a retroflex. This difference gives rise toat#ht meanings. If these two segments were
allophones (variants) of an underlying /t/ we skdaubt expect different meanings to arise.
The opposite view takes all instances of retrafteto be derived so no retroflexes are
underlying. Thus, retroflexes are never contrasiiith respect to other coronals, but are

merely surface phenomena reflecting underlying seges of rhotic plus coronals. One of the
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major arguments for this view is that clusters likg& /rd/, /rn/, Irl/ and /rs/ are generally

absent from surface forms in the language (ext¢eptases we have already discussed). Even
foreign words that enter the language conform ésétpatterns; the name of the former
Indonesian presideioehartanay be pronounced with a retroflex, so the protessry
productive. One consequence of this view is thatNbrwegian contrastive sound inventory
gets smaller because the retroflexes would no lobggart of it. Thus retroflexes are, even
the cases where it does not alternate with an imaated cluster, clusters of rhotics plus
coronals underlyingly.

When choosing between these two views we shoulMage of the consequences
each of them have. If we assume that retroflexadeaunderlying segments we face a few
problems. First of all, there is no doubt that éhisra contrast between laminals and
retroflexes (as in (2-30)), but maybe this opposiis merely apparent because it is possible
to analyze it on other terms. We know that retsagkehave their origin in clusters of rhotic +
coronal (at least those derived across word anghiheone boundaries), suggesting that the
opposition should not be based on /t/ vergudut rather on /t/ versus /rt/. This is to a aert
extent argued by Vogt (1939) where he tries torddtes the degree of independency of the
retroflexes by looking at reversibility. In almasdt cases he found that retroflexion was
reversible, i.e. pronunciations with assimilated ann-assimilated clusters were both
acceptable. He only mentions two cases wherentiseversible. One of them is (2-26b)
kanskjel 'kan:fs] ‘perhaps’ where the pronunciation'kfcnfs] is impossible, the other is
skole['skuis] ‘school’ which Vogt himself pronounces with anadtex | and it is impossible
to reverse it to *[skuzls].** The latter exception is easily explained with refee to the
merger of laminal | with retroflek the retrofleX in skoledoes not stem from a /r + I/
sequence historically. Speakers then seem to khatithiere are two different retroflex
laterals, one from historical /I/ and one from & sequences, which again suggests that this
should not be counted as an irreversible excefiamather that retroflekhas an underlying
status. By virtue of being the only lateral in masiyrwegian dialects | hold this to be true.
Moving further there is only one sequence of rhetmronal that finds its way to the surface
quite regularly and that is /rd/ in Eastern NorvaegiWe have seen however, that
unassimilated clusters of /rd/ are predictable wivertake stress into consideration. This

brings us to the next point.

14 Note that in spite of the overwhelming reversihibf retroflexes Vogt concludes that they shoudrégarded
as underlying.
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Assuming that the retroflex in non-derived envirants is underlying leads to a loss
of generalization. If we look at the wogardin [ga'di:n] ‘curtain’ for instance, the underlying
form would be /gdin/ whereas the underlying form gérdist[ga’dist] ‘guardian’ would be
/gard-ist/. Note that these two words have the sanessiatterns on the surface and this is
eventually what causes both of them to surface aitbtroflex and not with a non-assimilated
cluster. Assuming an underlying retroflex for ori¢hem and not for other, however,
completely misses an entire generalization conangr(mon)-retroflexion and stress.

As for the other view, where all instances ofafixes are derived from underlying
clusters, there are other problems. When a chddigup and acquires Norwegian s/he will
undoubtedly hear lots of retroflexes. It is natdioala child to posit underlying forms that are
identical to surface forms that s/he hears andwiti®e the main strategy until s/he
encounters counterevidence, if any at all. Now, wie child hears a word lilgardin s/he
will most likely posit /@idin/ to be the underlying form because there isltesraation, i.e. the
child never encounters evidence for assuming otiserwhis is in accordance with the
principles of Lexicon Optimization (Prince and Serdky 1993). In the case of
garde~gardisthe situation is different because there is agrdition between retroflex and
non-assimilated pronunciation of the medial consbohuster. If the child assumes thaidf
is the underlying form of the root for those tword® then s/he will have to revise it upon
encounteringjarde[ 'gards] because it breaks an expected pattern. Likeweang /gued/ as
the underlying form of the root, makes it necessaryouble check if that is the right one
upon encounteringardist[ga'dist]. A way to solve this problem would be to lodktze
stress patterns of words with similar phonologazaifigurations and use them to decide what
the underlying form should be in order to (hopsfuédnd up with the correct grammar. Under
the assumption that this is really how the chileégld, then the position that all retroflexes are
clusters underlyingly cannot be maintained; all-atiernating retroflexes will be posited as

retroflexes in the underlying structure.

Both approaches seem to involve certain disadvastagproblems which should be analyzed
or solved in better ways but the latter approaegmseto be the most plausible one given that
retroflexes are not contrastive to non-assimilatedters and that an overwhelming majority
of retroflexes seem to be reversible. The only [@mlis that the assumption that retroflexes
are never underlying seems to be in conflict witleey intuitive learning model, namely that
non-alternating segments will be posited as undeglipy virtue of lacking counterevidence.

In order to solve this problem, | follow McCarti3005) in his ideas about free ride learning.
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McCarthy mainly focuses on the Sanskrit vowel syséad how children acquiring Sanskrit
could deduce that surface [e:] and [0:] (long nagvels) were underlying diphthongs /ai/ and
/au/ respectively. As soon as the children acqgiB8anskrit realize that sequences of /a + i/
across morpheme boundaries change into surfacthg:will also change the underlying
form of surface [e:] in tautomorphemic environments underlying /ai/, i.e. they are taking
a free ride. The same mechanism can be appliedtodgjian retroflexes, where the learner
uses alternating forms to figure out what the ulyttey form of retroflexes really are. Thus,
surface { d n ] is underlying clusters of /rt/, /rd/, /rn/ or /respectively. One consequence of
this move is that the segmghtvhich has usually been assumed to have an indepéestatus
because it contrasts with /s/, is representedsasi/the underlying form. This would mean
that earlier assumptions about the underlying fofrmonomorphemic words containing this

sound have to be revised:

(2-31) a. ski /rsi/ Ji] — ski
b. skinke /rsinke/ [igka] — ham

Another argument for assuming that all retrofleaesclusters underlyingly is related
to the distribution of the vowels /e/ and /ae/. Rdoam 2.1.1 that /ae/ is considered to be a
marginal phoneme (if a phoneme at all) becausatiems as an allophone of /e/ in most
cases. Underlying /e/ generally surfaces as [d&bmt of /r/ and ¢/ in tautosyllabic
environments. The same phenomenon (e-lowerind¥dsfaund in cases where a syllable,
headed by the vowel /e/, is closed by non-rhotioflex segments. These segments would be
treated as underlying in Kristoffersen’s approdah they are non-alternating) and this is
where his analysis faces a few problems. He asstimethe trigger for this kind of e-

lowering is a following tautosyllabic rhotic (r @r.

(2-32) a. person [p&fu:n] *[pe’fu:n] — person
b. vern [vaai] *[ve:n] — shelter
C. vert [vagd *[veft] — host

(2-33)  kvele *['kveejs] ['kveis] — strangle

For all the examples (2-32a-c) Kristoffersen assithat the retroflex is underlying because
it never alternates with an unassimilated clustence, there is no reason for assume that the

retroflex is not underlying. This is, however, iondlict with his earlier assumption that the
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trigger for e-lowering is a rhotic. In (2-32a-ckte is, according to Kristoffersen, no
underlying rhotic and hence no reason for e-lowgettapply. Yet e-lowering is obligatory in
these cases and this needs an explanation. Onielpagdution could be to assume that
apical segments in general (rhotaosd retroflexes) trigger e-lowering; this would accotor
the e-lowering as discussed in 2.1.1 as well &&6g<¢) above. Unfortunately this also turns
out to be problematic because there is one apegghent that does not cause e-lowering and
this can be seen in (2-33) whelffails to lower /e> Thus, we end up with the seti{t d n,

J} as segments that trigger e-lowering withas an exception and Kristoffersen would have to
offer an explanation for that.

A better solution in my view would be if all insi@es of retroflexes (excludin{), derived

and non-derived, were taken to be clusters undlly;j i.e. the underlying representation
contains a rhotic. E-lowering would then follow gunaturally as the appropriate
phonological configuration is present. In turns thén that the data in (2-32) and (2-33) are
not exceptional but rather forms a sub-case ofaeiimg in general. The only exceptional
feature about it is that the trigger is not visible

2.7 Summary

In this chapter | discussed the historical oridithe retroflexes and their articulatory and
phonetic properties. Retroflexes arise from comiina of rhotic + coronal consonants and
the result is a consonant with the same placetiudation as the coronal. However, there is a
difference in articulation: plain coronal consorsaate articulated with the tongue blade while
retroflexes are articulated with the tip of thegoa. This articulatory difference is reflected in
their defining phonological characteristics: plaoronals are [laminal] while retroflexes are
[apical], a feature they have inherited from rh&ti€he articulatory difference also results in
an acoustic difference: speech sounds producedthathip of the tongue have a lowered
value for the third formant, F3, in spectrogramisirther discussed the various phonological
contexts in which you find retroflexion and its poalic range. Finally, | tried to determine the
phonological status of retroflexes. Are they unglag or not? | concluded that the set

{t d nJ} is derived from underlying clusters of /rt/, /rdn/ and /rs/ whereag is the only

retroflex which is retroflex underlyingly too, sityecause Norwegian (most varieties to my

15 Note that a lowered pronunciation is possiblend anly if the lateral is realized ag &nd not as|]. Given
this condition e-lowering in this particular casens out to be quite regular.
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knowledge) lacks a laminal counterpart. This besiagl | finish this chapter and go on to

introduce Optimality Theory.
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3 Optimality Theory

Optimality Theory (OT) has its origin in the Gen@ra grammar which holds that it is an
impossible task for a child to learn a given largrianless there is some innate capacity in
the child‘s brain especially dedicated to deal Vatlguage. There are some points, however,
where OT deviates from the assumptions of tradiigenerative phonology. OT is a theory
of grammar and has been the dominant frameworkamglogical research since it was
proposed in the early 1990s by Prince and Smole(i8g3). Even though it is mostly used
in phonology, there are extensions of it to otheguistic disciplines such as syntax
(Grimshaw 1997). This chapter is organised asVld start with a presentation of
traditional generative grammar and phonology (Fljther | continue with a general outline
of the architecture of OT with special focus on pleents where OT deviates from the
traditional generative view (3.2). | also discuss important notions in phonological
research, namelgonspiracyandopacity(3.3), of which the latter has posed major chajen
to OT. Finally, | give a summary of this chapter{3

3.1 Generative grammar

3.1.1 Basic assumptions
The emergence of generative grammar is connectagaoadigm shift in psychology from

behaviourism, a strongly positivistic discipline,a& paradigm that incorporated biology. The
behaviourist claim was that all human behaviowluding language, was seen as a result of
pure learning. Children growing up in a given stcigould just imitate their parents in what
they did, almost like parrots. Consequently, cleifds brains were blank slates that could be
filled with anything. One problem with this apprbao human psychology and behaviour is
that it does not allow for changes to happen. itdedn can only produce linguistic structures
and utterances they have heard before, therepgage for linguistic innovation at all.
However, languages change and this calls for alaeapon. In linguistics, the dominating
framework before the introduction of generativengnaar was Structuralism, a framework
that focused on language as a system outside hy@alamsst like an organism with its own
will and end. Changes in language were seen asddrg language itself in order to stabilize

and regain symmetry.

a7



Behavourism lost ground to another paradigm wigigychology that took the
explanatory burden away from learning and put ittenhuman mental capacity instead.
Chomsky (1957) argued that not everything couldieto learning: some linguistic
structures were too infrequent in the input foldriein to acquire them, yet they succeeded in
doing so. Another major argument in favour for Wiesw is the distinction betwedearning
andacquisition The basic idea was that language acquisitiontishe same thing as learning
to read or riding a bicycle. Acquisition is seeragsrocess which is unconscious or even
involuntary. Learning on the other hand requiresascious effort. Chomsky’s claim was
that humans were born with an innate mental capfmittanguage which enabled them to
acquire language with such ease, that even thstiarguistic structures were learnable. This
innate linguistic knowledge was labelled UniveiGahmmar (UG), a grammar that did not
contain language specific information, such as egseems and conjugation of verbs, but
rather information about possible linguistic stiwes in language. This is also reflected in the
goal of Generativism: to find the grammar that \geherate all the grammatical sentences in
a given languages while the ungrammatical sentesreesnpossible to generate. When UG
took over the explanatory role in linguistics, #tady of language changed from focusing on
language as independent systems outside humaosusirig on language as an innate mental
capacity. Generativism also introduced a diffeparspective on language change. Instead of
focusing on language change as initiated by langitaglf in order to stabilize or regain
symmetry, language change was seen as initiatetlitwyen, i.e. ‘imperfect’ acquisition.
Basically, children reanalyze utterances that aiceurally ambiguous.

The view on language change has been refinecbasame known that social factors
also play a role. The UG hypothesis on the othadhs highly controversial and we can
roughly distinguish two versions of it, one weaklame strong. The weak version claims that
there are innate cognitive capacitie in the hunrambwhich facilitates language acquisition.
In other words we can understand UG as a genemgliéege acquiring ability: this has been
accepted by most linguists. The strong versiomefUG hypothesis claims that there are
sides of these innate capacities which are spdoifinguage. In this view, UG determines
and prespecifies language structure to a greatenexhe UG hypothesis has been criticized
for several reasons. The original claim was thatetwas a distinct language faculty in the
brain dedicated to deal with language, but it islla separate a linguistic faculty from the
rest of the brain because the acquisition of laggua so dependent on the rest of our
cognitive system. Furthermore, the scientific-pbdphical foundation of UG as a working

hypothesis is not very strong because it has toadilly been formulated in a way that it is
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not easily refutable by observation. Early geneeagjrammar had very few exact
formulations of what is in UG and for this reasbisinot easily tested, i.e. it is very hard to
find counterevidence. This problem has been pbrigalved with the introduction of
Minimalism in syntax (Chomsky 1995) and OT in phlmgy (Prince and Smolensky 1993)
because these two frameworks make specific clabnatdJG and expected variation in

grammar.

3.1.2 Generative phonology
Ever since the publishing @he sound pattern of Englig€homsky and Halle 1968) the

most common way to do phonology in pre-OT days wareus types of rule-based models.
The basic idea was that each morpheme in a landuajevo different forms: a surface form
and an underlying form. The underlying form was if#d the grammar and went through
various stages where it was subject to phonologidat. These rules could change the
underlying form so that the surface form was déférthan the underlying form. Thus,
traditional generative phonology was transformadlon nature. According to generative
phonology, the number of phonological rules wasiaesl to be finite and the rules
themselves were part of UG and thus innate. Thenglegical) grammar of a given language
was then defined by the ordering of these ruldigating their application with respect to
each other in a given serial derivation. One migbh wonder what determines the ordering
of the rules: are there any properties of the rotaserned (rule form or function) which
determine or predict the ordering of the rulessauie ordering entirely arbitrary? If rule
ordering can be predicted by rule-internal progsrtve call iintrinsic rule ordering.
Extrinsicrule ordering on other hand is when the rule oocdemot be predicted but is rather
imposed by language-particular grammars. The isfu#rinsic rule ordering occupied many
phonologists and may be interpreted as a searahdog exact formulations of what UG is.
The number of rules was assumed to be finite andersal for all languages, but the rule-
order was language-specific. If parts of the rel@uence could be predicted by rule-internal
properties, the result would be a theory of gramtinar was more constrained.

The search for universal principles governingdtaer in which rules apply resulted
in a categorization of rule interactions. The badea was that some rule orders were more
natural than others and that this would be reftbotdanguage change. Given that some rule
orders are more natural than others, it follows$ thkes should tend to reorder into more
natural ones. Four types of rule orders were djsishedfeeding, counterfeeding, bleeding
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and counterbleeding-eeding ordetis when a given rule P creates the environmewntich
another rule Q can apply and P precedes Q. Wehsaytfeeds QCounterfeeding ordeon

the other hand is when rule P creates the envirabhmaevhich rule Q applies but Q precedes
P. We say that P counterfeeds Q. Counterfeedindtsaa what we can call underapplication
because it looks like a given rule did not applgrethough the phonological requirements are
met.Bleeding ordeiis when rule P removes the environment in whicipQlies and P
precedes Q. We say that P bleed€Qunterbleeding ordeis when P removes the
environment in which Q applies and Q precedes Psayehat P counterbleeds Q.
Counterbleeding order also results in what we @lnowerapplication because it looks like a

given rule did apply even though the phonologiegluirements are not met.

3.2 The architecture of OT

3.2.1 Why OT?
OT was proposed by Prince and Smolensky (1993ygm@sented radically new ideas in

phonological research. The most common way of dphmnology in pre-OT days was
various versions of rule-based phonology whereitewules aimed to encode phonological

generalizations in the following standard format:

(3-1)A->B/ C__D

The rule consists of the structural change ondfieside and the structural description on the
right side. It scans linguistic items for sequenaeSAD and performs the change specified
in the rule, namely changing A to B. However, asé¢& and Smolensky (2004:5) point out, if
this is the correct format we need a theory whiefings the class of possible targets
(Structural Descriptions) and another theory whilefines the class of possible operations
(Structural Changes). Otherwise phonological thealybe unconstrained and too general.
This is indeed the problem. These theories haveggrto be fruitless and uninformative. One
of the major objections against rule-based theasi¢isat rules are both too strong and too
weak. They are too strong in the sense that threraainternal restrictions on possible
operations or possible targets. Anything goes.at ¢he same time they are too weak in the
sense that they cannot “see” phonological genexadias. This is because rules focus on the

operations themselves and are thus blind to theom# (the surface forms) and any
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phonological generalization that is visible at tleisel. One possible conclusion to draw form
this is that phonology is “empty”. If phonologyrisduced to and consists of rules only
because we cannot say anything about possibletapes@r targets, then we cannot say that
phonology has any “real” content. It is simply daadeompression technique. The other
possible conclusion is that rules are not the Wagtto capture phonological generalizations
and that we should seek explanations elsewhere.

OT follows the latter conclusion. Instead of viagisurface forms in a language as the
result of a derivation where rules apply succe$giv@T views surface forms as the result of
tugs of war between competing constraints. Thechdsa is that for every lexical item, an
infinite number of candidates are generated toesasvpossible surface forms or outputs. The
actual output is the one that incurs the leasbasiviolations of a set of constraints. It is the
optimal candidate, hence Optimality Theory. Thestints themselves are arranged in
hierarchies reflecting their importance in the laage. Constraints in OT are violable but
only if it is to satisfy higher-ranked constraint$is means that the optimal candidate may
have a large number of violations of constraintbag as it respects the most important
constraints better than its competitors. In thigvthe constraint hierarchy functions as a
filter which is so fine-grained that it only leta@single item pass through. Furthermore, the
set of constraints is assumed to be universal aefidatl as a part of UG, but constraint
hierarchies are language-specific. Given this, lagg variation and language change is

reduced to a trivial question of priority.

3.2.2 Constraints
Universality is a notion that has played a rolalirkinds of science because it enables us to

predict, but the concept may be interpreted ired#iit ways. Rules in pre-OT days were seen
as universal only if they applied without exceptinrevery language. With this kind of
interpretation of universality, the search for wrsals in language led to a lot of abstractness
in linguistics representations and rule interadi@i®ager 1999:2). When some principle that
was assumed to be universal was violated in arubfdpm, a typical way to solve it was by
setting up intermediate levels of representatiornelit was satisfied. Thus, universality

could be retained given that principles were allduwebe active on some levels of
representation and inert on others. Constrain®Tirare universal, but unlike their
counterpart in SPE-type phonology (rules) they dbapply universally and without

exception but are violable. This interpretatioruniversality is not absolute, but more relative
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and it is also known under the temarkednesdVarkedness refers to the fact that some
linguistic structures are rarer than oth&$he basic idea is that every linguistic structuas
two values, one marked and one unmarked. Unmatkectsres are cross-linguistically
preferred while marked structures are avoided. Rlddtructures are thus less frequent than
unmarked structures. Whether something is (un)nakikaot specified arbitrarily but is
reflected by the perceptual and articulatory proeerof the linguistic structure in question.
This relative version of universality has been dddpn OT and can be found in the way
constraints are formulated in OT. OT constraintsiean two flavoursmarkedness
constraints anéhithfulnessconstraints’ Markedness constraints are formulated negatively,
meaning that they prohibit some kind of markedditite. Note that the effect of a
markedness constraint is only visible if it is radlsufficiently high in the hierarchy. Looking
at cross-linguistic syllable structures, reveads #il languages allow CV syllables while not
all languages allow CCCVCC syllables. Consequentiyplex onsets and codas are
interpreted as marked and are thus generally ptedibr avoided. Another important point is
that markedness constraints do not evaluate imgootd, but output forms only because this is
where marked structures surfaaithfulnessconstraints on the other hand prohibit any kind
change from input to output. This means that tlek both ways in the input-output relation
and evaluate how well every output candidate doé&geéping identity between input and
output. It follows from this that every candidagean input-output pair. If we compare the
properties of rewrite rules, the Structural Chaage the Structural Description are preserved
in OT. The Structural Description is reflected iankedness constraints, which specify the
linguistic structure to be avoided. The Structutadnge is also found in OT but its
correspondent is hidden. If a markedness constsamanked high enough to stop a marked
structure from appearing on the surface form, trenge will depend on what is allowed,
given the ranking of the other constraints.

As markedness constraints militate against ang &irstructure and faithfulness
militates against any deletion of structure, iblvious that these two types of constraint are
in conflict. The outcome of this conflict is depemd of the constraint ranking. An output
candidate with structure will have violations o¥eml markedness constraints while output

candidates which alter the input in any way wiNé@aiolations of at least one faithfulness

18 Markedness is not an entirely unproblematic conbepause it is not easy to define (Rice 2007).
7 Other types of constraints have been proposedtkititerature such as Alignment constraints (MckBagnd
Prince 1993) and Dispersion constraints (Flemm#@@g).
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constraint. The optimal candidate is the one thatrs the least serious violations of the

ranked set of constraints.

3.2.3 OT architecture
In an OT grammar, we can distinguish three compisnen

- Lexicon is defined as the underlying representations»a€é items, which form the
input to Gen.

- Genis defined as the generator which, for any givgrut, produces an infinite array
of possible output candidates.

- EvaL is the defined as the evaluator which, given tred@ate set created byiGis
responsible for evaluating every output candidatéfar choosing the most optimal or
harmonic one according to a given constraint hadmar

The different components have a few important prigsethat need to be discussed. The
Lexicon is characterized by a principle referred tdrashness of the Bas€his principle

states that no constraints hold at the level ottigerlying form. In practice, this means that
there are no restrictions on possible inputs. Tdmstraint hierarchy alone is assumed to be
sufficiently strong to wipe out any “alien” linguis element from every surface form in a
given language, i.e. all possible inputs will résniigrammatical outputs. Contrast in language
is thus the result of constraint interaction antithe result of input specificationsesis
characterized by a similar principle referred td-esedom of AnalysisThis principle states

that any amount of structure may be posited, giGagfree reins to generate any possible
output candidate, only limited by the repertoirdiat linguistic items. In this respect,s&is
very powerful, being able to add, delete and regeaOne effect of this principle is that
rewrite rules such as (3-1) which were respondgdoienapping input to output, are no longer
needed. As & “accidentally” provides the candidate which happtmbe the optimal one,

all structural changes will be performed in ongste parallel. Consequently, there is only
one step from input to output so reference to megtiate levels and gradual changes become
superfluous. It is in fact theoretically impossildéven these assumptions. This is related to
one of the major characteristic ofdc. All candidates are evaluatedparallel so the

mapping from input to output is done in one swoldpe evaluation of the candidates is based
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on the constraint hierarchy, which is language-#igetf a constraintC; is ranked above

another constrair@,, C; dominate<C, .Ranking of constraints in the hierarchyransitive

Transitivity: If C; dominates €and G dominates g; then G dominates &

Furthermore, dominance relations between conssraim strict, which means that violation
of higher-ranked constraints cannot be compendgatday satisfaction of lower-ranked
constraints.

The OT mechanism can be schematized as follows:

(3-2) OT grammar(taken from Kager 1999:8)
C1 >> G >> C,

Candidate a—> B —>

Candidate b—>

Input Candidate c—> -
Candidate d—*> > — —  Output
Candidate .7 " -

A given input is fed into the grammar anénGs responsible for creating an infinite number
of possible output candidates. These candidatesvaiteated by &L for the highest ranked
constraint G. Any candidate violating this constraint will nwé interesting for further
consideration. The evaluation will continue with&d more candidates will be eliminated
until the process reaches a point at which onlyartput candidate survives. The constraint
hierarchy is a filtering mechanism which lets oahge linguistic item pass through, the
optimal one.

OT grammars are illustrated by using tableaux Wicmntains information about the
underlying form, output candidates (usually the nli&sly ones) and constraint ranking:

(3-3) OT tableau

C1l C2 C3
Candidate a *|
< Candidate b *
Candidate c *| *

In the tableau in (3-3) the input occupies thel&fpcorner (which is empty now) and the

output candidates are found below. As for the gairgtranking, domination is expressed
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separating the constraints with lines. Dotted li@egress that no dominance relation can be
established. You read from left to right, whiclthims case means that @hd C2 dominate

C3. There is no internal ranking between C1 andliG2candidate violates a constraint it is
shown by using an asterisk *". A fatal violatiandering all other violation marks irrelevant
(i.e. the candidate is no longer considered a goput candidate), is marked with ‘I” as well
as shading the remaining squares. Candidate hte$o(z3 but because C1 and C2 are higher
ranked and both competitors of candidate b viadake of these constraints, candidate b still

wins. Hence, candidate b is marked with the symiol

There are several differences between OT and evwiés:

- Rewrite rules apply without exception while OT cwwasts are violable. This opens
up for a much more flexible theory as apparent pttaes may be dealt with in non-
exceptional ways.

- Rewrite rules are unconstrained, meaning that taeydescribe anything, i.e. they
can even describe phonological processes that tdexigt. OT on the other hand, as it
is grounded on typological factors, i.e. markednesskes predictions about expected
grammatical variation and thus also about non-ebggegrammatical structures.

- Rewrite rules also have a variant of constraintsfiese constraints are statements of
language-particular phonotactic truth. These cangs basically say which
phonotactic structures are ill-formed: they arerfolated on an ad hoc-basis and have
no independent grounding. OT constraints are grediial typology.

- Another difference is related to how change fropuirto output is formulated. In
rewrite rules the structural description and tmedtiral change are narrowly and
parochially pre-specified. OT on the other handnspép for a more general
description of the structural change, which of seunas to be grounded in typology.
The structural change, however, is not specifiethénsame way. The function ot®G
Is to provide output candidates and the strucithiahge will be instantiated by at
least one of the candidates. Thus, the structhiige is by no means given but is
dependent on the current ranking of the constraietsavoiding an unwanted
structure is attainable in various ways, even withie same language. This is called
conspiracy a point to which | return in 3.3.

- OT is surface-oriented. While rewrite rules themssglare formulations of
phonological generalizations, OT looks for phonaaggeneralizations in output

forms. In this respect rewrite rules look like mdescriptions of phonological
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processes because they answer the question “wppéhs?”. OT on the other hand
takes a step deeper down and discovers the hidaks behind all the processes.
Instead of focusing on details of phonological @egrOT focuses on what drives
phonological change. Thus, phonological generatimatare not found in the rules
themselves, but are rather reflected in the outputs.

- As rewrite rules apply successively, the outputraé rule functions as the input of
the next. Consequently rewrite rules predict thate are intermediate levels of
representation not visible in the underlying formrothe surface form which arise
naturally as a result of rule interaction. Thisadledopacity, a point to which | return
in 4.3. OT on the other handg@will provide the optimal candidate without
reference to intermediate levels. In fact, interiatdlevels are impossible in OT
because OT constraints refer to output alone (nda®s constraints) or the input and
output in combination (faithfulness constraintsgcArding to OT then, opacity does

not exist.

3.3 Conspiracy and opacity

Conspiracy and opacity are two central terms imphaygical theory because the success of
any theory will be measured by how well these therppmena are accounted for. OT has
enjoyed a great success with how well conspiracyadelled, showing how it arises naturally
from constraint ranking. In rewrite rules, conspyr&as to be stipulated. Opacity on the other
is unproblematic for rewrite rules because it &@g a natural consequence of rule
interaction. For OT it is more problematic becatigeesupposes more than two levels of

representation and as discussed in 3.2.3 it isvesdto be impossible.

3.3.1 Conspiracy
As mentioned earlier, rewrite rules pre-specifystractural description and the structural

change in the standard rule format as in (3-1)they are linked directly to each another. In
OT the structural description is formulated as ak®@ness constraint whereas the structural
change is not directly linked to it, but is to le&id in the candidate space defined ley.G

The actual output is dependent on the constramniimg in each language but the point is that
there are different repair strategies of illiciustures available. Even within the same
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language, you can find different repair strategiedlicit structures in action. This is called
conspiracy.

One case of conspiracy is discussed by Pater (1888)is found in a language called
OshiKwanyama. In OshiKwanyama sequences of nasabo@ants + voiceless obstruents

(NC) are avoided. This is interpreted as a markedo@sstraint:

*NC — no nasal/voiceless obstruent sequences.

This constraint is highly ranked in OshiKwanyamadese the language has no sequences of

NC, even in cases where the input contains a vog@struent (which can be seen in

loanwords):
(3-4) [sitamba] - ‘'stamp’
[pelenda] - ‘print’
[oinga]- ‘ink’

As we can see from the data in (3-4) Gvoided by voicing the obstruent and it happens
root-internally. The input, however, contains acebess obstruent so there has been a change
with respect to voicing of the obstruent from inpubutput so faithfulness has been
violated!® The constraint that is violated is of thenT family (McCarthy and Prince 1999)
and we can further specify it ashT(voice) — do not change input value for voicing.tAsre
are no NCsequences in surface forms in OshiKkwanyama weagacolude that the constraint
*NC dominatesdenT(voice).

Prefixing in the same language will sometimesltasNC sequences, but they are

dealt with in another way:

(3-5) /e:N+pati/ [e:mati] —‘ribs’
/oN+pote/ [omote] — ‘good-for-nothing’
/oN+tana/ [onana] —‘calf’

Instead of devoicing the obstruent, we get a naghlthe place of articulation of the
obstruent (nasal substitution). The forbidden stmecNCis avoided but at the cost of

18 There are more changes in these data such amgplit consonant clusters and vowel epenthesis but
abstract away from these.
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violating faithfulness. In this particular casedarity (McCarthy and Prince 1999) is violated
because the linear order of the segments has cthaWdey does this not happen in the data in
(3-4)? Pater distinguishes between a genekahky constraint and one that is specified for
root contexts, IneariTy (root). As nasal substitution does not take plac®ot contexts,
LineariTy (root) must be undominated. Furthermore, we knat NC sequences are absent

from surface forms so the generaldarity constraint is dominated by *NC

(3-6) : : : :
/sitampa/ Lin(root) *NC, Ident(voice) Lin

a. sitampa *1
b. sitama * o
@ C. sitamba *

/oN+pote/
Fa. omote *
b. ompote *1
c. ombote *1

As we can see from the tableau in (3-6) the tofaliyful candidate a) with /sitampa/ as the
input fails because the forbidden sequenceshiaces in it. Candidate b) tries to avoid NC
by fusion of the nasal and the obstruent, but bgmy the penalty because of a fatal violation
of LineariTy (root) ! Candidate c) changes the input voice featureiststill the optimal
candidate because it satisfies the higher-rankestnts better than its competitors. In the
second part of the tableau there is yet anothatidate that tries the N@ith no luck:
candidate b) violates *N@tally. Candidate c) tries the strategy which keowell in root-
internal contexts, namely voicing the obstruenisould work very well but the actual
output, candidate a), uses nasal substitutionadstehis gives us the evidence for the final
ranking, bent(voice) >> LineariTy. If it were the other way around, candidate c) iddae the
optimal candidate and there would be no surfaderéifice between derived and non-derived
sequences of NGf this were to be modelled with rewrite rules weuld need two different
rules to capture it. These two rules would apptejpendently of each other even though they
serve the same basic goal, namely avoiding seqa@id¢C In this respect, rules are “blind”
and cannot see the forest through the trees.

Another related aspect has to do with the diffeegmetweenlynamicphonology and
staticphonology. Dynamic phonology includes all struatwhanges while static phonology
includes the structural conditions which hold fiidexical items. Processes in the dynamic

¥ have assumed that a violation oREARITY (root) also results in a violation of the generalHaARITY
constraint
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part tend to create patterns that reflect geneeifiormedness conditions and this similarity
IS not recognized by rewrite rules. It is merelgidental and any connection between the two
has to be stipulated. In OT, dynamic and statimplagy are unified to a larger extent and

are modelled in the same system.

3.3.2 Opacity

3.3.2.1General opacity
Opacity refers to the phenomenon that output faresshaped by generalizations that are not

surface-true. The effects of opaque generalizatoasidden or obscured by other surface-
true generalizations and they become visible bYimepeff the effects of these. There are two
different types of opacityCounterfeeding opacitsefers to so-called underapplication of a
phonological generalization whereasunterbleeding opacitsefers to so-called
overapplication. Both of these are characterizeghmnological configurations that “should
not” be there. Overapplication can be exemplifigdbrkish (Kager 1999:373). In Turkish a
consonant cluster at the end of a word is brokebyuypowel epenthesis. The quality of the

vowel is dependent on harmony with the stem voaetsneed not concern us here:
(3-7) Vowel epenthesis
/baf-m/ ba.fim - ‘my head’
/iel-m/ je.im - ‘my wind’
There is also another process which deletes k inbenvocalic position:
(3-8) Velar deletion
lajak-1/ a.ja.i - ‘his foot’
linek-I/ i.ne.i - ‘his cow’
These two rules interact in an opaque way:
(3-9) Interaction

lajak-m/  a.ja.im- ‘my foot

/inek-m/  i.ne.im - ‘my cow’
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In the interactions in (3-9) an epenthetic vowefates without a present trigger (a complex
coda). Thus we have an overapplication becausepéethetic vowel is not “supposed” to be
there. Note however that velar deletion appliesdparently as the triggering environment is
present in the surface form. Opacity of this kiaaréry easy to model using rewrite rules, we
only have to make sure that the rules apply irctiveect order. An order where velar deletion

counterbleeds vowel epenthesis will do the trick:

(3-10) Input kjak-m/ linek-m/
Epenthesis ajakim inekim
k-deletion ajaim ineim

Output k.ja.im] [i.ne.im]

As rewrite rules allow for the output of one rubelte the input of the next, opacity is in fact
predicted (and expected) to be possible. Countdirigeopacity can be exemplified by
Isthmus Nahuat (Kager 1999:374). In Isthmus Nabuoatressed word final vowels are

(optionally) deleted, i.e. apocope. A second phogickl process devoices approximants at

the end of words:

(3-11) Apocope

tami ~ tam
(3-12) Devoicing
tajo:

(3-13) Interaction
Jikakili~ fikakil

In this case it seems that devoicing fails to app)§kakil but a rule order where apocope
counterfeeds devoicing will do the trick. Crucial§pocope creates the environment in which
devoicing appliesafterit has already applied. It should be clear th@oye cases are not
exceptional but become transparent as soon asaxaigeeled off a phonological layer.

So how does OT do with opacity? As mentioned, Ofstraints refer to two levels of
representations only. Markedness constraints ordiuate outputs whereas faithfulness
constraints evaluate outputs with respect to tpatinrhis makes it impossible for OT to
capture opaque generalizations simply becauseréfieyto a level of representations located

between input and output. What happens if we try?

60



If we start with Turkish we have the following corasnts at work:

*CompLEx — SYllable margins should not be complex (Kagé&9197).
*VKV — no Kk in intervocalic position (Kager 1999:@)(

Max-10 — do not delete segmefft§Prince and Smolensky 1993).
Der-10 — do not insert segmehtgPrince and Smolensky 1993).

And we have the following ranking arguments:

(3-14) lajak-m/ | *Complex *VkV Max Dep
a. a.jakm *1
b. aja.kim *l *
C. aja.im * *l
® d. a.jam *

k-deletion gives us *VKV >> Mx-10.

Vowel epenthesis gives us &GrLex, Max-10 >> Dep-10

In the tableau in (3-14) the actual optimal cantlida candidate c) but the current constraint

ranking picks out candidate d) as the most harmamé If we wanted candidate c) to be the

candidate the gets picked out byaEwe need a constraint ranking whernerllO dominates

Max-10, but then we would have problems explaining gbepenthesis. No matter what we

do, we seem to end up with contradictions.

The same happens if we try to model counterfeedpagity. In Isthmus Nahuat the

following constraint are at play:

Max-10 — do not delete segments.

*V oicenCopa — codas should not be voiced (who, where, when?).

FinaL-C — stems should end in consonants (Kager 1999:377

IbenT-1O(Voice) — input value for voicing is identical output (McCarthy and Prince
1999).

20 Max-10 is a reformulation of the constrain®sE (McCarthy and Prince 1999).
2L DERIO is a reformulation of the constraintE (McCarthy and Prince 1999).
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Based on what we know from Isthmus Nahuat we haeddilowing ranking arguments:
- Apocope gives usikaL-C >> Max-10O.
- Devoicing gives us *\¥icenCopa >> Ipent-IO(voice).
- Max-10 and *VoicepCopa are not ranked with respect to each other beaaiube

evidence from (3-12).

(3-15)
[fikakili/ Final-C Max *VoicedCoda | Ident(voice)
a. fikakil * *|
b. fikakili *|
® c. fikakil * *

In the tableau in (3-15) the actual optimal cantlida candidate a) but the current ranking
picks out candidate c) as the most harmonic onge lfivanted candidate c) to win we would
need a constraint ranking wherediwepCopa dominates Mx-10, but that would create a
situation where final consonants get deleted instéalevoiced. It seems to be the case that
OT cannot handle opacity at all.

3.3.2.20paque retroflexion
One pattern of retroflexion discussed in chaptemr@s out to be opaque with respect to this.

Retroflexion of neuter —t seemed to apply acrosscwonal segments. Thus, we had

alternations as the following:

(3-16)  a. sterk~sterkt [steerk]~[stpe — strong
b. skarp~skarpt [skp]~[skat] —sharp
c. varm~varmt [arm]~[vant] —warm

This pattern is problematic because the rhotictaadargets are not adjacent in the input. In
order for them to be adjacent we need to deletadinecoronal (or change place of
articulation in the c) example) so it is a two-spepcess, i.e. reference to an intermediate
level is necessary. Modelling this with rewriteeslis easy: we just have to order the rule
which deletes (or change place of articulationpbethe retroflexion rule. In OT it is more
problematic because of the impossibility of havimgrmediate levels. Retroflexion applies

on a level where the non-coronal is deleted argliéiviel is between input and output.
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3.3.3 Does opacity exist?
Opacity has a number of characteristics that haagenphonologists suggest that there is no

such thing as opacity. First of all, in rule-basiegories opacity is a natural consequence of
rule interaction so we should expect it to be comot it is not. Second, it has been
observed that many of the opaque alternations faufahguage turn out to be unproductive.
Mielke et al (2003) criticizes the effort of ling$ to regularize everything in language such
that even unproductive and clearly dead patternerbe subjects of phonological
investigation. Their claim is that opacity is indeeflecting dead linguistic structures which
still exist as historical relics by pure accidefius, any attempt in understanding these
patterns via synchronic grammars is doomed to Taiéy show how apparent allophonic
opacity (pp. 127-134) can be reanalyzed in a nagoe under the assumption that the
allophones are not allophones at all but distiect®ther attempts to analyze the same
problem, like Comparative Markedness (McCarthy 208B&tinguishes between “old” and
“new” sequences of marked structures. “Old” in $esse refers to words that already existed
in the language and conformed to the expected pbgyavhile “new” refers to words that
have entered the language at a later stage (pp$silidorrowing). With two versions of the
same structure, an old and a new one, there wilvbedifferent markedness constraints that
correspond to these. Crucially, they are rankef@dintly in the constraint hierarchy so that
any effect will be visible only for one of them. i§hmodels why some structures fail to
undergo an expected process. There are two probigimshis approach, one of which
Mielke et al. mention. When Richness of the Bases&imed, Comparative Markedness fails
to generate the correct patterns because the mala heavily on determinate inputs. As
discussed earlier in 3.2.3, Richness of the Bat#lghat the input is rather indeterminate.
The second problem is related to the division efléxicon in an old part and a new patrt.
Speakers generally do not have any knowledge dhewtiachronic history of their language.
Thus, they cannot tell which lexical items are raawd which are old.

Mielke et al. also gives a diachronic explanafmmopacity. The order in which
rewrite rules are assumed to apply, reflects tderan which historical sound changes have
occurred. Opacity arises when the effects of oleate obscured by the effects of another
rule. In Latin, intervocalic *[s] underwent a serief changes *[s] > *[z] > [r] resulting in
alternations such dsrss/honor-isthonor’, andnefis/nefirius ‘impious’. Latin also had
geminate *[ss] but the rhotic change had no efbecthis. A later change degeminized *[ss]
creating words likeivisusandcausawhich meant that the mapping from underlyingds/ t

surface [r] in intervocalic position was no longerface-true. The generalization was
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completely crushed when Latin borrowed words swiosta‘rose’, which suggests that the
change s> r/V__V stopped being synchronically active. Sensd2003) also claims that
opacity is not active in the synchronic grammar tastls this with respect to Polish vowel
alternations that are regarded as opaque. If gpaeite synchronically active, the answers of
subjects would (at least to some extent) reflastuthen tested. Sanders’ test results were
negative (Sanders 2003:54). In every case sulgbotse the transparent option.

If opacity is not synchronically productive andishnot part of any grammar, then
there is no need to use a lot of energy on specglah how do model this in formal
grammars. What then about our cases with retrafpacity? Are they really opaque? It might
be the case that the process in the data in (&16)leed unproductive and that subjects
would choose adjectival neuter forms which aregpanent if tested with nonce words.
Nevertheless, a grammar has created the pattedrihidmeeds an explanation. Recall from
the discussion in 2.5.2 that there were words wiittilar syllable structures where attaching
the neuter suffix —t did not cause the intervemng-coronal to be deleted so that retroflexion
became possible. Words likarsk‘rancid’ andmorsk‘fierce’ have probably been in the
language for a long time so they should be consdi&sld” and hence subject to the same
kind of process as those in (3-16). The procesfinmgt be active anymore, but it would still

be interesting to find out whyarskandmorskare not affected

3.3.4 OT approaches to opacity
Opacity has been brought to the forefront of phogiglal theory by OT because it is so

difficult to formalize and model in a theory whidibes not allow intermediate
representations. OT’s success as a theory of gramithgartly be measured by how well it
explains and predicts opacity. There have beerraeagempts to explain opacity within the
OT framework using various techniques but nondefrt have proved to be satisfactory as
they always involve some kind of theoretical tradie-One of them has already been
mentioned, namely Comparative Markedness (McC&@®a). In Comparative Markedness
opacity is derived by having two flavours of a givearkedness constraints, each of which
evaluates old or new words in the lexicon. Othtmapts to formalize opacity in OT are:

- Local conjunction (Smolensky 1993), a theory whatlows constraints to team up

against a higher-ranked constraint.
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- Sympathy Theory (McCarthy 1998), a theory wherectparises as an effect of
faithfulness (sympathy) between the optimal candidad a loser candidate.

- Stratal OT (Rubach 1997), an attempt to unify ttheaatages of rewrite rules with the
advantages of OT. A grammar in this view is seestiagal, where the output of one
stratum functions as the input of the next. Crigjdhe constraint ranking is allowed

to differ from one stratum to the next.

Each of these theories has been constructed tanvitbadpecific opacity effects, but none of
them seem to be able to handle opacity effectemeil. The scope of this paper is not to
find a theory for opacity in general, but | willea look at two approaches to opacity in OT
and see which one works best for retroflexion. fits¢ approach is OT-CC (McCarthy 2007),
one of the most recent approaches to opacity dtleeory which assumes that output
candidates do not consist of an output form alarteatso intermediate forms. Output
candidates ar€andidate Chainghence OT-CC). The second approach is Turbidigofi
(Goldrick 1998), a theory which allows output stures to contain turbid (or covert)
information. This literally means unpronounced stinve. | get back to an analysis of retroflex

opacity in chapter 6.

3.3.4.10T-CC
McCarthy (2007) introduces an OT based approadpéaaity which incorporates the notion

of gradualness in phonological theory. The baseid that output candidates do not consist
of one form solely, but is rather a chain of forf@gains in OT-CC can consist of one form or
more, depending on how many phonological improveamtrat is possible. Chains are
governed by three conditions. If a chain does ne¢trthese conditions, it is not a well-
formed chain. (i) The first member of a chain igly faithful to the input. (ii) The

successive members of the chain must accumuldezatites from the inpggradually. (iii)

The forms in a chain are locally optimal. This me#mat gradual changes in a chain are
governed by the constraint hierarchy of the languagus, for every form in the chain,
harmony is gradually improving. Candidate chainedmbination with a new type of
constraint, Rec constraints, make it possible for the grammairtgle out a candidate form
that is non-transparentrE constraints are constrains that favour certaiogaence relations

in the gradual changes in chains.
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McCarthy (2007:62-63) demonstrates how candidad&éne work with a hypothetical
constraint hierarchy:

(3-17) No-Copa >> Max >> Dep >> *VC,sV >> Ip(voice)

Given this constraint hierarchy there are a fevidvedndidate chains for the input /pap/:

(3-18)  <pap> Faithful parse.
<pap, pa> Improving because-Bopa outranks Mx.
<pap, pa.p> Improving becausedNCopa outranks [Br.
<pap, pa.p, pa.b> Improving because dNCopa outranks [2r and

*VC.osV outranks b(voice).
Examples of invalid chains are:
(3-19)  <pap, pab> No harmonic improvement.

<pap, pa.b> Not changing gradually.

<pap, pa.p, pa.l», pab> Fails to accumulate all changes.
As becomes clear from the data in (3-18) and (3-d®)didate chains are dependent on the
constraint ranking in the language. If we bringkotie Turkish opaque interaction from
earlier, | will show how it works. In Turkish we thiahe following constraint hierarchy:

(3-20)  *CowmpLEX, *VKV >> M ax >> Dep

With the input 4jak-m/ we have the following valid chains:

(3-21)  <ajakm> Faithul parse.
<ajakm, ajakim> Improving because *mpLex outranks [Rr.
<ajakm, ajam>2 Improving because *pLex outranks Mx.

<gjakm, ajakim, ajaim> Improving because *wprLex outranks [Br and
*VKV outranks Mx

22 The chain gjakm, ajak> is also valid but I ignore this chain here.
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Recall that with the inputijakm/, the actual output wasjfim] but as this candidate was
opaque, the transparent candidajarn] won instead. This is because the actual output
candidate had a violation ofeB(tableau repeated below):

(3-22) lajak-m/ *Complex *VKV Max Dep
a.a.jakm *1
b. aja.kim *| *
C.aja.im * *|
® d.a.jam *

The way OT-CC solves this is by introducingredconstraint. What we want is a constraint
which candidate d) violates and candidate c) sesisfnd by using arBc constraint which
governs the precedence relation between what MoZasils LUM,localized unfaithful
mapping LUMS are thus the gradual changes in a chairuifalsle RRec constraint for the
Turkish case above iRB(Der, Max) which penalizes candidate chains that do not have
Der violation before a Mx violation. If we look at the candidate chains3a21) we can see
that the chain efakm, aqjam> has a violation of ik because it deletes one input segment.
However, violating Mx beforeviolating Der results in a violation of ®2c(Dep, Max).
According to McCarthy, ad2c constraint, Rec(A, B), never dominates faithfulness
constraint B (McCarthy 2007:99-102). In our casedans that#2o(Der, Max) cannot

dominate Mx, it has to ranketetweerMax and Oxp:

(3-23) /ajak-m/ *Complex *VkV Max | Prec(Dep, Max) Dep
a.a.jakm *l
b. gja.kim *| *
@ C.qaja.im * *
d.a.jam * *l

In the tableau in (3-23) we get the right winnecdaese of Reo(Der, Max). The transparent
candidate, candidate c), fails to have LUMs inrdguired order and this results in a fatal
violation of RRec(Dep, Max). Candidate c) inserts a segment and violateldt is still the
optimal candidate becausee®Der, Max) >> Dep. This shows that OT-CC is able to handle

(counterbleeding) opacity.

67



3.3.4.2Turbidity Theory
Turbidity Theory (henceforth TT) was developed logldsick (1998) and represents the idea

that phonological representation may contain cofggrturbid) structure. In classical OT,

there is just one type of relation and that is leetwinput and output. In TT there are two

kinds of relation between phonological elemeptsjectionandpronunciation

(3-24) a. xty X projects y.
b. ylx y is pronounced by x.

These two relations are by no means dependentabnoglaer. Phonological material may be
projected but not pronounced and vice versa.dven possible to have phonological material
that does not project at all. The most neutral cageever, is reciprocity for projection and
pronunciation, i.e. projected material is usuallgrmounced. The fact that projection and
pronunciation are not dependent on each other magessible to have turbid phonological

representations.

(3-25) a. F Reciprocity

! A feature is projected and pronounced on the
Seg same segment.

b. F Spreading
TN One projected feature is pronounced on several
Seg Seg segments.

C. F Deletion
T A feature is projected but not pronounced.
Seg

d. F Insertion
] An unprojected feature is pronounced.
Seg

Given that an input feature does not even have forbjected, we have two types of deletion:

() an input feature is not projected. (ii) A projed feature is not pronounced (3-25c¢). What is
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the difference between these two? The deletiostided in (3-25c) is a classical case of
markedness where some type of surface configuratiamoided. The other type of deletion
(i) represents a property that has not been rezednn OT traditionally: underspecification.
Underspecification refers to the fact that somersaygs with phonetic property do not
necessarily behave that way phonologically. Mamgleges, for instance, display voicing
assimilation for consonant clusters (Czech beirg) bat sonorant consonants (liquids and
nasals) fail to display this kind of behaviour etlkaugh they are phonetically voiced.
Features that are not specified on a given segarerassumed not to be contrastive. In TT
this means that projected features are phonoldgiaative whereas non-projected features
which are pronounced (inserted features) do na pekt in phonological processes. They are
merely there for the sake of phonetic interpretaind have nothing to do with the deeper
phonological features (i.e. projected featuresusllunderspecification is not literally
deletion because nothing actually gets deletedit lbieiscribes something that is void. In OT,
underspecification is problematic because it ingslstipulations on the input and this is not
in accordance with the Richness of the Base pri@¢gee 3.2.3).

Another point where TT deviates from classical i©®1he status deleted phonological
structure has. In early OT, deletion was prohibligdParsg, a constraint that reflected
properties of Containment Theory. An unparsed segmhat violates Rzseis not literally
deleted but is still present in the structure scomelnd could possibly affect the output in
one way or another. Later developments changesEmvith Max, meaning that the idea of
containment was left, i.e. unparsed material istéel material and cannot affect the output. In
TT the situation is different because there areent@vels of representation. Unpronounced
projected material is still in the structure busitovert so the idea of containment is reflected
inTT.

Uffmann (2006, 2007) proposes that OT should mebioed with strong phonological
representations but that these should follow framstraints on projection (p. 8). This means
that the phonological representation of segmengs dot have to be stipulated but follows
from constraint rankings. An input then is a simgtiéng of segments andefscan freely
build structure upon these. Importantly, this dince is also subject for evaluation byaE
and not only the visible output form. Consequeritigre are no stipulations on the input and
Richness of the Base can still be preserved. Updeification and contrastive features are
pure effects of constraint ranking. Further, undecsfied segments need to be fully specified

for pronunciation in order to be phonetically imtestable. This means that features will be
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spread or inserted depending on the ranking oftcaings. Note that only non-distinctive
features can be inserted in the structure.

A turbid analysis of our Turkish case will actyailirn out to be a transparent one.
This is because only projected features are alpariicipate in phonological processes. Thus,
an epenthetic segment cannot have an impact asutpet because it is only pronounced, not
projected. A simple rule-based approach to Turlkaggraction of vowel epenthesis and velar
deletion would order vowel epenthesis before veédetion:

(3-26) Input kbjak-m/
Epenthesis ajakim
k-deletion  ajaim

Output a.ja.im

The problem here is that velar deletion is depenhdewvowel epenthesis, but this epenthetic
vowel is by definition invisible to phonologicalguesses because it is not projected. For a
turbid analysis to be possible, we have to assthiaiethhe suffix —m is actually -vVm
underlyingly (where the V symbolizes an unspecifiedel). The epenthetic vowel is
therefore not epenthetic at all but projects. Sofrits pronunciation features, however, are
inserted. The classic OT constraintot@ELex, *VKV, M ax and xp translate into turbid

constraints like this:

- *CompLEx - *1CC — do not pronounce two consonants in a row.
- *VkV -* lk/V_V —do not pronounce /k/ in intervocalic poagiti

- Max -1 01! -if projected, then pronouncedafBe)

- Dep-1 071 -if pronounced, then projectedi(f

(3-27) . :
lajak-Vm/ *1CC *kIV_V Parse Fill
! 1 ?
aa k V. m *l *
! ! !
b.a k V m *|
1 ! ?
=c.a kK V. m * (*)
T ) ?
da k V. m **|
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As becomes clear in (3-27), the opaque interadtidrurkish becomes transparent if you
assume that the epenthetic vowel is there in tidenlying structure. It is projected, but its
pronunciation features are inserted or are spmesd 6ther vowels (vowel harmony: hence
the mark in parenthesis). Candidate a) avoids praation of a /k/ in intervocalic position
but fails because that ends in a consonant cluSterdidate b) tries a totally faithful parse but
is penalized because a /k/ is pronounced in intatoposition. In the tableau (3-22) the
worst competitor of the actual output form was cdate d). Under the assumption that the
epenthetic vowel is there underlyingly, the sitoatis different. Candidate d) incurs two
violations of Rrse because it fails to pronounce two projected seggn€andidate c) fails to
parse all segments, but does that in order to aoidtervocalic /k/. If not, it would suffer
the same destiny as candidate b). Candidate kegisfbre the optimal candidate. This shows

that TT is able to handle cases of counterbleedpagity in a transparent way.

3.4 Summary

In this chapter | introduced the basic assumptarGenerative Grammar and OT. OT holds
the Innateness Hypothesis to be true: there aneitoggycapacities in the human brain which
facilitates language acquisition. OT, however, nsakery strong and specific claims about
this capacity. According to OT, a grammar cons$three major components: thexicon,
Gen and EvaL. Inputs are taken from theskicon and a number of output candidates are
generated by 6. These output candidates are evaluatedvay Bn the basis of a hierarchy
of constraints on well-formedness. Sometimes a granfails to pick out an optimal
candidate because some phonological generalizadim@nsot surface true, they are opaque. |
also discussed one case of retroflexion that se@pague because it made reference to an
intermediate level of representation. Opacity repnés a major challenge to OT because
intermediate levels of representation are theakyiampossible in classic OT. | finished this
chapter with an introduction of two approachespadity within the OT tradition: OT-CC
and Turbidity Theory. In the next chapter | discaadier approaches to retroflexion in

Norwegian.
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4 Earlier approaches to retroflexion

Not very much has been written about Norwegiarofietxion in the phonological literature,
but it has been a central issue in Norwegian dialegy and sociolinguistics. In this chapter |
take a look at some of the phonological approatieshave been made and discuss their
strengths and weaknesses. | start with Kristofféssapproach (2000) within the framework
of Lexical Phonology (4.1). Then | move on to lakmore acoustically oriented accounts
and | start with Bradley (2002) (4.2), | continughnHamann (2003b) (4.3) before | discuss
the articulatory account by Molde (2005) (4.4)inish this chapter with a discussion of
Uffmann’s approach (4.5) and a summary (4.6).

4.1 Kristoffersen’s analysis

Every account of Norwegian retroflexion will havesamptions about the phonological status
of the retroflexes to some extent. As mentionetiezathere are two opposing views: one
view holds non-alternating retroflexes to be unged; the other view holds that all
retroflexes are derived. Kristoffersen (2000) asyice the former view, reducing the scope of
retroflexion to derived contexts only. The readuat Kristoffersen has to assume that this is
So is because there are exceptions, such as rawsldigiling to become a retroflex if they
follow an unstressed syllable morpheme interndilgetroflexion applied to all relevant
clusters then we would expect the output of /svierdbe *[svag] in UEN. That is not the

case, so in order to protect rd-clusters from bewgmetroflex in certain contexts
Kristoffersen assumes that the process only applidsrived context. This means that he is
forced to specify retroflexes as underlying in ra@rved forms in the lexicon.

A second point in Kristoffersen’s analysis is abihe retroflexion process itself. How
should we conceive of it? We can either thinktah iterms of fusion between the rhotic and
the coronal in question, i.e. one single proceswsjeocould think of it as two distinct
processes where one process spread [apical] fremhthic to the coronal and the other
process is responsible for deleting the rhoticrafieds. Kristoffersen chooses to analyze it as
two distinct processes. Recall that apical artiboitais not the only thing that distinguishes
retroflexes from the other coronals: retroflexesenedso more posterior (to a certain extent).
Thus Kristoffersen assumes a third process whisérta [posterior] on all apical coronals and

it is this feature insertion that gives retroflexiesir passive place of articulation. He further
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points out that this last rule most not apply tdentying /r/ which is also [anterior] and that
this can be obtained if the rule is subject toShéct Cycle Condition. Basically, this means
that only derived apicals will be targeted by [ostr] insertion. The first two rules can

easily be captured by feature geometrical repraiens (Kristoffersen 2000):

(4-1) The Retroflex Rule a: [ap]-spreading

(4-2) The Retroflex Rule b: Rhotic delinking

+son
—VoC

Root 9 ?

C-place

Cor \/-

[ap]

The feature geometrical representations in (4-tl)(4r2) represent the spreading of [apical]
to the following coronal segment and the delinkjdegletion) of the rhotic segment, making
[apical] its only visible sign. Furthermore, we ddbe apicals to have the right (passive)

place of articulation and this is where the thiodnponent enters:

73



(4-3) The Retroflex Rule c: [post]-insertion

[ 1~ [post]/ [_]
ap

The rule in (4-3) states that [posterior] is inedron all apicals. As the segment /r/ is specified
as [apical] and [anterior] the rule in (4-3) woutdke it into the segment wvhich has the

same feature specifications as /r/ except for theepof articulation. We do not want this to
happen so we need to stipulate that this rule veged by the Strict Cycle condition,

meaning that it will only affect derived apicalsisgtoffersen further distinguishes between
two types of derived context. The first refershie word level where we combine free
morphemes with bound ones, making affixed worde Wwhrdgardistfor instance is made by
putting together the root morpheme ‘gard‘ with #ffexal morpheme ‘-ist’. The second level

is the post-lexical level. This is where the sytitacomponent does its job by making phrases
and clauses. This process will naturally lead tusaces of rhotics plus coronals across word
boundaries which again will be subject to the rue@-1), (4-2) and (4-3) optionally (as
discussed in chapter 2). On both these levelsftexion only affects derived environments.
Furthermore Kristoffersen says that retroflexios t@mbe constrained so that it only applies
on the derived levels. If not we would have tothet process apply freely at the word level,

producing [gads] instead of [gardo]. The whole process looks schematically like this:

(4-4) Stratal application of the Retroflex Rull€ristoffersen 2000:99)

Stratum Mode of application

Cyclic level Subject to the Strict Cycle Conditiretroflexion only applies
to “old” environments).

Word level Applies to underlying rd-clusters whefbelongs to an
unstressed syllable.

Postlexical level Applies in derived environmeoidy.

One of the important aspects concerning Kristoffieis analysis is that it presupposes a
specific ordering of the rules in (4-1), (4-2) gdd3). In order to get the right result there is
only one ordering that will yield the correct rdsuk. a different ordering would predict the
wrong output. Another important aspect is the aggtion that phonological processes apply
on different levels. This is a characteristic dfaanework within phonological theory called
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Lexical Phonology. The basic idea within LexicabRblogy is that a given computation may
be sent back and forth between the syntactic coemgand then phonological component,
each functioning as feeder for the other.

There are a few weaknesses with Kristoffersen’syaiga First of all he assumes that the
retroflexes have an underlying status in caseseviinry do not alternate with unassimilated
clusters. As discussed in chapter 2, this viewoisvery well-motivated for several reasons:

(i) it misses the generalization concerning steag$retroflexion (rdd) (ii) there is no

contrast between rtiii) e-lowering in front of retroflexes would rege ad hoc

explanations. Second, the rules themselves ardgmnakic because they presuppose a specific
ordering which has to be stipulated. There is rtereal motivation for assuming that the
ordering should be as it is, except the fact thgivies the right phonological result. The lack
of external independent motivation makes the roese descriptions of phonological
changes instead of explaining them. Another palated to the rules is the motivation behind
each one of them. Spreading and delinking (thertes represented in (4-1) and (4-2)) have
been used extensively in the literature to desdiberse phonological phenomena, so their
motivation lies in the statistics. As for the lasle, feature insertion (4-3), it seems somewhat
ad hoc to me. It is merely descriptive. If we do make any restrictions on the rules we
make, we are in a position to explain everything.

A further point is how this relates to languaged phonology in general. The rules
themselves are very language specific, construethtee it work for Norwegian retroflexion
(possibly Swedish as well). One of the basic teakGenerative grammar is the Innateness
Hypothesis which states that (at least) some Istguknowledge exists in human brains at
birth. The fact that children acquire language witihdifficulty has been used to support the
hypothesis and it also suggests that abstractitiguepresentations are universal. If we are
to take this hypothesis seriously in linguisticdahg our models of grammar should be able to
represent the universality in language. In suchetsydhere is no room for language specific
rules. Given this, rule-based phonology has northeternal means to constrain the rules in

a way that conforms to the practical consequentasapting the Innateness Hypothesis.
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4.2 Bradley’s analysis

In chapter 2.2 | discussed different theories efdhgin of retroflexes and one of them relied
heavily on the assumption that the pronunciatiofr/fathanged from [r] tor]. | used

Bradley’s account of retroflexion to model this dese he also relies heavily on the fact that
/r/ in modern is realized as a taj [The basic idea is that retroflexion stems fraticalatory
overlap between segments on the same tier (eae pfaarticulation) and that the weak
perceptual cues of the taps make them susceptitiend with other segments. Bradley’s
account unifies retroflexion with a general loss of front of consonants, be it coronals or
non-coronals (similar to English non-rhotic va®si. In front of coronals the result is a
retroflex, whereas in front of non-coronals thautes a deletion of the rhotic. In order to
understand why this happens we need to know songeétiout the phonetic properties of the
tap [r]. Bradley says that “taps tend to prefer interliogaositions and to avoid word-edges in
order to maintain sonority and enhance percefdbilp. 46) and that a svarabhakti vowel
very often intervenes between the tap and an aaj@omsonant. The idea is that differences
in gestural timing will lead to different phonetealizations of the cluster in question. If the
oral gesture for the tap is temporally separatechfthat of the following consonant, there
will be a short vowel between them (the svarabhadtrel) which ensures that the tap is
perceived as such. However, if there is gesturatlap between the tap and the following
consonant, there are two possible results. Gestuealap between same-tier segments
(segments with the same place of articulation) sesiult in blending of the phonetic
characteristics of the segments in question. Btendf  + t/ will thus result in{]. In

contrast, gestural overlageross tiersnay result in apparent deletion of one of the sagm

as one oral gesture may hide another. This isaive prhere Bradley unifies retroflexion with
a general loss of /r/ in front of consonants. Apparr/-deletion and retroflexion are thus two
sub-cases of a general tendency in connected spesolely articulatory (or gestural)
overlap. Recall that retroflexion in Norwegian otdygets coronal segments and not labials
and velars, but Kristoffersen (2000:180) obsertas &/ in morpheme-final position is

optionally deleted in front of non-coronal consoisai@-5):
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(4-5) a. erkleere [ee).klaers] — declare
b. forbanne H(c).ban:g] — curse
(4-6) a. veermelding [vaa).mel.lig] — weather forecaste
b. veeromslag  [veesm.fla:g] — change of weather
4-7) a. larm [biem] *[I am] — noise
b. merke [maeko] *[mae.ko] — mark

Note that both (4-5a) and (4-5b) are considerdzktmorphologically complex, consisting of
their respective roots and the affixars andfor-. The same phenomenon is found in other
derived environments such as compounding and asyogactic boundaries (4-6a) but if the
tap can be resyllabified as the onset of the falgvsyllable then no deletion takes place
(4-6b). This confirms the observation that tapsegalty prefer intervocalic position. Things
get more problematic if we consider the data i7)Y@here the tap is not deleted (not even
optionally), even though the requirements are Bietdley says that the reason for this is
because of the morphological make-up of the daba-derived environments, such as those
in (4-7), do not undergo r-deletion but derivediemvments (compounding and affixing) do.
He focuses on this asymmetry in his analysis aed to find out why derived environments
behave differently from non-derived environmentthwespect to r-loss. As already
mentioned above, he concludes that the differeasdédido with the timing of gestures. In the
lexical entry of (simplex) words, there is infornoat about what segments they consist of,
segment length, stress, possibly tone and alsorntiveg of the oral gestures of the segments
with respect to each other. Bradley's idea is thigttiming specification in the lexical entries
prevents /r/ from being deleted in non-derived eat#, but it has no effect in derived
contexts because different lexical entries do mwehany lexically specified timing relation.
To describe this formally, Bradley implements @€ framework (as discussed in
chapter 3) with constraints referring to the vaealmentioned above: gestural timing and

gestural overlap:

(4-8) Ident (timing) Overlap
< a./Ve°d/ - Ved @
b. /Ve’d/ - Vq *|
e c. Vbl - Vr’b @
d. Vbl - Vb *|

In the OT tableau in (4-8) there are two constgibtnT(timing) demands that lexically

specified timing must be preserved in the outphigrgas @erLar demands that adjacent
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consonantal gestures must be overlapped. If we didoek at the data in (4-7) we can see that
tautomorphemiceC/ clusters remain intact; this tells us thaiir(timing) is more important

to satisfy than €ercap, i.e. bent(timing) is ranked abovew@rLar. Even though candidate a)
and c) violate @riar because they fail to assimilate the cluster, gaisfy the more

important constrainbkenT(timing) by preserving the lexically specified timgi. Thus, they end
up being the optimal candidates.

As for heteromorphemicQ/, there is no inherent timing relation specifsedthe
constraint bent(timing) becomes irrelevant. The difference betweerived and non-derived
clusters then, is that the timing relation for ramrived clusters is less variable than that of
derived clusters. This means that the derived @sstre more susceptible to change. If we
consider that data in (4-5) and (4-6) we can saelteteromorphemicC/ clusters are
optionally simplified, either by deletion or by biding, depending on the place of
articulation. In order to model this, Bradley irdtes a third constraint which opposes
deletion but only of a specific feature, namelycapty:

Max (apical) — an apical specification in the inputginibe recovered in the output. This

constraint is ranked on the same stratum\asi@ and we will see why.

(4-9) Ident (timing) Overlap  Max (apical)
a./Vd +/dl - Ved *|
= b./NVd+/dl - Vq
c./Vd +/d/ - Vd *|
& d. Vo + bl - Vb *
= e. /NVd+ bl - Vb *

If we first consider the input iV + /d/ we have three candidates. Recall thatr{timing) is
irrelevant so all three candidates satisfy thisst@int vacuously. As for the other constraints,
the situation is a bit different. Candidate a) rtsa svarabhakti vowel between the
consonant, making overlap impossible. Thus, canelidpviolates @riap fatally. Candidate
c) deletes the tap sovEkiap is satisfied vacuously but the deletion becomed feecause it
violates Mhx (apical), so b) is the optimal candidate with imaations of the constraints. If
we then consider the input dM /b/ things get a little more interesting. Catade d) violates
Overtap but is still not left out because candidate e)ates Mwx (apical). The two
constraints are not ranked with respect to eackrathich means that both candidate d) and
e) are optimal, reflecting the optionality of dedetin the grammar.

Even though there might be a good reason for asgutimat retroflexion and r-loss in

heteromorphemic clusters are the same phenomemtanlvingly, there are still a few

78



problems with Bradley’s analysis. The first problesmelated to the underlying (or input)
form of surface retroflexes. In tableau (4-8) thput /Vi°d/ maps onto surface Rd] so he
only explains whytl/ clusters fail to retroflex in UEN. Thus, he folls the same path as
Kristoffersen by assuming that in non-alternatihgsters underlying form and surface form
are identical (Bradley 2002:46). Recall from clea.5.4 that there were good reasons for
assuming that the underlying form of all retrofleXexcept|/) is in fact clusters of rhotics
and coronals. Furthermore analyzing words suchasetin (4-5) as morphologically
complex, is not entirely unproblematic. There isdoaibt that those words are indeed
morphologically complex from an etymological persjpee, but are they still complex in the
synchronic grammar of modern Norwegian? For inggerkleereconsists of the affier- and
the rootkleerebut alone neither of them makes any sense. Alalb#te examples that
Bradley mentions of this kind of derived environrare cases where the different
morphemes do not make much sense on their own.stigigests that they should be
considered simplex words which again makes therfesufor the bent(timing) constraint.
Knowing that bent(timing) dominates &riap the whole analysis falls apart because then the
optionality is lost. | tentatively suggest in chexpb how the basic insight in Bradley's
analysis may be saved by showing how stress canta#troflexion and how this can be

extended to a general loss of r in front of nomeecats.

4.3 Hamann’s analysis

Hamann (2005) gives a diachronic account of thergemee of retroflex segments in several
languages, including Norwegian. She works withintframework of Functional Phonology,
a constraint based OT model within phonologicatagsh that incorporates perceptual factors
in their models of grammar. Instead of focusinglmnarticulatory side of speech sounds and
sound change, Functional Phonology aims at thesticaside of speech and that is why
perception needs to be built into the model. Thre phonological material in this view has
no reference to articulators per se but rathenécetfect of the articulators, namely acoustic
cues. Thus, constraints in Functional Phonologyaszd on acoustic cues.

As for the acoustic side of retroflexes they halveady been discussed to a certain
extent in 2.3.2, and the general conclusion waisttiese was a lowering of F3 due to
posteriority, sublingual cavity and retractedndd$ss is a property that retroflexes share with

the tap #/. In a retroflexion process there is always anoslegment and we need to find out
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what distinguishes assimilated clusters from na@iraitated clusters acoustically. Hamann

(2005:38) sets up a table of defining charactesstiat are at play in retroflexion:

(4-10) r t t
lowF3 midF3 lowF3
burst burst
short closure long closure long closure

As we can see from the table in 0 both the tapthedetroflex share the low F3 as opposed to
the laminal. All three sounds are stops, but tbhsue phase for the tap is much shorter than
the closure phase of the laminal and the retrofléms also results in /t/ and being defined
asburstbecause the long closure allows for enough awtlnl up behind the oral

constriction. Hamann further defines the followsuanstraints:

(4-11) *DeLeTe (feature: value): “An underlyingly specified valaka perceptual
features appears (is heard) in the surface form.”
(4-12) *Distance (manner): “The tongue tip does not move from lmramanner to

mannes.”

The constraints may be made more specific by catipm For instance:

*DeLeTe (long closure & burst) = *BLeTe (Sstop) and so on.

Hamann ends up with the following tableau and irkf constraints*

(4-13) *Delete *Delete *Distance | *Delete
| kart | (low F3) (stop) (manner) (n
a. [kart] /kart/ *1
< h. [kaf] /kat/ *
c. [kar] /kar/ *1
d. [kat] /kat/ *| *

In Functional Phonology the input is representeplifies, spec|, the articulatory output is
given in brackets @rt ] and the perceptual output in slashpsrt/. In the tableau in (4-13)
there are four candidates. We have seen beforapiality is very important to keep and this

% This is a somewhat simplified version of Haman®0@a:175).
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corresponds to Hamann's &xte (low F3). This is why it is ranked so high. Furinere, we
also know that even though the place of articubatibbanges in retroflexion, the manner stays
the same so *BLeTe (stop) is also ranked high. Thus, both candidptnd d) have each a
fatal violation of two highly ranked constraintss for the two remaining candidates we have
an assimilated cluster and a non-assimilated ¢lusteen though candidate b) violates
*DeLeTE () it is still the optimal candidate because thecalation of candidate a) involves
clusters of consonants with different manners. ldehe violation of *Dstance (manner).

There are a few problems with this analysis tlegdhto be pointed out. The constraint
*DeLete (low F3) may be too specific. Even though the atiowcues for speech sounds are
identifiable when studying sound waves it is natassarily the case that they can be
separated from each other. By this | mean that@ngacoustic cue may be smeared out on the
whole speech signal, i.e. it is not isolated. hdd doubt that a low F3 is the most important
cue to apicality (including retroflexes) but a |68 might affect the other formants as well so
that a simple deletion of the F3 would not be sigfit to make the speech signal
unidentifiable. Retroflexes might still be recov@efrom other cues apart from a low F3.
This is one of the fundamental puzzles in acoystanetics. How do you decide which
aspects of speech signals are important and winiek are not? There have been different
approaches to this puzzle and Johnson (2003:7€)skes a few approaches to it. The best
approach seems to be “Cooper’s rule”. “Cooper’'s’rulas suggested by Cooper et al (1951).
They discuss the relation between acoustic stimahasauditory perception and conclude that
a mere inspection of spectrograms is not enougle¢ale that a blob in a speech signal is
relevant for the perception, no matter how many\arced these might be. As an answer to
the puzzle, they simply say “test it!". Leave tHelbout when you synthesize speech and see
if it sounds like something else. As far as | knepeakers of Norwegian have not been tested
with respect to this so we cannot know for suré ghiaw F3 is the only relevant cue for
retroflexes. This is supported by observations eaming the relation between phonological
features and acoustic properties: the mapping doesecessarily seem to be one to one.
Features may have not just a single acoustic @erélut may also be associated with
different cues which may be dispersed across vapoints in the signal. Clements and Halle
(2010) mention the feature [tvoice] with respecthis. In English (and the same is probably
true for Norwegian) [tvoice] is not necessarilyliead with vocal fold vibration. Other
possible cues are shorter closure duration andHenagng of the preceding vowel. They
suggest that there should be a distinction betiemiires which are located in the mind, and

cues which are located in the speech signal. Bhahy *DeLete (low F3) should be replaced
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with a more articulatory based constraint becausekes it more abstract. You do not want
to delete only the low F3 but you want to removeaés to apicality. One clear example of
this is the fact that formant transitions are neible during the closure phase of a stop but are
realized on the flanking vowels. This means thatltiw F3 is not visible on the stop itself but
is part of the speech signal of the vowel. Dele&8ghen would actually be deleting
something that belongs to another segment. Thsesassues concerning the segmentation of
the acoustic signal and the locality of featurésud have a look at the defining characteristics
again in 0 we can see thdtis characterized by a low F3, but this low F8a$ realized ont/
itself but appears on the flanking vowels, i.e.scaee dispersed across the speech signal. Also
worth noting is the fact thaf][is not really phonetically retroflex. If acousparameters are

so closely linked to phonology, we may wonder wfjyq the retroflex correlate of /s/.

Another potential problem is the fact that shesumdy the /rt/ sequence to instantiate
retroflexion. The highly ranked constraint #37e (stop) makes sure that the /t/ is not deleted
but recall that retroflexion also affects non-stbks /n/ and /s/ as well, so she would have to
introduce two more constraints to complete theupect*DeLeTe (nasal) and *BLeTe
(fricative). These two constraints would probabtgapy the same stratum in the hierarchy as
*DeLeTe (stop) which would look like a suspicious consgyranless a more elegant solution

is chosen.

4.4 Molde’s analysis

Molde (2005) has a different approach than therathes. Her main goal is to make a
diachronic OT analysis of retroflexion in Norwegiam OT, language change is seen as
constraint reranking so a diachronic analysis meltessarily have to make reference to the
different synchronic stages of the emergence ofdtreflexes. According to Molde, there are
three stages in the development of the retroflekies.initial stage is characterized by clusters
that are preserved as they are; i.e. no retroflexd some point in the history of Norwegian
clusters of rhotics + coronals became very markebiveere thus avoided. This led to the
second stage which is characterized by total regresssimilationwithin morphemes (‘total
regressiv naerassimilasjon’, using Molde’s termsg}ek developments made it necessary to
preserve input apicality in the output. The souachbination still had to be avoided but
apicality had to be preserved. Consequently, etxe started appearing as the best solution

to meet the phonological requirements. This isthirel and final stage:
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(4-14) /korn/
Stage 1, no changes korn
Stage 2, regressive assimilation kon:
Stage 3, retroflexion koy:

She uses the woldrn ‘grain’ as an example for the different stagesag8tl has a
completely faithful mapping from input to outputa§e 2 changes the input by total
assimilation of the rhotic so that it becomes ia=twith the following coronal. Stage 3
solves the problematic sound combination by a affetype of assimilation, namely
retroflexion and this stage corresponds more @ teshe situation in modern Norwegi&n.
Molde assumes that the changes in Norwegian argreamt driven, but we need to find out
which constraints we are dealing with and how theyarranged. According to her the
problematic aspect of clusters of rhotics and cal®is the articulatory complexity of them. It
is the sound combination itself that is the probkamd it has to be eliminated. She proposes
that the responsible constraint is *K[+ap]K[-apz@straint which prohibits sequences of
[+apical] consonants followed by [-apical] consoisait the same time, the feature [+apical]
needs to be preserved and she assumes that tbesisg constraint is Mk-10(+ap) which
penalizes candidates that fail to preserve [+apiodhe output. Crucially, there is need for
another important constraint because there is andidate that will satisfy both
*K[+ap]K[-ap] and Max-IO(+ap) just as good as the optimal candidate.|&els this
constraint *r-lyd koronal which prohibits coronalatics. She also makes use of the following

constraints. Note that | have simplified the setaistraints a little for the sake of clarity:

- Max-IO(-ap) — do not delete input feature [-apicalijiite and Smolensky
1993).

- *K[+ap][+post] — no retroflex segments.

- UniFormity — no coalescence (McCarthy and Prince 1999).

- Max-lIO(r-lyder) — do not delete rhotics.

% The transition from stage 2 to stage 3 may seeangé because the output form [kon:] from stagéll2 w
function as input to stage 3. The /r/ is then magkr recoverable from the input so retroflexionnsg¢o be
unnatural. The explanation for this lies probablyte fact that Molde us&®ern as a “dummy” instantiation of
the development of consonant clusters (Molde 2@¥%1130).

83



She arrives at the following ranking (Molde 2005:98

(4-15)
/korn/ Max (+ap). *K[+ap]K[-ap] *r-lyd| Max (-ap); *Kfap][+post] Uniformity | Max-r
a. korn *| *
& D. kOI]_ * * * *
c. kon: * *
d. kom *| # &

Please note that | have simplified her tableattla.liShe ranks the constraints in two strata.
Constraints on the same stratum are not rankedresitect to each other due to lack of
ranking arguments. | have included four candiddtese start by considering candidate c) it
avoids the problematic sound combination very walt, it fails to preserve [+apical] in the
output and this leads to a fatal violation oAO(+ap). Candidate a) preserves apicality but
fails to avoid the problematic sound combinati@ading to a violation of *K[+ap]K[-ap].
Candidate d) is an interesting candidate becawsmitls the problematic sound combination
andit preserves apicality. In some respects it i;duetter than the actual optimal form if we
look at how they do for the lower ranked constsaiktowever, candidate d) has an r-sound
and this causes a fatal violation of *r-lyd korar@andidate b) is in fact the candidate with
the most violations in the tableau, but it is gtk optimal candidate because it does a better
job for the most important constraints.

Molde’s analysis captures the essential aspeaetmiflexion in Norwegian; rhotics
should not stand in front of coronals and apicahguld be preserved. However, some of the
constraints she is using are either too strong@mteak. The weaker constraint,
*K[+ap]K[-ap], is weak for both theoretical and emgal reasons. When proposing OT
constraints, one should keep in mind that the caims are meant to be universal. This
means that we should be able to make use of g#$oribe and explain phonological patterns
in other languages apart from Norwegian: otherwisavill end up positing constraints on an
ad hoc basis just to make it work for specific laages. Increasing the number of constraints
also leads to a possibly massive increase in thebruof predicted grammars, due to effects
of constraint permutation. In order to maintairestrictive and economical theory of
grammar we should therefore seek to reduce thertotaber of constraints or use ones that
have already been proposed. Its empirical weakisestated to the fact that it seems to be
superfluous. She assumes that the main drivingefbehind retroflexion is articulatory and

that *K[+ap] K[-ap] is the responsible constraihhus, she puts the explanatory burden on it.
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If we look at the tableau in (4-15) again we cam that candidate a) violates *K[+ap]K[-ap]
but it also violates *r-lyd koronal, the constraivitich was introduced specifically to deal
with candidates like d). Interestingly this makssable to do without *K[+ap]K][-ap]
altogether because its effect is not visible; ftriyd koronal that does the job on stage 3. It
turns out then that the consequences of her propsshat retroflexion is not driven by
articulatory factors, but rather by avoiding marlsegment$>

The second problem is related to *r-lyd koronahjah is too strong. The constraint
prohibits any type of coronal rhotic to make ithe surface and its ranking with respect to
the one of the other constraints is crucial. Maldeds to rank kk-10(r-lyder) quite low in
the hierarchy in order to make deletion possiblee Weak constraint *K[+ap]K[-ap] is not
able to single out the optimal candidate along¢ages3 so she also needs *r-lyd koronal to
deal with candidates that faithfully keeps the ihanhdat the same time retroflex the coronal.
The problem is that with this move, she throwstbatbaby with the bath water. Having the
ranking *r-lyd koronal >> Mx-10(r-lyder) will efficiently wipe away every surte [c] or [r]
from the language. Furthermore, *r-lyd koronalasked on the same stratum as
Max-10(+ap) which means that input apicality on rhetannot be deleted but the rhotic
itself can. Thus, Molde’s analysis predicts thatuts likerar ‘pipe’ will not be realized as
[c@x] (which is the actual output form) but possibkelif>-] (given that apicality can be
realized on vowels), if any output is possiblelatiaeven predicts that Norwegian has no

coronal rhotics.

4.5 Uffmann’s analysis

Uffmann (2006, 2007) has a very different appraactetroflexion than the other ones. His
goal is to provide a theory which can deal with@peand underspecification effects. In OT,
underspecification and contrastive features haea lsensidered epiphenomenal. They only
arise as a result of constraint interaction. Ndwadess, underspecification has proved to be
fruitful for other approaches to grammar so an fpoaation of underspecification in OT
without sacrificing Richness of the Base is dedgal/e have also seen the problems OT has
with analyzing opacity and Uffmann’s point is tiatorporating underspecification in OT

will kill two birds with one stone: we get a solti to both underspecification effects and

% *K[+ap]K[-ap] has an impact on her analysis of trammar of stage 2, but *r-lyd koronal would héive
same effect as far as the problematic clusters@reerned.
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opacity. Uffmann discusses retroflexion in rhotimtexts but he also discusses geminate
retroflexion, a process which is found in the Niardialect (Bentzen 1994). Geminate
retroflexion affects only /n/ and /d/ after shat &nd variably short /@/, turning the coronal

into a retroflex geminate:

(4-16) a mann [mn;] — man
b. kladd [Rad:] — draft
c hund [lan;] —dog
d hand [bn;] or [han;] — hand

This source of retroflexion only occurs where otNerthern Norwegian dialects have
palatalization, a process which palatalized longuals (t: d: n: I:) in tonic positioA% but
geminate retroflexion seems to be more restricesdbse it only affects geminate /n/ and /d/.
Historically, the Narvik dialect used to have palaation in these positions but the retroflex
pronunciation started gaining ground probably dyithre 1950s and 1960s (Krane 2000) so
the innovation is quite recent. The sound changm fpalatalji/ to retroflex #/ is considered

to be highly unnatural, but the change has a sagaistic explanation. Palatal pronunciation
has acquired (and is still requiring) a rathermtigjzed status. Speakers, however, still wish
to signal their northern origin so retroflex prowiation is seen as the golden mean between
the rural palatals and the too urban and “cleaindagentals. The change from palajdltb
retroflex h/ raises a number of problems. First of all it oaffects /n/ and /d/, excluding other
coronals. Second, according to Uffmann (2007)ttilggering vowels /a @ do not form a
natural class. They could all be defined as baekels, but why is /u/ excluded? | will not try
to find answers to these probleéthkut rather concentrate on the phonological proitssk

because it displays some interesting properties:

% Some Norwegian varieties also have palatalizaifororonals in non-tonic positions.

27 One tentative solution for the second probleno iagsume that the Narvik dialect (or Northern Najiae
varieties in general) has different vowel spectfimas than UEN. In the vowel set {au all are back vowels
except for /. As there are reasons for assuming that the eaneegof#/ in the vowel system was caused by a
chain shift in the back vowels (/u/ was fronteddb(Torp&Vikar 2003)), it is possible that//is analyzed as a
back vowel in some Norwegian varieties, making Kiigl of retroflexion a very natural one, i.e. ofkexion in
back vowel contexts (see Hamann 2005).
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(4-17) a kladden din [fad:ndi:n] — your draft
b. handtak [an;ta:K] — handle
c mordsak [mdt [a:K] — murder case
(4-18) a kladd som [lad; ssm:] — draft that
*[Klad: fom]
b. mannskap [imm;ska:p] — crew
*[man;fka:p]

The retroflexes stemming from geminates behaverék®flexes stemming from rhotic +
coronal with respect to spreading to coronals acnasrpheme and word boundaries (4-17),
but there is one exception: geminate retroflexesaapread to /s/, changing it ¢ (4-18).
What we would usually get in this type of configiima is (optional) retroflexion but that is in
fact ungrammatical. Furthermorg, geems to have the exact same phonological prepas

geminate /n/ and /d/ in that it causes retroflexmrfollowing coronals but never to /s/:

(4-19) a. ballen din [kb]:n di:n] — your ball
b. ball som [h]: ssm:] — ball that
*[bal: fom:]

This type of phonological behaviour raises a nunabeuestions. First of all, what makes /s/
so special that it will only be retroflected byrodtexes stemming from sequences of rhotics +
coronals? Second, how can it be thalso has a retroflecting power just like /r/?

Uffmann suggests that the problem can be solvéd Tuirbidity Theory (TT). He
assumes that the relevant feature for retrofleisdposteriority] and that laminals and
retroflexes are not contrastive. Thus, he takesefide approach with one important
exception: /s/ and//are contrastive (2007:3). /s/ is specified asgtpand f/ is specified as
[+post]. His analysis of “regular” retroflexion (26) involves the following constraints:

(4-20)  *lr/Coda — do not pronounce /r/ in coda position.
10! [post] — If projected, then pronouncedagB:post))
10! [Rt] — Projected root nodes are pronounced, bedeletion. (Rrse(Rt))
1071 [post] — If pronounced, then projectedw(Fpost))
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/barn/ Parse(post) *lr/coda Fill(post) Parse(Rt)

(4-21) [+p] [-p]

T |

a. r n *l *
[+p]
TN

b. ¢ n

[+p]

T N

FC. 9> 1 *

[+p] [-p]

Tl

d <> n *1 * *

*|

His analysis works very well when the input is /vnd/ or /rt/ but fails to pick out the right

candidate when the input is /rs/:

(4-22) /kars/ Parse(post Mr/coda Fill(post) Parse(Rt)
[+p] [-p]

! 3

éa S *
[+p] [-p]
N1

b. ¢ [ *! *
[+p] [-p]
TN 1

c. <> [ *! *
[+p] [-p]

T !

d <> s *| *

The reason for this failure is that he assumes/shas specified for [post] and with the
constraint Brse(post) undominated, retroflexion is impossibleotder to enforce spreading
of [+post] he introduces the constraimk&n(+post) which overwrites underlying

specifications for [post].This constraint has toroate Rrsg(post):
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(4-23)

Ikuacs/ Spread(post) Parse(post) ¥r/coda Parse(Rt)
[(+p] [-p]
1 1
a. r S *| *
[+p] [-p]
TNt
b. ¢ [ * *1
[+p] [-p]
= Tt N1
c. <> [ * *
[(+p] [-p]
T 1
d. <> S *l * *

The motivation behind Uffmann’s assumption thatgspecified as [-post] and As [+post]
is to account for the data in (4-17) and (4-18).a@dsumes that geminate retroflexion is just a
pronunciation feature: geminates do not projecbpty it is inserted. [+post] will spread to
other underspecified segments, but crucially it mot spread to /s/ because /s/ is already
specified (he offers the same explanation [ipr Only the ‘deep’ and ‘real’ retroflexes are
able to spread to /s/ as the tableau in (4-23) show

Uffmann’s analysis raises interesting questiogsurding the underlying
representation of segments and their status inGOThas traditionally rejected the idea that
inputs are pre-specified with features but the Nagata suggest that there is hidden
structure. This is problematic for a surface-omentheory like OT but Uffmann’s approach
has a few weaknesses. First, even though he takes-ede approach and assumes that
retroflexes and laminals are not contrastive, Hieogterates with one exception: the
fricatives. He posits that /s/ is[-post] and thjatd [+post]. His primary motivation for this
seems to be the behaviour of geminate retroflaxé&arvik Norwegian but also the fact that
/[l seems to be able to cause retroflexion as wed! {lse data in 2.5.2). However, a consistent
free-ride approach would not pogitas underlying but would instead take the clustgrto
be underlying. Having a rhotic in the underlyingusture should be sufficient to explain why
words likelunsj[|an/] have retroflexes. We simply do not need supplaargrstipulations
about the segmental representation when our bssiorgtions already provide us with what
we need. A second problem is that Uffmann’s apgragees us the wrong predictions. If /s/
is already specified for [posterior] and only segtsehat project [+post] can overwrite this
specification, then we are in no position to expkaicertain sound change in Norwegian. In
2.5.2 | discussed clusters of/ Ahat get mapped onto surfagf.[This process is productive

and you can even find Norwegians who will trans$ifés to foreign languages, pronouncing
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words likeslowwith [[]. Uffmanns’ analysis predicts that the outpusidfhit’ in Norwegian
is [9]o:] but this is the wrong prediction.

As for the Narvik data | will not have much to saye phenomenon is peculiar from a
phonological point of view. However, knowing thhetgeminate retroflexes stem from
palatals historically, | am not sure if they shoh&lincluded in an account of retroflexion in
general. Two independent processes have by aca&dedetd up producing the same surface
segments but the processes will have still havie tlven characteristics and properties.
Palatals also spread their place of articulatiooth@r coronals, but /s/ is not affected and |
suspect that this is why geminate retroflexesttagipread to /s/. Uffmann discusses the
possibility that there are two features, [postéraod [palatal], which happen to have the
same pronunciation in Narvik Norwegian (p.15), thgtmisses the option because it is
problematic. How can speakers tell which is whidifewthe only surface evidence for it lies
in whether the feature spreads to /s/ or not?lIineil try to give an answer to this puzzle in

this thesis.

4.6 Summary

The five earlier approaches | have discussed sndhapter all had various difficulties and
problems that | want improve:

- All of them assume that non-alternating retrofleass underlying segments. Even
though it is not evident from Molde’s analysis, $fudds the principles of Lexicon
Optimization to be true which means that withoutrterevidence, surface forms are
assumed to be identical to input forms (Molde 2029:130).

- Kristoffersen’s proposal within the framework ofdieal Phonology makes use of
ordered rules. Even though they create the corescit, both rules and the order in
which they apply, have to be stipulated to a laxgent. Further, the unconstrained
nature of rules makes them capable of describiegy#iving, including non-attested
linguistic patterns.

- Bradley explains why /rd/ clusters fail to retrofléut he fails to explain why /rd/
clusters sometimes do retroflex and why the othesters do not behave the same
way. He also analyzed diachronically complex waslsynchronically complex as
well. However, the morphological boundaries areyadible from a diachronic point
of view and most speakers do not have direct adogs® history of their language.
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There seems to be some disagreement concerninghvehdtiving force behind
retroflexion really is. According to Hamann, ittiee articulatory complexity of the
sequences in question which makes them surfacdrafiéxes instead of as
unassimilated clusters. In her analysis, the camdtrDistance (manner) is ranked
sufficiently high in the hierarchy to prevent conaat clusters with different manner
features to surface. One might argue that thistcainsis too strong because
Norwegian generally allows clusters with differemhnners to surface, except for
rhotic + coronal (Molde 2005:103).

Molde’s articulatory account turned out to be engpity inadequate. Her OT analysis
works very well with respect to retroflexion, bbetgrammar she arrives at does not
conform very well to the overall phonological graamof Norwegian.

Hamann has a very tight connection between acopsifmerties and phonology. This
connection might be too tight meaning that deleteolustic signals are not necessarily
enough to make a segment irrecoverable. A ceregned of abstractness seems to be
necessary because we do not want to target singlestic cues but rather all acoustic
cues that are effects of a phonological feature.

Uffmann takes a free-ride approach but positsnd//@d as contrastive segments in
Norwegian without any good evidence apart from sinailation process in one
Norwegian variety. | suggest instead that a frde-approach should be consistent
(unless there are strong arguments in favour obgipmsite): /s/ and//are not
contrastive. However, | will show that underspexifion is indeed helpful in order to
understand and explain phonological processes buwannot have segmental
representations which force us to make the wroediptions.
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5 Transparent retroflexion

In this chapter | propose an analysis based odadtewith transparent retroflexion from
chapter 2. The earlier analyses of retroflexion titiscussed in chapter 4 turned out to have
various weaknesses: they all treated non-deriviedfiexes as underlying. We know from
chapter 2 that there were various problems with dssumption, mainly because retroflexes
do not seem to be contrastive. Other problems v&daged to the level of abstractness in the
constraint set (in Hamann’s case) and to morpho{ogBradley’s case). A new analysis
should show that there is no need to posit retkelen Norwegian as underlying segments
but that retroflexion in all contexts is the resaflconstraint interaction, i.e. the constraint
hierarchy is sufficient to explain to occurrenceetfoflexes in Norwegian. Further, a new
analysis should also ensure the right degree dfadisess so that our constraints are neither
too strong nor too weak. Finally, the morphologicalindaries that Bradley assumed for the
general loss of r in front of non-coronals showdrévised so that our analysis does not fall
apart. This chapter is organized as follows: Itdtglooking again at the data to be analyzed
(5.1) before I introduce relevant constraints aod they are ranked in order to generate the
correct grammar (5.2). | continue with Bradley's:gral loss of r in front of non-coronals and

show how it may be incorporated in my analysis)(b&fore | finish with a summary (5.4).

5.1 The data to be analyzed

We have seen that there are different kinds obfiettion. In chapter 2 we discussed rhotic
retroflexion as well as geminate retroflexion arellvave also seen that retroflexion in some
cases is opaque. | want to start by repeatingrihyegpties of transparent retroflexion, which is
by far the most common one:

(5-1) a. bart [fut:] — moustache
b. mars [na:] — March
C. barn [la:n] — child

(5-2) a. sur-t [&:f] — SOUMEUTER
b. har du [lk:du:] — have you
C. stor skog [stufku:g] — big forest
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The data above show that retroflexion is foundiot contexts and across morpheme
boundaries. The rhotic is deleted and the onlyblasirace of it is the apical feature on the
following coronal. This pattern is not without eptien. In UEN clusters of /rd/ fail to

retroflex in certain contexts:

(5-3) a. sverd [svael] — sword

b. garde gards] —guard

C. morder [murdoar] — murderer
(5-4) a. har du Tha:du:] — have you

b. er det feedo] —isit
(5-5) a. gardin [g'di:n] — curtain

b. fordi [b'di:] — because

C. gardist [g'dist] — guardsman

The data in (5-3), (5-4) and (5-5) reveal that @t of /rd/ retroflex in derived contexts but
fail to retroflex in root contexts when the clustelifows a stressed syllable. This asymmetry

is interesting because it tells us that stress meveetroflexion.

5.2 An OT analysis

In order to develop an OT analysis we have to kmdweh constraints are involved in a given
phonological pattern and how they are ranked. ICwamsider the data that we have above, it
is possible to have more than one hypothesis aklat the nature of the phonological
generalization really is. What is the driving fotmehind retroflexion? According to Hamann
(2005), it is the articulatory complexity of thegsences in question which makes them
surface as retroflexes instead of as unassimitdteders. In her analysis, the constraint
*Distance (manner) is ranked sufficiently high in the hiefar to prevent consonant clusters
with different manner features to surface. Mold@0®&) proposes instead that the problem is
clusters of rhotics and coronals and suggests'ikjaap]K[-ap] is the relevant constraint. It
is, however, also possible to understand the psaceterms of other factors. Retroflexion
always involves cluster simplification and everslo$ codas in some cases, as in (5-4). Thus,
the driving force behind it all is not necessaatyiculatory motivated but possibly prosodic.

Also note that prosody is the governing factortfer /rd/ alternation. Clusters of /rd/ fail to
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retroflex in post-stress positions. That prosodyésdriving force behind retroflexion, is
further motivated by properties of general loss iof front of non-coronals. | will have a look
at this in 5.3. What we have now is simple: regwibn creates simpler syllable structures and
its exceptions are governed by stress. We shouébleeto model this in OT by using

prosodic constraints that are already well-esthbtisn the literature instead of invoking new
ones.

The general idea in OT is that surface forms mgilege are the result of the
everlasting conflict between markedness constraimtisfaithfulness constraints. Faithfulness
refers to the tendency in language to keep outpug as close as possible to the
corresponding input. Markedness on the other hafeds to the tendency to reduce or get rid
of linguistic structure. Some structures are moisesptible to change than others and this is
reflected in typological findings. As for syllabdéructure, all languages allow CV syllables,
but there are some languages where this is theomtign. The CV syllable is interpreted as
the least marked syllable and is the result of tweskedness constraintsn€&and *Copa
(Prince and Smolensky 1993)n&xequires that every syllable has an onset whileo:C
requires that syllables have no coda. Norwegiawalla wide variety of syllable structures so
Ons and *Copa are not highly ranked in Norwegian. Neverthelessietroflexion reveals,
there seems to be a condition on codas: they simmtldontain /r/. This generalization can be
captured with a specialized version ofdt@, namely *@pa-r.?® Crucially, it has to dominate
faithfulness constraints that oppose its effect@rtler to know which constraint that is we
need to fully understand what retroflexion reallgans. How should we conceive of it? We
can think of it in terms of fusion (the rhotic atié coronal become one segment) or we can
think of it as spreading of [apical] to the coronaih deletion of the rhotic. These two
conceptions entail different faithfulness violatots there any way we can decide which
conception is the better one? If we have a lodoate of the data from chapter 2 again, we

might find an answer. In 2.5.1.2 | discussed midtnetroflexions:

(5-6) a. tarst [tdi] — thirsty
b. Bernt [baat] — (a male name)

% This constraint is empirically supported by tinking r phenomenon in British English, where coda /r/ is
deleted unless it can be parsed as the onset akthiesyllable. The theoretical motivation for th@nstraint is
based on sonority. Prince and Smolensky (2004:dB@Jss the margin hierarchy, *Mg> *M/i >> ... >>

*M/t, where the most sonorous segments (vowels) atdemed bad syllable margins. Their constraint®M/
says that X must not be parsed as a syllable Margin”. Liqelg. r) are sonorous segments and are thus bad
syllable margins (e.g. coda).
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Recall that the same process also applies acrogsherae boundaries. As there are more than
two segments involved in multiple retroflexionsgsithard to think of it as fusion. Fusion
would create one segment that had features frosegthents involved. Thus, it is more likely
that retroflexion involves spreading of [apicaljthvideletion of the rhotic.

Now that we have settled the nature of retroflexige are in a position to say more
about the constraints involved. The only visiblgnsof the rhotic is the apicality on the
coronal(s). This fact leads us to two more constsaiFirst of all the rhotic is deleted which
means that *Gpa-r dominates Mx-r, the constraint militating against deletion ofderlying
Ir/ (Prince and Smolensky 1993). However, one featipreserved and that is apicality. This
means that there is another faithfulness constvaiith makes sure that [apical] from the
input survives to the surface,Aktap(ical). Thus we arrive at the following consttai

hierarchy:

(5-7) Max-ap >> *Copa-r >> Max-r

This ranking will generate a grammar where /r/aéteted only if its apical feature may be
realized on another segment. As fokxdvl and Max-ap, there is one thing that needs to be
said. The original constraint proposed by Prinad &molensky (1993) was\ksg, which
required that underlying segments were parsedsyltable structure. Rse reflects a
property which is not shared by its sister constrdfiax-10, namely containment.
Containment means that unparsed underlying streicsumot literally removed, but is still
present, i.e. it is hidden in the output. Moreoweis assumed that this unparsed structure can
still affect the output. kkse was abandoned in Correspondence Theory (McCarithyPance
1999) and replaced with M-10 because unparsed structure was assumed torijdeately
deleted. In Norwegian underlying segments are (lyguwt deleted which means that the
general constraint M-IO is ranked very high in the language (if not amdnated then not
far from it). In this respect, M-r and Mhx-ap are specialized versions oAMIO which will
only be violated if an underlying /r/ or [apicalieanot present in the output. In principle,
every time Mx-r and Max-ap are violated, k-10 should be violated too due to its high
ranking and its general formulation. This would méaat r-deletion or [apical] deletion
would literally be impossible in Norwegian. | wihpwever, assume thatd#10 does not
penalize candidates that delete underlying /rapidal].

Now, let us see how the grammar formally pickstbatright output candidate:
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(5-8)

/bart/ Max-ap *Coda-r Max-r
a. hurt *1
b. bat *| *

& c. hat *

In the tableau in (5-8) we have the inputcth How does that get mapped onto output]b
Gen is responsible for generating output candidatelstl@se will be evaluated by A
according to a constraint hierarchy. The numberaoididates generated bygn3s infinite and
range from the totally faithful candidateafit| to unbelievably unfaithful ones such gsik].
Due to limited space | have not included the mosaithful ones in the tableau but only
considered the most likely ones, candidate a)nd)c. The totally faithful one, candidate b),
violates *Copa-r and unfortunately, this violation is fatal. Caatate b) tries to satisfy *€ba-r
by simply deleting the /r/ but forgets thatMap is not happy with deleting apicality. Even
though candidate c) has a violation ofsM, it is still the optimal candidate because refa
better than its competitors for the higher rankexdstraints. A fourth candidate,df}, could
have been included in the tableau but it wouldesufie same fate as candidate a) because of
the /r/ in coda position.

This constraint hierarchy will generate retroftaxin all contexts, but recall that UEN
had an exception to this: /rd/ clusters. For soe@son they fail to retroflex in stressed
positions. Why isd/ prohibited to surface and not the other ones®igkgook at the sound
inventories in the languages of the world, revé@s some sounds are more common (less
marked) than other ones. The UPSID database (Mswlli#984) shows that the occurrence
of the segment /d/ cross-linguistically is far lessnmon than its alveolar sisters and brothers
/tnls/. 1 will assume that the same is truethair retroflex counterparts, meaning thitis
more marked than the others ones. In order torstiopflexion or /rd/, the constraint{Anod)
has to dominate *@a-r. As for the internal ranking of M-ap and #{ we do not have any

ranking arguments for these yet.

(5-9)

/mucdor/ Max-ap *q *Coda-r Max-r
& a. 'murdar *x
b. ‘'mudar *| * *
C. 'mudo *| * **
d. 'murdo *| * * *
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In tableau (5-9) there are four candidates anduarways to satisfy the constraints. Als$
the highest ranked constraint, any candidate wi#trgace {] will be uninteresting for further
consideration. Thus, both candidate b) and c) ate@andidate d) tries to solve the problem
with coda /r/ without going in the same trap asdidate b) and c) and has one violation less
than candidate a) for *a-r. Still, candidate a) is the optimal candidatedwese candidate d)
does not preserve apicality for the deleted r,ltiegpin a fatal violation of Mx-ap.

The constraint ranking we have so far will prevettoflexion or /rd/ in every context,
but we need a constraint hierarchy that will ali@iroflexion of /rd/ in pre-stress positiéh.
This is where stress kicks in and governs it allnfaver, | abstract away from general stress
assignment in Norwegian). In Norwegian stressasally connected to syllable weight
(Kristoffersen 2000:116), heavy syllables are sedsand stressed syllables are heavy. The
Weight-to-Stress principle (WSP; Prince 1980, 198QLires that all heavy syllables are
stressed. In cases where /rd/ clusters followesséd syllable, the syllabification will make
sure that /r/ is parsed as the coda of this s@lahblus making it heavy. In pre-stress positions,
parsing /r/ as the coda will be problematic for Wi8P principle because that would mean an
unstressed syllable was heavy. We can say thaiveiyaWSP is an anti *éa-r constraint
because it ensures that r-deletion is possibledardo create light unstressed syllables. WSP
has to be undominated in the constraint hierarohyave so far. However, WSP is happy as
long as there are no heavy unstressed syllablgéglees not care whether /r/ is partially or
completely deleted. In Norwegian this matters amab&l thus be reflected in the grammar.
We know that surfacei] should be avoided but not at the cost of delesipigality. That is
why Max-ap has to dominatej*when WSP enters the hierarchy. Otherwise the giamvill
pick out the wrong winner. Thus, we arrive at tbkkofving ranking:

(5-10)  WSP >> Mhx-ap >> % >> *Copa-r >> Max-r

One of the big advantages with this constraint iramkis that it will create the asymmetry
between /rd/ cluster and other types of clustersranhand (due tod) and the stress-related
internal asymmetry for /rd/ clusters on the ottiere(to WSP >> Mk-ap >> ). Further, we
derive it all without positing retroflexes as ungierg segments in Norwegian, but by

showing that they are the result of constraintraatgon.

% Note that in (5-9) | have filled in stress mar&sridicate where the stress is. Candidates whiahgé the

stress will make retroflexion of /rd/ possible, duld cause violation of kX -stress, which | assume to be
high ranked in Norwegian.
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(5-11) /gacdist/ WSP Max-ap *q *Coda-r Max-r
a. gur. dist * *
b. gu. dist *|

& C. gu. ' dist *

/gacda/
< a. 'gar.do *
b. 'ga.ds *| *
C.'ga.db *l

/gardin/
a. qur.'di:n * *
b. gu.'di:n *|
& .c. gu.'din * *

In the tableau (5-11) | have shown how the opticaaididate for three different inputs is
picked out. Recall the interesting alternation veiime-root words such as garde~gardist
which surface with an unassimilated cluster anetflex respectively. This alternation
receives a prosodic based account because of tie Géhdidate a) for inputdedist/ tries to
avoid mapping /rd/ to surfacd][but is penalized by WSP because it creates ayheav
unstressed syllable at the other end. Candidatéel)another strategy and avoids a heavy
unstressed syllable, surfac &nd an [r] in coda position but forgets to presehe

important apicality. In spite of candidate c)'ddiae to avoid surface]] it is still the optimal
candidate because its main competitors are doingeaan the higher ranked constraints. The
story for input /grdo/ is the same as for /muse/ in tableau 0. Only the candidate that avoids
[d] but still preserves apicality can win. Inputfdin/ is treated on a par withdglist/. Note
that the earlier accounts of retroflexion | disagss chapter 4, assumed that non-alternating
retroflexes were underlying. This means thatdistandgardin would be posited with a non-
assimilated cluster /rd/ and a retroflgx vinderlyingly. They have, however, the same stress
pattern so they should display similar phonologmralperties. Positing two different
underlying representations for exactly the samt&asarphenomenon (at least in this case)
misses an entire generalization concerning the)lisensing of retroflexion of /rd/ and stress.
This is a weakness and | have shown that it isiples® capture this generalization by

moving away from the assumption that retroflexeswarderlying segments.
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5.3 General r-loss

Bradley (2002) tried to connect retroflexion witlgeneral loss of r in front of consonants due
to articulatory overlap. R-loss in front of coromaésulted in retroflexes while r-loss in front
of non-coronals resulted in apparent deletion.anialysis failed because he only explained
why /rd/ clusters failed to retroflex in certainntexts, but he did not explain why the other
types of clusters did not behave the same wayh&yrhis morphological explanation for

why r is deleted in historically morphological prefs does not hold, because the prefixes he
discussed are not productive in the synchronic gramanymore. | suggest instead that these
prefixes are not analyzed as prefixes at all (¢kengh they are historically) but that these
prefixes form one prosodic word with the historissm. If retroflexion and a general loss of
r in front of coronals is the same thing, then Wwewd be able to analyze general r-loss with

the same machinery as for retroflexion. Let us laleok at the data again:

(5-12) a. erkleere [ae). kleero] — declare
b. forbanne H(r). ban:o] —curse
C. larm [aem]  *[lam] — noise

The data reveals that /r/ may be omitted in sonméests (a, b) but not in others (c). Bradley
analyzed this with reference to morphological baurres and said that morphologically
complex words had no inherent timing specificatonl this made them susceptible to display
sandhi phenomena. Morphologically simple words aag(b-12c) have a lexically specified
timing which prevents /r/ from being deleted. | gast instead that we should consider this as
stress-governed r-deletion, very much like retrafla. Note that both (5-12a) and (5-12b)
have the same stress pattergaslin andgardistin (5-5) so it seems to be the case that r-loss
in front of coronals is possible in exactly the saamvironments as retroflexion of /rd/. This
insight makes it possible for us to analyze re¢xdfin and general r-loss as the same type
kind of phonological phenomenon with prosody asek@anatory factor. This is further
supported by some interesting properties of theskxpd words. Kristoffersen (2000:190)

and others have pointed out that stress seem&tmstompounds. Assignment of stress in
Norwegian compounds is assumed to be leftwardesatdhe leftmost constituent of the
compound will have primary stress. The other prinstresses of the other constituents will

be reduced to secondary stress (Kristoffersen 2840:
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(5-13) Input [telefon] [sélger]
Compounding [[telefon] [sélger]]
Compound stress rule [[telefén] [sélger]]

Bracket erasure [telefénselger]

As is clear from (5-13), stress assignment is faitfThis means that if a syllable has stress at
the level of the prosodic word, it will also hateess, primary or secondary, in compounds.
Nevertheless this is not always the case. Somesnwilihhave a stress shift for the second
constituent of a compound, i.e. secondary strafts st another syllable. In some cases this

will actually create the environment for r-deletimnbe possible:

(5-14) a. forbund [for.bun:] — association

b. legeforbund’[e:.op.fo(r). bun:] — doctor association

| will not go into discussions about stress assigninmn general as this is outside the scope of
this thesis. In (5-14a) the wofdrbundreceives stress on the initial syllable. Wheroundis

the second part of a compound, as in (5-14b),s#lits from the initial syllable to the
second one. With stress on the initial syllabléeletion is not possible. With a shift of stress
to the second syllable, leaving the initial sylebkeavybut unstressed, r-deletion suddenly

becomes possible. Let us start with a simple cha#en it does not apply:

(5-15)
/larm/ WSP Max-ap 4 *Coda-r Max-r
< a.larm *
b. lam *1 *

In (5-15) | have just included two possible cantkdaone where /r/ is parsed and one where
it is deleted. Adarm is a lexical word it is likely that it will receesstress in a syntactic
structure. The question whether words with just gylble have inherent stress or not is not
something | discuss. | will merely assume tha dtressed. Further we can see that candidate
a) has a violation of *@ba-r but this violation is peanuts compared to caatdi)’s strategy
which is to delete the whole thing. As there isnvay to transfer apicality to other segments
with this configuration, it seems that r-deletigrblocked. The rhotic is the only available

host for apicality. Now, what happens in cases withss alternation?
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(5-16) [forbun/ WSP Max-ap d *Coda-r Max-r
& a. 'for.bun: *
b. 'fo.bun: *| *
/-forban/
a. -br.'bun: *| *
& b. -h.'ban: * *

In the tableau in (5-16) | have shown how thingskawith two different inputs. | have not
specified stress in the input; it follows indirgcfom the syntactic position (the compound
version is marked with a hyphen *-*). With the ingiorbun/ the story is the same as for
/larm/: deleting coda /r/ is not possible in a stregsesition so the faithful candidate is the
optimal one. When the input is /-fanty things change. Then the earlier optimal candidat
candidate a), ends up having a heavy unstressiadhlgytausing a violation of WSP. Even
though candidate b) fails to preserve apicality gtill the optimal candidate because it
satisfies WSP.

There is one phenomenon that does not fit intg#ieern. When you have a
compounding of two clearly separate lexical itehespicture gets a bit more complicated.
Among Bradley’s examples wasermeldinga compound ofeer‘weather’ andmelding
‘message’ (weather forecast). The problem is tiaicbda /r/ irveermeldingcan be deleted

even though the requirements we have stated sarfanot met:

(5-17) a. veermelding 'Vee:). mel.lin] — weather forecast

b. veeromslag 'Yee:rom. fla:g] — change of weather

What makes (5-17) different from what we have ¥ifa) and (5-12b) is that we have a real
morphological boundary in (5-17). Further, the cérdés part of astressedsyllable.
Kristoffersen (2000:312-313) discusses this kindr/efleletion and says that in the context in
(5-17) deletion can take place given that (i) thés/an inflectional endingnd (ii) the two
words involved must not both have primary stre$® Wordveermeldingonly fulfils one of
these requirements so it is quite surprising ttiataih be deleted. | will follow Kristoffersen in
his assumption that deleting the /r/ still makeg@overable indirectly because of the vowel
[ee]. Recall from chapter 2.1.1 that [ee] was consdl@ marginal vowel, because it almost
always surfaced as an allophone of /e/ (which wagited to [ae] before rhotics). This means
that deleting /r/ irveermeldingdloes not necessarily lead to a violation e&Mp. If we

consider the data in (5-17) it seems to be the ttege-loss is not stress-related but driven by
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syllable considerations to a greater extent (justregular retroflexion). Given that [ee]
makes [ap] recoverable, we can have a violatiod ©f-r in order to satisfy higher-ranked
*Coba-r. This means that /ee/ is specified as [apicdl]s Ts supported by Kristoffersen’s

vowel specifications (2000:33), where he analyaglsas [coronal].

(5-18)
fver + mdin/ WSP Max-ap 4 *Coda-r Max-r
& a. vee:,mel.lim *
b." veer. mel.liy *|

A potential problem with this analysis is that iegicts that /r/ can be deleted whearis
pronounced in isolation too. This means that weikheestrict this kind of /r/ deletion so that

it does not apply withim-minimal but (possibly) only acrossminimal boundaries.

5.4 Summary

In this chapter | proposed an OT analysis of régxadn in Norwegian. | showed that there
were advantages with an account based on prosactmr$ rather than articulatory factors. A
purely articulatory approach does not enable @tount for the exceptions of retroflexion
because they are governed by stress and weightleoasons. Another advantage with my
approach is that it provides us with the basigiayze retroflexion and general r-loss using
the same tools and constraints. It turns out thahretroflexion and general r-loss are two
sides of the same coin: rhotics in front of a catamill give retroflexion while rhotics in front
of non-coronals will be deleted. There are excestio these generalizations but they are

governed by prosodic factors.
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6 Opaque retroflexion

As discussed earlier, opacity represents a chalemgurface-oriented frameworks like OT
because opacity seems to require an intermediaedérepresentation. There have been
several attempts to formalize opacity in OT butéhe always some theoretical trade-off
involved. It seems that we have to accept thosketadfs, but the goal should be to make
them as small as possible. In this chapter | tdk®laat opaque retroflexion and compare
Turbidity Theory and OT-CC (candidate chains) te wfich approach provides the better
analysis (6.1). | continue with a look at retroftaxin context of |/ and f/ and show how we

can analyze them using the tools we have so fa) f&fore | sum up my findings (6.3).

6.1 An analysis of opaque retroflexion

The goal in this section is to compare OT-CC anbiblity Theory and see which alternative
provides the better analysis for opaque retroflexin 3.3.2.2 | discussed retroflexion
patterns that should be considered opaque bedagisiata seemed to make reference to an
intermediate level of representation. There amnaddjectives in Norwegian where a neuter
—t is retroflexed by a preceding rhotic throughoa4goronal which is deleted (6-1a,b) or even
assimilated (6-1¢J. For some reason adjectives with similar propswie not affected in the

same way (6-2):

(6-1) a. sterk~sterkt [steerk]~[stke — strong
b. skarp~skarpt [skp]~[skat] —sharp
C. varm~varmtdarm]~[vant] —warm

(6-2) a. harsk~harskt fjk]~[haSkt] — rancid
b. morsk~morskt [mik]~[mu/kt] — fierce

Even for a rule-based approach these data arddarglain because we would have to
stipulate which morpheme final /k/s or /p/s arestid. The process, however, makes sense

from a cross-linguistic point of view. Wilson (200dbserves that simplification of

%0 One possible exception may inéarct [in'fackt] ‘infarct’. As there is individual and dialectaériation with
respect to this, | assume that there are probalelgters who pronounce it an'fat].
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intervocalic clusters tends to delete the first rnemand not the second. For some mysterious

reason, this tendency fails to apply in (6-2).

6.1.1 An OT-CC analysis
As discussed in chapter 3.3.4.1 McCarthy's OT-C@{3 provides an approach to opacity

which incorporates the notion of gradualness innglhagical theory. If output candidates do
not solely consist of one form, but are chainsoofifs which reflect gradual harmonic
improvement, we are in a position to make referéagatermediate steps without formally
implementing an intermediate level. In OT-CC thieralso a special type of constrainks®
constraints, which favour certain precedence watatin the gradual changes in chains. Thus,
the intermediate level is located in the constreanking itself. Analyzing opacity in OT-CC
depends on the possibility of gradual improvemerdandidate chains. A valid chain is a
chain where the first member is a totally faithparse of the input and the following forms
are gradually improving harmony according to thestraint hierarchy of the language in
guestion. This means that in order to know thedvettiains of an input we need to know the

constraint hierarchy. In chapter 5 we arrived atftillowing constraint hierarchy:

(6-3) WSP >> Mhx-ap >> *] >> *Copa-r >> Max-r

For reasons of clarity | will look away from WSPdaty because they are not really relevant
in this context. There are, however, more condsamthis alternation. Kristoffersen
(2000:63) notes that Norwegian allows codas wito@sonants if they are of one specific
template: sonorant + s + obstruent. The clustepldications we see in (6-1) can thus be
seen as ways of bringing more or less ill-formedcttres in agreement with general
phonotactic principles. Nevertheless, we still fagaroblem because the data in (6-2) are not
in agreement with these phonotactic principlesyeicluster simplification is impossible. |
will assume that simplification effects arise agsult of constraints on prosody (e.g. degree
of complexity in syllable margins) and segmentatkmdness or faithfulness. More
specifically, the constraint *&rLexCopa (henceforth: *@wmpLex) (Kager 1999:97) which
prohibits complex codas is violated whenever yotehaore than one consonant in a coda.
However, | will rephrase the definition of the ctiamt because Norwegian generally allows

complex codas. What we need is a constraint milgeagainst complex codas that do not fit
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the general pattern sonorant + s + obstrudoteover, we need to include the coda structures

in (6-2) among the licit 3 cluster codas:

(6-4) *CompLEX — N0 CCl, if it does not conform to these two templates:

(i) sonorant + s + obstruent. (ii) obstruert+obstruent.

There are usually more ways to simplify illicit asdbecause there are more segments to
delete. A deletion process is two-faced, meaniagj\e can either understand it in terms of
markedness or in terms of faithfulness: (i) A segme deleted because it is more marked
than others or (ii) two segments are preservedendthird one is deleted because the
grammar is more faithful to the two first one. Ag input /stek-t/ is violating *CompLEX, we
should understand that process in terms of farlefssd. This may seem counterintuitive, but
recall that Norwegian generally does not deletersgts (except /r/), so M-k is ranked
fairly high in the hierarchy but, as we will see)Jdw Max(ap). /t/ is not deleted either so |
assume that k-t occupies the same stratum in the hierarchy askINow, if *CompLEx
also is undominated, we get a second chance toa@ntipe competing candidate and the
actual output candidate on how well they do forribet well-formedness requirement:

retroflexion. We arrive at the following constramerarchy:

(6-5) *CompLEX, Max(ap) >> Max-k, Max-t >> *Copa-r >> Max-r

With the input /sterk-t/ we get some of the follogichaind™:

(6-6) <steerkt> Faithful parse (looking away from e-lowwg.)
<steerkt, steekt> Becausedi@Lex >> Max-r
<steerkt, steert> BecausediwLex >> Max-k
<steerkt, steerk> BecausedwLex >> Max-t
<steerkt, steert, stse Because *GwvpLEx >> Max-k

and *@pa-r >> Max-r
<steerkt, steerk, staer> Becauseriflex >> Max-t

and *@wmpLex >> Max-k

3 We saw at the end of chapter 5 that e-loweringereadeleted rhotic recoverable so a chain likerksstzerk,
staek> would in principle be valid. | will abstraatay from this and assume that apicality prefetsetoealized
on consonants instead of vowels.
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Another interesting candidate chain is <steserktrkgtestaele> where apicality spreads through
the /k/ but this candidate chain is ill-formed besathe change from the first member to the
second member is not improving harmony. One ot#maidate chains, <steerkt, steertstee

is the one we want to win because the actual odigpnor is the final member here.

(6-7)
/stek-t/ *Complex Max(ap) Max-k Max-t *Coda-r Max-r

a stakt * * *

b staek *

C. Stag * *1 *

d stee * *| * *

e steer * *1

< f. step * *

In the tableau in (6-7) | have listed all the pbksbutput candidates we had in (6-6).
Candidate a) would under ‘normal’ circumstanceshigeoptimal and transparent one, but
because of the restrictions on phonotactics ong;atlencurs a violation of *GupLex. The
cluster has to be simplified and the other cand&lty various options. Candidate b) tries
deleting the rhotic but is doomed to failure beeaagicality needs to be preserved. Candidate
d) preserves apicality but fails because it deletesnuch. Candidate c) and e) and both have
one violation mark for deleting segments while ¢date f) has two. Fortunately, the second
violation mark is Mx-r so it is still the optimal candidate becausedidate c) and e) both
have a rhotic in their codas. Now, what about$k-t/ as input? There are in fact only two
possible chains. In (6-6), all chains except fer fdathful parse are initiated by harmonic
improvement governed by ®mpLex. But this constraint does not target the complasgter in
harskt

(6-8) <harskt> Faithful parse

< harskt, hafkt> Because *Gpa-r >> Max-T.

The hypothetical chain <dabskt, hafkt, haft, haft> is simply not possible because the three

final members do not improve harmony.
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(6-9) harsk-t/ *Complex = Max(ap) Max-k Max-t | *Coda-r| Max-r
a. facskt *1
=b. hykt *
c. laft %

There is simply no need to delete the /k/ beca@emdiex is satisfied. The cluster is allowed
according to the definition of *&@rLex in (6-4). Thus, retroflexion in this case will go
further than the transparent retroflexion in chepte

Speaking of transparency, both analyses in (63@)(6-9) have proved to be
transparent. One of the major components of OT-@€ Rec constraints which were
introduced for the sole purpose of capturing opateznations. However, my analysis of
opaque retroflexion in (6-7) turned out to be tparent. There was simply no need forradP
constraint to help us pick out the correct winres for (6-1c) with nasal assimilation, |
assume that it is possible to analyze it in sintg@ams with one important exception. It seems
to be the case that instead of deleting the ladaiaél, it is place assimilated. This is probably

due to stronger faithfulness to nasals than tosstop

6.1.2 Turbidity Theory
We saw in chapter 4.5 what a turbid analysis abfletxion looked like. As for the data in

(6-1) and (6-2), we need a different kind of maeyn There are non-coronals intervening
between the rhotic and the laminal and it is obsithat these do not get pronounced (except
in (6-1c)). There is one observation concerningddi@ that will be important for the analysis.
In (6-1) [apical] has to spread through a non-catevhereas in (6-2) it can spread to another
segment (the following /s/) without any obstaclesill interpret this as a need for [apical] to
spread so that it will force segments not to bexpumced. If there is an adjacent adequate
host, deletion does not take place (6-2). Thisgseds restricted t©-minimal. The data also
reveals another thing: nasals and plosives sedrahave differently. This can be interpreted
in two different ways: (i) We can assume that failiess to nasals is more important than
faithfulness to plosives, i.e. the nasal is prommaahbut the plosives are not. (ii) Both nasal
and plosive contexts display cases of place assionl to the following neuter —t (which
again is affected by the rhotic). In 6.1.1 | conldd that we were dealing with deletion of the
plosives, and | will assume the same for a turbiaysis. We already have constraints that

take care of retroflexion so what we need is cansts that will enforce retroflexion even
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when it is not really ‘possible’. In 6.1.1 this atraint was *@wvrLex and it had a very

specific interpretation. For a turbid analysis lulblike to propose a more specific constraint:

(6-10)  *l[-cor][+cons]/r_[+cor][-cont]

— do not pronounce [-coronal] consonants betweemd /t/.

This constraint (henceforthlk) may seem ad hoc and there are probably moramiegays
of formulating it, but it does the same job a#€Lex does in combination with M-k and
Max-t in the previous analysis. This constraint hasgandominated but we do not need to
make reference to various types ofMtonstraints as in 6.1.1 because *k is very specifi
about what should not be pronounced in which phagioél environments. The ranking

should be the same as in 6.1.1:

(6-11) * 1K, Parse(ap) >> *lr/coda >> kL (ap), Rrse(Rt)

In a tableau it looks like this:

(6-12) Jekt/ "1k Parse(ap)] ¥ /coda | Parse(R)|  Fill(ap)
[+ap] [dors] [-ap]
t ot |
ar kK " . .
[+ap] [dors]
P~
b. ¢ <k> t *| *
[+ap] [dors]
?
ec.<> <k> ok
[+ap] [dors] [-ap]
toot L
d. q‘> k *! * * *

In (6-12) both candidate a) and d) lose becausegr@ounce /k/ between /r/ and /t/, thus
violating the phonotactics of Norwegian. Candidatéails to parse two segments and
receives two violation marks for that but is dtié optimal candidate because candidate b)
pronounces an /r/ in coda position. There is anmattieresting candidate which | did not
include in the tableau: {k This candidate satisfies the demand for retxidie andit avoids
the problematic cluster by different means thanoiiemal candidate. Furthermore, it would

also have two violations marks of the same condtsai [Kk] and [] would be equally good.
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However, | will assume that this hypothetical catade is ill-formed for theoretical reasons. A
general assumption in Feature Geometry (Clemer@S)18 phonological theory which
operates with these association lines, is thas lofehe same category or on the same tier
cannot cross. In OT terms, this means that @ll not generate candidates with crossing
association lines. If [dorsal] were pronouncedandidate c) in (6-12), it would block the
pronunciation line spreading from the rhotic. Tlypdthetical candidate {kis therefore
theoretically impossible.

6.2 Extensionsof TT

We have so far discussed retroflexion in rhoticterts, meaning that the trigger for
retroflexion is a rhotic. In chapter 2.5.2 | alssadissed retroflexion in other types of contexts
and this included segments likédnd [/. Thus, it seems that not only rhotics are able to

cause retroflexion but als@ and [/. | start by analyzing/.

6.2.1 /sl/-clusters
Clusters of /sl/ behave in a way that needs exfitamd repeat the relevant data below:

(6-13) a. sla o] — hit
b. slange [lan:9] — snake
(6-14) a. Oslo [uflu]
b. stusslig [staf11] — empty, dismal

The data reveals that /s/ precedifigurns into a retroflex. It applies root-initialagnd

internally and also across some morpheme bound&iss // has an effect on both
preceding and following coronals, turning them irgtroflexes. What could the reason for
this be? Jahr (1985) discusses this problem andugsolutions to it. One solution is
phonetic and points at perceptual similarity. SifsZes a voiceless segment and /I/ is voiced,
there will be a transition between the two wherecame hear a voiceless lateral=>ls|l.
Perceptual similarity will cause a reinterpretatadrs] as/. Jahr also discusses a phonological
alternative and wonders why we do not see the sdiaege in front of n. His explanation for
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this is that | is phonologically stronger than manis strengthened by proximity to | but not
by proximity to the relatively weaker n.

| suggest instead that the data above can bezathilysing turbid representations.
Recall that Uffmann proposed that phonological @spntations should be strong. With this in
mind | will assume that segments do not projectdistinctive features. In 2.4.2 | stated that
[/, being the only lateral, was specified as batkejlal] and [apical]. Being the only lateral, it
seems that [apical] is redundant and thus not sacgso carrying both specifications would
be an instance of overspecification. The featupecfd] should follow from [lateral]. The data
in (6-13) and (6-14) crucially depend on the phogaal representation off because it is the
trigger of retroflexion in that context. The segméhprojects [apical] while /s/ does not; it is
underspecified for this feature and a default oileb® inserted for phonetic interpretation
unless the constraint ranking enforces anotheoonpAs for retroflexion in rhotic context,
[apical] has to be preserved in the output andlitattach to an adequate host if there is any
available. This is accompanied by deletion of tinatic. With // it is a little different because
it does not get deleted. What we are left withnsgpsy the need to spread an underlying (i.e.
projected) feature instead of inserting a new d¥ie.only need two constraints for this:
* | [+cons][+ap] and kL (ap). The first one reads ‘do not pronounce [+dpmansonants’
whereas the second one prohibits insertion of featteferring to apicality. f{+cons][+ap] is
motivated by the simple fact that apical consonérgsretroflexes) are cross-linguistically

rare. kL (ap) has to dominatelf+cons][+ap] in order to avoid insertion of featsire

(6-15)

Juslu/ Fill(@p) | *{[+cons][+ap]
[-ap] [+ap]
a. 11
s | *| *
[+ap
= b. /1
J 1 b

In (6-15) we can see exactly why Uffmann’s assuamstiabout the underlying
representations of /s/ anfd led to the wrong predictions. If /s/ already tdra specification

for [apical] then it would not be possible fgftb overwrite this. In that case, candidate a)
would win so the sound change is dependent orefsglunderspecified. One consequence of
the free-ride approach | discussed in chapterthaisall instances of retroflexes should be
seen as underlying clusters (the only exceptidii Because it always surfaces as a retroflex).

Consequently the segmefitiias to be a cluster or /rs/ underlyingly. Whes ¢bntextual
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change /g - [J1] has been established, what stops speakers frsitingoa different

underlying form than the one usually reflectedanwentional spelling? How do we actually
know that it is |/ that spreads [apical] to the preceding /s/ aricanaunderlying rhotic? The
answer is that we cannot know, but | assume thanveipeakers hear a surfafjethey will

posit underlying /rs/, due to the free-ride apphodthis means that the underlying form of
Oslo['uflu] which I assumed to be jug in the tableau in O is likely to get replacedhwi

/urqu/ because the connection betwegmand [|] gets lost as the change advances throughout
the lexicon. Lexical items with orthographic <skester will then be clusters of /rsl/

phonologically and hence subject to retroflexiomasknow it from chapter 5.

(6-16) Jurs{u/ Parse(ap] ¥r/Coda Fill(ap) Parse(r)

[+ap] [-ap] [+ap]
! l !

a. S | *| * *
[+ap] [+ap]
N !

b. ¢ [ 1 # *
[+ap]  [+ap]
& TN !
C. « [ 1

The turbid constraint versions of the classical@fmstraints that we used to analyze
retroflexion, successfully picks out the correatdidate in 0. The general pattern is still the
same: do not have rhotics in coda position butguuestheir apical feature (if possible). As
discussed in 2.5.2, this process does not appbsaavord boundaries but seems to be
restricted tan-minimal and we may now have an explanation foflite free-ride approach

will efficiently map all surfacef]]-clusters onto underlying Afsbut this can only apply within
o-minimal because we never see any alternations.tlfedhe process applies across word
boundaries there would be alternations and henceasmn to assume an underlying rhotic in

the structure.

(6-17)  spis litt [spi:s|it] — eatwr a little
*[spi:f lnt]

In (6-17), assuming that the pronunciation was:[$gd], we could have two possible
explanations: (i) ¢ clusters in general are subject to the procasstiaited in 0. (i) The

underlying representation contains a rhotic. Wevkitmat alternative (i) is not true because
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the process does not apply blindly. Alternativii§inot possible either because that would
change the underlying form epise[ 'spi:®] ‘eat /spise/ to /spirse/. The pronunciation & th
word however is'Bpi:®], not ['spiys], and this will work as a vaccine against positng
rhotic in the underlying structure. Thus, it sedghet the sound changd//$ [[|] combined
with the free-ride approach, restricts the chaonge-ininimal. There is, however,
sociolinguistic variation with respect to this drglispect that [pronounced ad]] where
you do see alternations (eRussland 'ruf:lan:] ‘Russia’ versusussisk['rasisk]) is more
stigmatized than cases where positing a rhotibenuinderlying structure does not cause
alternations.

Another consequence of this approach is tharde®us to change the underlying
form of words that start withf]. The underlying form of a word likeki [[i:] ‘ski’ must be
Irsi/. This raises a couple of questions. If thdarnying representation is /rsi/ then it will not
be subject to *Coda-r (orlt /Coda) and the predicted output would = [runless there is
some higher constraint ruling those candidategmsgsibly *r- no syllabic rhotic or a
phonotactic constraint). If not, we are forced ¢sip/[/ as an underlying segment in
Norwegian just because there are words that strt[f}. | will assume that there are
phonotactic restrictions in Norwegian that makdase forms like [si:] impossible.
Combined with strong faithfulness to apicality dskl the output form is forced to bg].

This means that the initial retroflexessiki [fi:] andsla [[o:] may have different underlying
representationsskiis /rsi/ underlyingly whileslais /rqo/ or /4o/ underlyingly. Another more
trivial but related point is spelling conventioi®rp (2007:91-92) suggests that we might as

well spell [fi:] asrsi.

Having /r/ in onset positions in Norwegian is usgiabt a problem but it is in onset position
we see the dualistic nature of /r/. Underlyingriréoda position is a trigger for retroflexion,

but in an onset position, if preceded by anotheoral segment, it will undergo retroflexion.
(6-18)  nummer tre [nunm’t1e:] — number three

This change is unexpected because whatever /ddpshould not affect following /r/s.

Uffmann (2007) suggests that the explanation neinlihe fact that there used to be two

series of non-laminal stops: alveolars and retxefie He proposes that there are in fact two

different featuresfiposterior] and{distributed], whereddistributed] is dependent on
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[+posterior] so they spread together. When /r/ sprégpbsterior}? across an entire cluster,
there is only room for one specification afljstributed] because it is a dependency feature.
He further assumes that [-continuant] segments fedgn/) are [-distributed] by default while
the opposite holds for [+continuant] segments (). Crucially, [+continuant] segments
can change their specification for [distributed]ill-continuant] segments can not. In a
spreading process where /r/ becomes the targeiodher /r/, it will be forced to be
[-distributed] because there will be interveningpjptinuant] segments intervening in such a
process. [-continuant] segments were after allrassinot to be able to be [+distributed].
Segments that are [-distributed] and [+postericg]ratroflexes in Uffmann’s analysis and a

rhotic with these feature specifications will bepounced as].

6.2.2 /fl as a trigger for retroflexion?
There are also cases whelflestems to cause retroflexion of preceding andvioig

segments:
(6-19) a. lunsj [an]] — lunch
b. kanskje Tkan:Js] — perhaps
C. lunsj som|n/ fom:] — lunch which/that

The data also reveals that retroflexion also ap@®oss word boundaries (6-19c). (6-19a) is
of particular interest because it is a loanwordnfienglish where the nasal is definitely not a
retroflex. Yet in Norwegian, the input alveolar imichanged to retroflex] in front of [f].

Does this mean thaf][causes retroflexion just like rhotics do? In thecussion about /sl/
clusters | stated that surfadgé $hould be mapped onto underlying /rs/ so the oafé-19)
should be no exception to that. The underlying fofiunsjwould then belgnrs/. This form

is problematic because it only allows /s/ to beofédxes and not /n/. This is not in accordance
with the facts because we know that /n/ also i®fleixed in this context but the input (at least
not the original English one) does not containaidat all. The same is true for (6-19b)
which is a lexicalized compound kén[kan:] ‘can, may’ andkje[fe:] ‘happen’. We have
argued so far thaf][is /rs/ underlyingly, but this only gives usufirse/ as the underlying

form. How does the /n/ get retroflexed? | will as®uthat what we have here is not about

what is in the underlying form to start with, bathrer a case of biased perception. Even

32 Note that | use [apical] instead of [posteriorhiy analysis.
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though the original input fdunsj (the English pronunciation of the word) contaissign of

a rhotic, speakers of Norwegian will think they heae. It is well-documented that your
native language will affect the perception of limdic structures from another language
(Johnson 2003:74-77). Contrasts in another langudlgjeot be perceived by Norwegians if
the same contrast does not exist in Norwegian. EHgian has no voiced fricatives for
instance, which makes it hard for a speaker of Ngran to perceive [z] and][ A speaker

will of course hear it, but assigns no linguistieaning to voicing in fricatives. Speakers also
tend to adapt loanwords to the phonology of thative language so that alien linguistic
structures are avoided. The strong tendency fomidgian clusters of coronals to agree in
their place of articulation makes speakers of Ngjiese perceive the English pronunciation of
the word ‘lunch’ as|pn/]. Theythink they hear two apical sounds and will posit an

underlying form where a rhotic precedes the nasalthe fricative, |arns/.

(6-20)

/l@cns/ Parse(ap) | *!lr/Coda Fill(ap) Parse(Rt)
[+ap] [-ap]
! N

a.r n s *l

[+ap] [-ap]

I
b. r n s

[+ap]

A
FC. <>n [
[+ap] [-ap]
TN
d.<> n s

*| *

In (6-20) both candidate a) and b) fail to satisfy /Coda and get a fatal violation mark for
that. A more interesting candidate is candidatevti)ch succeeds in deleting the rhotic from
coda position while keeping [apical] at the sameeti Both candidate c) and d) incur a
violation of Parse(Rt) because they delete the rhotic, but candidpéventually loses out
because it inserts an extra feature in the outpileve) spreads one that is already part of the

underlying representation. Thus, candidate c)esoptimal candidate.
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6.3 Summary

In this chapter | had a closer look at opaque fletxaon and my analyses revealed a few
interesting properties. Opacity effects seem t® aisd fall , depending on the analysis you
choose. My analysis of Turkish in chapter 3 resliitean opaque OT-CC analysis and a
transparent TT analysis. In this chapter, | gotdpposite result: the data | analyzed got a
transparent analysis in OT-CC while the TT analyss opaque. | also had a look at other
types of retroflexion and showed that underspetifon effects could account for a recent
sound change in Norwegian,-3! fl. Finally, | discussed other possible sources of
retroflexion apart from rhotics. The laterlgeems to be able to spread [apicality] on its own
to /s/ but the apparent ability gf to spread retroflexion is probably due to an ulyiteg

rhotic.
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7 Conclusion

The goal of this thesis was to provide an Optingalihteoretic analysis of retroflexion in
Norwegian. One of the central tenets of Optimaliteory is universality: the set of
constraints is universal and finite. Consequerltlg,number of possible permutations of
constraints in a hierarchy is also finite. The idethat all the possible rankings of constraints
will reflect possible grammars of human languageh lattested and non-attested. At the same
time, logically possible grammars that are congdempossible grammars for human
language will not be derivable from any rankingohstraints. The result is a theory of
grammar that clearly defines the space of posgitalmmars for human language, making
specific claims and predictions about what exists@hat does not exist. In light of this, |
want to discuss my findings in this thesis anduhwersal side of retroflexion (7.1). | then
move on to discuss what my analysis means forttassof opacity in phonological theory
(7.2) before | finish this chapter and this thesith a few final remarks (7.3).

7.1 Is retroflexion universal?

In this thesis | have studied one of the phenontieaitthave been in the centre of attention in
Norwegian linguistics: retroflexion. | had a lookpmssible historical origins of retroflexion
but | remained agnostic as to the exact detaithisf However, it seems that development of
retroflexes in Norwegian is tightly connected te #'mergence of the so-called thick/l The
distribution of {/ only covers a sub-area of the general Scandinaeiaoflexion area so too
tight a connection betweeyl does not tell the whole story. Retroflexion isamdhi
phenomenon that arises in root contexts and aanoggheme and word boundaries. More
specifically, a rhotic preceding a laminal consdraauses change of articulation for the
laminal to apical, which further leads to subsequieetion of the rhotic. One of the
discussions concerning retroflexes in Norwegiaaoigut their phonological status. Should
they be ascribed contrastive status or are theglypphonetic effects due to specific prosodic
(and/or articulatory) requirements? This thesigibdhe latter view to be true, thus reducing
the contrastive sound inventory of Norwegian. Thly @xception to this is the retroflex
lateral |/ which has to be assigned underlying status byeviof (i) being the only lateral. (ii)

being able to spread phonological features. Hssfhct is important to phonological theory
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in general because it raises issues concerningréegpecification. Feature Theory usually
assumes minimal specification, meaning that segsremet minimally specified, i.e. they
contain no redundant information in the phonololgstaucture. The phonological behaviour

of /|/ suggests that the standard assumption of mirspedification is wrong and may lead to
false predictions. Even though minimal specificatt@ems to be the standard rule, we should
not formulate the assumptions and premises on wh&hase a theory of grammar, in such a
way that we exclude the possibility for redundgrecfication.

OT is meant to be a theory of grammar which rédlemiversality. This means that we
should not analyze language in isolation but keepye on cross-linguistic variation at the
same time. Retroflexion in rhotic context is a @sxthat, to my knowledge, is restricted to
Norwegian and Swedish. | am not sure what kindroperties that Swedish retroflexion
displays, but | suspect that one can analyzesinmlar terms. Retroflexion then is a very
limited phenomenon so the universality aspect séerdsappear. How can we talk about the
universality of retroflexion when there are at mastandful of languages where it is found?
Still, retroflexion is indeed a reflection of unigal properties in language. There is a general
tendency in language to assimilate clusters of @oasts. One of the most common one is
probably nasal place assimilation, in which a nasalmilates to the following consonant. In
English for instance, the wotzhnkis pronounced with a velar nasg] pecause it assimilates
to the following [k]. Other examples afen]possible i[n]tolerant, i[ yjcomeetc. English
even displays voicing assimilation between a rawtHobstruent consonant in a verb and the
following past tense suffixpack]t], live[d] etc. Assimilation processes are found in every
language. My discussions about retroflexion in Neg&n have revealed that input apicality
has to be preserved in the output but it will keired on every targetable segmentin a
cluster. Even though retroflexion of this typeaser from a cross-linguistic perspective, the
general process is the same. Thus, it turns outNbavegian retroflexion is reduced to a rare,

but trivial sub-case of place assimilation betweeronal consonants.

7.2 Opacity

Opacity refers to the fact that some generalizateme not surface true. The effects of one
phonological process may obscure the effects ah@nso they look like exceptions. The
current debate is circling around exactly this pashould opacity effects be dismissed as

exceptions, or should we try to make a theory ahgnar which will predict and explain
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opacity effects as part of the synchronic (and petisle) grammar? Even though answering
this question was not formulated as a goal, my @xaton and analysis of retroflexion led
me to a point where | had to discuss these isgemologists who argue against the
existence of opacity, use arguments based on tduptivity of opacity, or rather lack of
productivity. They argue instead that opacity éeshould be seen as accidents of history
and that some opaque analyses are simply too aebgirhe true. McCarthy (2007:13)
mentions one example of this from SPE, whawt//> [1qjt] ‘right’. It also turns out that
many earlier opaque analyses can be changed amsp@arent analyses by changing basic
assumptions about factors such as the underlyimmg, foontrastive segments etc but also by
making reference to morphology and supra-segmeotakins such as prosody. Phonologists
who argue in favour of opacity, point to languagé®re opaque alternations are
synchronically active (McCarthy 2007:12). | do mash to argue in favour of either of these,
but | merely note that my analysis of Norwegianaparetroflexion (and the short Turkish
introductory case in chapter 3) suggests that opecnot necessarily opacity. What looks
opaque may receive both an opaque and a transEanaysis.

7.3 Final remarks

OT has proved to be able to handle retroflexioNanwegian but there are still a few
remaining points. There are a few exceptions toflekion which involves geminate /r/ in
words likenarren[nar.n] ‘the fool’ andbisart [br. sart] ‘bizarreneuter. It should be possible

to incorporate this in the analysis but | leave thafuture research. Another open issue is the
optional retroflexion across word boundaries afghrases. More work should be done on
this in order to find out if there are phonologitattors which govern this optionality or if it

is governed purely by sociolinguistic factors.
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