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Abstract

Analysis of biological nanoparticles in medical sciences is very promising, as it can reveal groundbreaking information about disease mechanisms, potentially leading to innovative and more effective treatment strategies. The existing methods used for analyzing biological nanoparticles come with several limitations, involving extensive sample preparation, and giving limited information about the nanoparticles. Optical tweezers combined with Raman spectroscopy is an analytical technique that has opened new possibilities for chemical analysis of biological nanoparticles. Currently used Raman optical tweezers are restricted to capturing Raman spectra from a single or a few nanoparticles and a large number of measurements are necessary to obtain valid statistics, giving low throughput analysis. Thus, development of new techniques is necessary for high-throughput chemical analysis of biological nanoparticles.

The presented thesis uses numerical simulation to investigate two types of dielectric nanostructures for on-chip optical trapping and Raman spectroscopy. The aim is to find a suitable structure for high throughput analysis of multiple extracellular vesicles (EVs), a type of biological nanoparticle released from various cells. The technique relies on using the near-visible laser to trap and excite Raman scattering from the EVs. First, a low-quality factor optical nanoantenna is investigated to find the most suitable material for optical trapping of EVs. The design parameters of the nanoantennas are optimized for maximum field enhancement. The optimized designs are then used for investigating optical trapping of various nanoparticles. The temperature increase around nanoantennas with absorbing dielectric materials and corresponding thermally induced flow are also presented. The nanoantennas can be used to trap quantum dots (QDs) and polystyrene (PS) beads up to a 40 nm diameter but are not found suitable for the trapping of EVs. Then, a silicon nitride (Si$_3$N$_4$) metasurface with tilted bars is numerically investigated, which supports a high-quality factor quasi-bound state in the continuum (quasi-BIC). The field enhancement is very high at the quasi-BIC resonance. It gives a significant Raman enhancement at the excitation wavelength and can be used to trap EVs with a modest input power but the size of the EVs is limited to 70 nm in diameter. The influence of trapped EVs on the quasi-BIC and trapping potential is studied. Finally, a metasurface design is presented, which consists of two parallel bars and a cylindrical disk. This gives a larger tip-to-tip gap, which can be used to trap EVs with a diameter up to 200 nm. The influence of the ellipticity of the bars on fabrication tolerances is explored and found to decrease for lower ellipticity, i.e., more circular, bars.
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CHAPTER 1

Introduction

1.1 Why optical trapping combined with Raman spectroscopy?

Optical trapping has revolutionized the study of biological systems and has led to breakthroughs in fields such as cell biology and biophysics [1]. Optical trapping, also known as optical tweezers, is a technique that uses a focused laser beam to trap and manipulate small particles in three dimensions. Arthur Ashkin was awarded the Nobel Prize in 2018 for his groundbreaking invention of optical tweezers. This technique enables the holding and moving of microscopic objects, such as cells [2] and bacteria [3], with great accuracy and precision, allowing for experiments to be performed that would otherwise be impossible. Raman spectroscopy, on the other hand, is a powerful analytical technique that provides chemical composition and molecular structure of a sample by analyzing the scattered light. This technique is based on the Raman effect, a phenomenon in which the incident light is scattered by a molecule, resulting in a change in frequency and energy [4]. C.V. Raman was awarded the Nobel Prize in Physics in 1930 for the discovery of the Raman effect.

In recent years, there has been growing interest in combining optical trapping with Raman spectroscopy [5-7] to analyze functional cells and individual biological particles and gain deeper insights into their molecular structures and subcellular constituents. Raman spectroscopy is a non-destructive technique that does not require any labeling of the sample to be studied. However, Raman scattering is weak. Thus, the signal must be acquired for a period (e.g., seconds to minutes) and the particle should preferably be separated from any objects giving a Raman background. Optical trapping allows for the manipulation and immobilization of microscopic particles without direct physical contact. Thus, combining the two methods
enables label-free analysis of the sample, which make them ideal for observing live cells and other biological particles [2, 8]. Another advantage of this combined approach is that it requires minimal sample preparation, needing only the separation and cleaning of particles to be analyzed.

Raman spectroscopy typically acquires multiple Raman spectra from a sample and averages them to improve the signal-to-noise ratio (SNR) [9]. This is particularly useful when dealing with weak Raman signals. Averaging spectra collected from various spatial locations on the sample results in a spectrum that represents the average properties of the sample across those locations. This may lead to a loss of spatial information, particularly in samples with heterogeneous compositions. Besides, a sample may contain different molecules with similar vibrational frequencies that makes it challenging to distinguish them in the acquired spectra. By combining optical trapping with Raman spectroscopy, individual particles can be trapped, enabling the acquisition of Raman spectra from a single entity. As a result, the acquired spectra provide detailed information about the specific particle being analyzed, rather than averaging the properties across multiple particles.

An on-chip approach, using planar structures can offer a compact and multifunctional trapping system integrated on a single chip [10]. This chip can contain multiple trapping locations, allowing for the trapping of individual particles, while simultaneously collecting Raman scattering from each location. The process can be made continuous by automating the chip with microfluidics. The microfluidic devices can be designed with multiple chambers, each capable of manipulating particles for a designated trapping location. Some methods have been investigated for parallel trapping and Raman spectroscopy of multiple particles simultaneously [11, 12] and this thesis will study novel on-chip approaches for this.

1.2 Project setting and aims of the Thesis

This thesis is part of a Research Council of Norway (RCN) funded project, “On-chip Raman-spectroscopy of extracellular vesicles” which aims to develop high throughput methods for chemical analysis of extracellular vesicles (EVs). The main focus of the project is to use optical waveguides to trap multiple EVs simultaneously and collect Raman spectra from them. However, dielectric nanoantennas and metasurfaces are studied in this thesis instead of optical waveguides. They are considered as possible alternatives to optical waveguides to trap and combine with Raman spectroscopy for analyzing single or multiple nanoparticles at the near-visible wavelength of 785 nm.
The integration of Raman spectroscopy with optical trapping using nanoantennas and metasurfaces can make it possible to investigate smaller objects. This is particularly of interest for the analysis of biological nanoparticles. Trapping of biological nanoparticles is challenging using conventional optical tweezers as the focal spot is diffraction limited. The primary goal of this thesis is to investigate suitable methods for trapping and Raman spectroscopy of multiple nanoparticles in parallel, aiming for high-throughput analysis of nanoparticles using a single excitation wavelength. A near-visible wavelength of 785 nm is considered, as it is most commonly used for Raman spectroscopy. The idea is to achieve multiple field-enhancement zones, or 'hotspots,' where a single nanoparticle is optically trapped at each hotspot, and Raman scattering is excited. Focus is given on dielectric materials because of limitations with surface-enhanced Raman scattering (SERS). The main issue with SERS arises from the variability of surface enhancements at different locations in the substrate. This is due to the strong dependence of the SERS signal on the location of a particle relative to the substrate, leading to an overall SERS spectrum that may appear distorted and often challenging to interpret. An additional goal is to investigate dielectric nanostructures capable of minimizing Joule heating at 785 nm.

Numerical simulations of two distinct types of dielectric nanostructures are performed using COMSOL Multiphysics. The first nanostructure is a low-Q (quality factor) resonant nanoantenna. The field enhancement in the nanoantenna gap is relatively low, but it gives enhancement of signal both at the excitation wavelength of 785 nm and at the Raman emission wavelengths. The second nanostructure involves a dielectric resonant metasurface that supports a high-Q quasi-bound state in the continuum (quasi-BIC) resonance at 785 nm. The metasurface can give very high field enhancement at the excitation wavelength but there is no enhancement at the emission wavelengths. The metasurface has been fabricated and an experimental setup established for its characterization. Reflectance measurements to observe resonances in the metasurface are currently in progress.

1.3 Organization of the Thesis and the publications

Chapter 2 gives a brief overview of existing methods for investigating biological particles. Chapter 3 presents the fundamentals of optical forces and Raman scattering. A brief description of the finite element method (FEM) which is used by COMSOL Multiphysics is included. Chapter 4 focuses on nanoantennas, with the theoretical background of near-field enhancement, Joule heating, heat-induced flow, and Raman enhancement. The key findings of Paper I and II are also discussed in this chapter. In Chapter 5, the physics behind quasi-BICs is presented,
along with a discussion of the main results found in Paper III and IV. This chapter also includes some scanning electron microscope (SEM) images of the fabricated samples, and the experimental setup for measuring the reflectance from the metasurface is presented. Chapter 6 summarizes the main results presented in this thesis and provides recommendations for future research. At the end of the thesis, three published articles and an article under review are included.

Paper I is a topical review article focusing on dielectric nanoantennas. It covers the properties and performance characteristics of nanoantennas, provides an overview of recent developments in the field, and highlights some selected applications. Paper II studies different dielectric materials for a bowtie nanoantenna to minimize Joule heating at 785 nm. This paper also presents optimization results of the bowtie configuration for maximum field enhancement. The bowtie nanoantenna is proposed for optical trapping and Raman spectroscopy of individual nanospheres (diameter of 15-40 nm). Paper III includes simulation results for a Si$_3$N$_4$ quasi-BIC metasurface to trap multiple EVs (diameter of 30-70 nm) simultaneously at 785 nm using low input intensity. The unit cell of this metasurface consists of two tilted elliptical bars. The interplay between the quasi-BIC and the trapped nanoparticles is studied and its influence on the trapping performance is investigated. Paper IV investigates a modified design of the Si$_3$N$_4$ quasi-BIC metasurface with two parallel elliptical bars and a cylindrical disk. The design parameters of the metasurface are optimized to maximize the fabrication tolerances and to trap EVs with a diameter up to 200 nm.
CHAPTER 2

Methods for analysis of biological particles

2.1 Biological particles and why analyze them?

Biological particles can exhibit some of the properties of life, such as growth, reproduction, metabolism, and response to stimuli, and are composed of one or more molecules or macromolecules [13]. Examples of biological particles include viruses, bacteria, extracellular vesicles (EVs), liposomes, cells, and protein aggregates [14, 15]. Analyzing the properties and functions of these particles are important as they can provide information about fundamental cellular activities such as cell signaling, metabolism, and gene regulation. This may help to better understand the root causes of many diseases and to develop more effective treatments. For example, there has been considerable interest in the chemical analysis of EVs [16-18], the topic of the RCN project, which this thesis is part of. EVs are bilayer membrane vesicles released from various cells, which are known to play a crucial role in intercellular communication by exchange of proteins, lipids, and genetic material between cells [19]. It has been shown that increased plasma levels of EVs is linked to several diseases, such as atherosclerosis, diabetes, cancer, arterial cardiovascular diseases, and venous thromboembolism (VTE) [20]. The majority of clinical VTE events cannot be adequately predicted based on the current knowledge of pathogenesis and risk factors. Therefore, identification of new risk factors is necessary that can assist in delivering targeted treatment to reduce VTE incidents. Moreover, microorganisms and pathogenic bacteria also release EVs, which can play an important role in antibiotic treatment [21] and infection process [22]. EVs are heterogeneous in nature and analyzing a limited number of them may hide their important features. Therefore, mass-screening of EVs is necessary to gain new knowledge about causes
and states of diseases, which may ultimately lead to development of more effective treatments and prevention strategies for diseases.

2.2 Methods for analysis of biological particles

Currently there are several methods used to analyze biological particles such as measurement of size distribution [23], transmission electron microscopy [24], flow cytometry [25], and fluorescence microscopy [26, 27], in addition to chemical/biological methods [28]. A brief overview of each method, along with their respective advantages and disadvantages, is presented in this section. While these methods are relevant for studying biological particles, they are not used in this thesis.

2.2.1 Size distribution

Measurement of size distribution is a technique widely used to study various biological particles such as proteins, virus-like particles, vesicles, and cells in a liquid suspension [29]. Nanoparticle tracking, dynamic light scattering, and laser diffraction are commonly used terms and approaches for measuring the size distribution using commercial instruments. All these approaches rely on directing a laser beam onto a sample containing particles and measuring light scattered from them. The fluctuation of the scattered light provides information about the size distribution of the particles. An example of size distribution measurement of biological particles by nanoparticle tracking analysis is shown in figure 2.1. The data collected show size distribution of liposomes (figure 2.1(a)) and EVs derived from human urine (figure 2.1(b)) [14]. Measurement of size distribution is a fast method, which can determine size distribution of particles within a low sample volume and allows high-throughput analysis. This method is, according to [30], suitable for particles with size ranging from sub-nanometer to several micrometers. However, this seems optimistic, as particles with diameter 50 nm, 100 nm, and 200 nm are hardly separated in figure 2.1(a). Also, the presence of large particles in the sample can dominate the scattered light signal, making it difficult to accurately measure small particles. The technique is not efficient for size measurement of non-spherical particles. Furthermore, they do not provide information about chemical composition of particles.
Figure 2.1: Size distribution of biological particles measured from (a) liposomes of various sizes and (b) EVs from human urine with different sizes using nanoparticle tracking analysis with NanoSight LM10 apparatus (Malvern Panalytical, UK). Reproduced from ref. [14].

2.2.2 Transmission electron microscopy

Transmission electron microscopy (TEM) is an imaging technique that utilizes a beam of electrons to create a highly magnified image of cells, viruses, proteins, and other biological particles. This method can provide high-resolution images of the particles, revealing their size and shape at the nanometer scale [31]. TEM images of 100 nm and 50 nm size liposomes, and various sizes of EVs from human urine are shown in figure 2.2 [14]. This method can be combined with other analytical techniques such as energy-dispersive X-ray spectroscopy (EDS) to determine chemical composition of the particles.

There are a number of limitations of TEM. It requires a thin sample (typically less than 100 nm) to ensure electron transmission, which can be time-consuming to prepare. Due to the small field of view of TEM, only a small portion of the sample can be observed at a time, which gives low throughput. Moreover, a biological sample may be damaged due to the interaction with the electron beam. Furthermore, samples must be completely dry and fixed with chemicals before being placed into the microscope, which can cause changes or artifacts when studying biological samples.
Figure 2.2: TEM images of (a) 100 nm and (b) 50 nm liposomes, and (c) various sizes exosomes from human urine. Reproduced from ref. [14].

2.2.3 Flow cytometry

Flow cytometry is a powerful technique for analyzing and quantifying the physical and chemical properties of cells or particles in a fluid suspension. Particles are suspended in a fluid stream and typically passed one-by-one through a laser beam. As the cells interact with the laser, they scatter light and emit fluorescence if they are labeled with fluorescent markers. The scattered light and fluorescence emission provide information about the size, shape, and characteristics of the particles [32]. By labeling the cells with fluorescent antibodies or dyes that bind to specific molecules, flow cytometry can be used to measure the expression of surface markers, intracellular proteins, and other molecules within the cells. Figure 2.3(a) shows differentiation of various subpopulations of human blood, which was obtained using a commercial flow cytometer (Beckman Coulter FC500) [33]. Figure 2.3(b) shows the number of CD4+ cell count in human blood. The blood cells are stained with monoclonal Alexa Fluor 488-labeled anti-human CD4 antibody to count the CD4+ cells using the Beckman Coulter FC500 flow cytometer [33].

Flow cytometry can analyze thousands of particles per second, making it suitable for high-throughput analysis of particles. Flow cytometry requires fluorescent labeling, which can be challenging for nanoparticles and provide information about only one or few chemical compounds present in the particle. Moreover, this technique is primarily designed for analyzing particles in suspension, and adherent cells often require extra steps to be detached and processed before analysis.
Figure 2.3: (a) Identification of different subpopulations of human blood using a commercial Beckman Coulter FC500 flow cytometer. Percentages of granulocytes (Gr), monocytes (M), and lymphocytes (Ly) are shown in forward versus side scatter plot. (b) CD4+ cell count in human blood using the Beckman Coulter FC500 flow cytometer. Reproduced from ref. [33].

2.2.4 Fluorescence microscopy

 Fluorescence microscopy is an optical imaging technique that utilizes the properties of fluorescence to visualize specific structures or molecules within cells, or other biological particles [34]. It involves the use of fluorophores, which are molecules that can absorb light at a specific wavelength and emit light at a longer wavelength. The sample is labeled with fluorophores, either directly or through the use of fluorescent antibodies or other binding molecules. When illuminated with the appropriate excitation light, the fluorophores emit light, which is detected and imaged by the microscope. For instance, figure 2.4 shows characterization of red blood cells labeled with different fluorescent dyes [35]. Fluorescence microscopy allows for the specific visualization of target molecules by using fluorophore-labeled probes or simultaneous visualization of multiple targets by using different fluorophores with non-overlapping emission spectra.

 Fluorescence microscopy has several limitations. It requires labelling of samples with fluorophores that can be time-consuming and may alter the biological properties of the sample, as for flow cytometry. Moreover, poor sample preparation in fluorescence microscopy can lead to high background noise, poor signal-to-noise ratio, and loss of important cellular structures. Furthermore, fluorescent dyes used in these techniques can be damaged by the excitation light, leading to photobleaching of the fluorescence signal over time. Fluorescence microscopy has a
medium throughput, which is higher than that of TEM, but lower than flow cytometry and size measurement techniques.

Figure 2.4: Fluorescence microscopy images of (a, b) red blood cells labeled with theta-D4-mCherry and borondipyrromethene-sphingomyelin, respectively and (c) platelets labeled with DilC18. Reproduced from ref. [35].

2.2.5 Raman spectroscopy and surface-enhanced Raman spectroscopy

Recently, Raman spectroscopy has emerged as a useful technique for analyzing biological specimens such as blood cells [36], EVs [18], and tumor cells [37]. One of the key advantages of Raman spectroscopy over the above-mentioned methods is that it can provide detailed information about the chemical composition of particles without any labeling of the sample. The method can analyze live cells without altering their natural state, as opposed to TEM. The intensity of the Raman scattering signal is extremely weak, typically several orders of magnitude weaker than the incident laser light used to excite the sample. Surface-enhanced Raman spectroscopy (SERS) is a technique that can amplify Raman scattering by placing a sample onto a roughened metallic surface, where the local electromagnetic field is strongly enhanced due to the excitation of surface plasmon resonances [38]. This results in a large increase in the Raman scattering cross-section, allowing for the detection of very small amounts of the sample molecule. The interest in SERS for the analysis of biomolecules and nanosized bioparticles is large and substantial efforts have been made to achieve a giant SERS enhancement, making it possible to detect single molecules [39]. Among the various applications of SERS are characterization of antibiotic resistance [40] and pathogenic bacteria [41]. The main limiting factor of SERS is that SERS signals can be highly variable, depending on the properties of the metal substrate, distance between the molecule and the SERS substrate, and the adsorption sites of the analyte molecules [42]. This leads to a fragmented, distorted, and often difficult-to-interpret SERS vibrational spectrum. Only molecules attached to or
incorporated into the particle’s membrane can be detected and analyzed due to the short range of the field enhancement. Moreover, SERS requires a clean and well-defined metal surface to obtain reliable signals. Any contamination or surface modification can affect the SERS signals, making it difficult to obtain reproducible and quantitative data.

2.2.6 Raman tweezers microspectroscopy

![Figure 2.5](image)

(a) Average Raman spectra of RBC with different ethanol concentrations. Images of trapped RBC suspended in different ethanol concentrations are shown in the inset. (b) Difference spectra obtained for three ethanol concentrations relative to 0% ethanol. Reproduced from ref. [7].

Optical trapping combined with Raman spectroscopy, known as Raman tweezers microspectroscopy, is a non-contact and label-free technique that combines Raman spectroscopy with optical tweezers to study individual particles. The main idea of this technique is to use the same laser beam for optical trapping of particles and exciting Raman scattering from them. Raman tweezers microspectroscopy using a single laser beam has been reported to characterize different solids [43–45] and biological particles [6, 7, 14, 46, 47]. A recent work has shown that it can distinguish alcohol-treated cells and healthy cells [7], as reproduced here in figure 2.5(a). The Raman spectra of cells treated with ethanol are noticeably distinct from those of healthy cells, as demonstrated by the difference spectra for three concentrations of ethanol shown in figure 2.5(b). In other articles, the biomolecular composition of trapped EVs has been investigated using Raman tweezers microspectroscopy [14, 17, 47]. In addition to studies using a single laser, some have used one wavelength for trapping and a different wavelength for Raman excitation [5, 48]. Furthermore, counter-propagating beams have been used to trap solid and biological particles [49-51]. On-chip approaches for optical trapping and
Raman spectroscopy of microparticles were also demonstrated using optical waveguides [10, 52, 53]. As Raman tweezers microspectroscopy relies on measuring average Raman spectra of a small number of particles, the process must be repeated to accumulate sufficient data for statistical analysis. This technique thus provides low throughput as it allows the analysis of only a single particle or a few particles at the same time. Raman tweezers microspectroscopy is primarily used in research, but it has potential for application in a variety of industries, such as pharmaceuticals, biotechnology, environmental science, and materials science.

2.3 Motivation for new methods

This thesis focuses on exploring new methods for analyzing chemical compositions of biological nanoparticles such as extracellular vesicles (EVs). The analysis performed with current techniques provides only limited information about the size, and the chemical compositions of nanoparticles. Besides, some methods require complex sample preparation, potentially altering the physical and chemical properties of the biological nanoparticles. Similarly, a method that only captures Raman spectra from one nanoparticle or a few nanoparticles at the same time requires a large number of measurements to obtain reliable statistics. This results in low throughput analysis of the nanoparticles. Therefore, the development of new techniques is crucial to obtain high throughput by analyzing multiple nanoparticles in parallel. Optical trapping combined with Raman spectroscopy, using dielectric nanoantennas or quasi-BIC metasurfaces, is as a promising approach, as it offers several advantages over conventional techniques. These nanostructures provide multiple trapping hotspots, where a single nanoparticle can be trapped at each hotspot, thus enabling high-throughput analysis of the nanoparticles. The nanostructures are fabricated on a single chip and can be integrated with microfluidics for automating the analysis system.
CHAPTER 3

Fundamental concepts

In this chapter, the fundamental concepts used throughout the thesis are presented. First, the origin of optical forces acting on a particle is introduced. Two different scenarios are considered: forces in the dipole approximation and beyond the dipole approximation. An introduction to the Maxwell stress tensor (MST) is given, as it is used to compute optical forces for the works presented. The fundamental physics of Raman scattering and its application to Raman spectroscopy is presented. Finally, a brief overview of the finite element method (FEM) is given, which is used to perform simulations of nanostructures using COMSOL Multiphysics.

3.1 Optical trapping and forces on a particle

Light (photons) carries both linear and angular momentum, which produces optical forces and torques on objects through momentum transfer. The ability of light to exert optical forces was reported in 1901, while the trapping of micrometer-sized particles using a laser was first demonstrated by A. Ashkin in 1970 [54]. It was demonstrated that a single, tightly focused laser beam, now known as optical tweezers, can trap microscopic particles near the focal point of the laser beam. The basic experimental setup for optical tweezers is straightforward: a single continuous wave (CW) laser beam is directed into an optical microscope and focused by a high numerical aperture (NA) objective lens to create a diffraction-limited spot, where a particle becomes trapped. Since the first demonstration of optical tweezers, they have been used to capture and handle diverse small objects, spanning from dielectric and metallic particles to atoms, molecules, viruses, and living cells. The research literature on optical tweezers is extensive and some review papers can be found in [55-60].

Upon interacting with a light beam, an object experiences momentum and forces exerted by the light. Depending on the size of the trapped object relative to the incident wavelength, these
forces can be described in several ways. In the following, the dipole approximation and the rigorous Maxwell stress tensor are described.

**Figure 3.1:** (a) Schematic illustration of single-beam optical tweezers, (b) illustration of the momentum transfer of photons impinging perpendicularly on a particle, and (c) ray optics picture of the origin of gradient force $\vec{F}_{\text{grad}}$. Adapted from ref. [61].

**Forces in the dipole approximation:** When the size of the trapped particle is significantly smaller than the wavelength of the trapping laser (Rayleigh particle), the interaction between the particle and the light field can be described using the dipole approximation [62]. Under this approximation, when the Rayleigh particle encounters a beam, it acts like an electric point dipole that oscillates with the incident electric field. The oscillating dipole experiences a time-averaged force which is given by [63]:

$$
\langle \vec{F} \rangle = \frac{1}{4} \text{Re}(\alpha_p) \nabla |\vec{E}|^2 + \frac{\sigma(\alpha_p)}{2c} \text{Re}(\vec{E} \times \vec{H}^*) + \sigma(\alpha_p)c \nabla \times \left( \frac{\varepsilon_0}{4\pi i} \vec{E} \times \vec{E}^* \right)
$$

(3.1)

where $\alpha_p$ is the polarizability of the particle, $\varepsilon_0$ is the vacuum permittivity, and $c$ is the speed of light in vacuum. The incident electromagnetic field is given by $\vec{E}$ and $\vec{H}$, and has a frequency $\omega$. In equation (3.1), the first term denotes the optical gradient force $\vec{F}_{\text{grad}}$, which is proportional to the real part of the polarizability of the particle and the gradient of the field intensity. This is a conservative force that pulls the particle towards the highest intensity region of the beam (focus), as shown in figure 3.1(a). For a Rayleigh particle, the polarizability can be found from the following expression [64]:

$$
\alpha_p = \frac{\alpha_0}{1 - i\alpha_0 k_0^2 / 6\pi \varepsilon_0}
$$

(3.2)
where \( k_0 = 2\pi/\lambda \) is the free-space wavenumber of the trapping laser beam, \( \lambda \) is the wavelength of the beam, and the static Clausius-Mossotti polarizability \( \alpha_0 \) is given by [64]:

\[
\alpha_0 = 4\pi n_m^2 \varepsilon_0 r^3 \left( \frac{n_p^2-n_m^2}{n_p^2+2n_m^2} \right)
\]  

(3.3)

where \( n_m \) is the refractive index of the medium surrounding the particle, \( n_p \) is the refractive index of the particle, and \( r \) is the particle radius.

Using the first order approximation, i.e., \( \alpha_0 \approx \alpha_p \), the gradient force \( \vec{F}_{\text{grad}} \) becomes,

\[
\langle \vec{F}_{\text{grad}} \rangle = \pi n_m^2 \varepsilon_0 r^3 \left( \frac{n_p^2-n_m^2}{n_p^2+2n_m^2} \right) \nabla |E|^2
\]

(3.4)

The second and the third term in equation (3.1) jointly represent the scattering force \( \vec{F}_{\text{scat}} \). This is a nonconservative force which is proportion to the total cross-section of the particle, \( \sigma(\alpha_p) \). The radiation pressure force, represented by the second term, propels the particle along the direction of the Poynting vector (figure 3.1(a)). The third term is the spin curl force which originates from an irregular distribution of the spin density of the light field. The total particle cross-section is the sum of the scattering cross section \( \sigma_{\text{scat}} \) and the absorption cross-section \( \sigma_{\text{abs}} \).

\[
\sigma(\alpha_p) = \sigma_{\text{scat}} + \sigma_{\text{abs}}
\]

(3.5)

where \( \sigma_{\text{scat}} \) and \( \sigma_{\text{abs}} \) are given by [62]:

\[
\sigma_{\text{scat}}(\alpha_p) = \frac{k^4}{6\pi\varepsilon_0^3} |\alpha_p|^2
\]

(3.6)

\[
\sigma_{\text{abs}}(\alpha_p) = \frac{k}{\varepsilon_0} \text{Im}(\alpha_p).
\]

(3.7)

For a plane wave with intensity \( I_0 \) and Poynting vector \( \mathbf{S} \), the spin curl force becomes zero. Also, for a small non-absorbing particle, \( \sigma_{\text{abs}}(\alpha_p) = 0 \) and \( \sigma_{\text{scat}} \) is given by [63]:

\[
\sigma_{\text{scat}}(\alpha_p) = \frac{128\pi^5r^6}{3\lambda^4} \left( \frac{n_p^2-n_m^2}{n_p^2+2n_m^2} \right)^2.
\]

(3.8)

Therefore, the scattering force \( \vec{F}_{\text{scat}} \) can be expressed as [63]:

\[
\langle \vec{F}_{\text{scat}} \rangle = \frac{\sigma_{\text{scat}}}{c} I_0 \mathbf{S} = \frac{128\pi^5r^6}{3\lambda^4} \left( \frac{n_p^2-n_m^2}{n_p^2+2n_m^2} \right)^2 I_0 \mathbf{S}.
\]

(3.9)

When \( \vec{F}_{\text{scat}} \) becomes strong, it counteracts the effect of \( \vec{F}_{\text{grad}} \) by pushing the particle in the propagation direction and destabilizes the optical trap. Therefore, for stable trapping, \( \vec{F}_{\text{grad}} \) must
In this thesis, the size of the trapped particle is significantly smaller (10 to 200 nm in diameter) than the wavelength of the trapping beam (785 nm). Therefore, the optical forces acting on these particles, as discussed in Chapter 4 and 5, can be determined using the dipole approximation.

**Forces beyond the dipole approximation**: When the particle size is comparable to or larger than the trapping laser wavelength, the dipole approximation is invalid and cannot be used to describe the optical forces. The particle now acts as a refractive object. The forces acting on the particle can be described using ray optics for particles significantly larger than the wavelength. Figure 3.1(b) shows momentum of photons propagating in a medium with refractive index $n_m$, which is given by [65]:

$$\vec{p}_1 = n_m \hbar \vec{k}$$  \hspace{1cm} (3.10)

The photons cross the particle with refractive index $n_p > n_m$ and undergoes a change of momentum to:

$$\vec{p}_2 = n_p \hbar \vec{k}$$  \hspace{1cm} (3.11)

According to Newton’s second law, the rate of change of momentum produces a force. Thus, the force acting on the particle is given by:

$$\vec{F} = \frac{\delta \vec{p}}{\delta t} = \frac{\delta}{\delta t} \hbar \vec{k} (n_p - n_m)$$  \hspace{1cm} (3.12)

Figure 3.1(c) uses ray optics to illustrate the origin of gradient force $\vec{F}_{\text{grad}}$. The individual rays emitted from the laser are refracted as it enters and exits the particle. The refraction changes the direction of the light (red arrows), which implies a change in the momentum of photons. According to the momentum conservation law, any change in momentum of the photons must be compensated by an equivalent and opposite change in momentum of the particle. The changes in momentum $\Delta \vec{p}_1$ and $\Delta \vec{p}_2$ create forces $\vec{F}_1$ and $\vec{F}_2$ on the particle (blue arrows). The vector sum of the two forces gives a force $\vec{F}_{\text{grad}}$ (backward blue arrow) that pulls the particle to the focus. Similarly, rays reflected by the particle produce scattering force $\vec{F}_{\text{scat}}$ that pushes the particle in the direction of incident light (not shown here). Stable trapping occurs when there is an equilibrium between the opposing forces.

For a particle that cannot be considered as a point dipole, the optical force exerted on it can be determined using a numerical simulation of the field and applying rigorously the Maxwell stress...
tensor (MST). This is a widely used method and it is correct for objects with arbitrary shape, size, and refractive index. When an object interacts with an electromagnetic field, the total time-averaged optical force $\langle \vec{F} \rangle$ exerted on an object can be determined by integrating the stress tensor over an arbitrary surface $S$ enclosing the object [66]:

$$\langle \vec{F} \rangle = \oint_S \langle \vec{T}(\vec{r}, t) \rangle \cdot \hat{n}(\vec{r}) dS$$

(3.13)

where $\vec{T}(\vec{r}, t)$ is the Maxwell stress tensor, and $\hat{n}(\vec{r})$ is the outward-pointing unit normal vector to the surface $S$. The time-averaged stress tensor is given by [62]:

$$\langle \vec{T}(\vec{r}, t) \rangle = \frac{1}{2} \text{Re} \left[ \varepsilon_0 \varepsilon_r \vec{E} \vec{E}^* + \mu_0 \mu_r \vec{H} \vec{H}^* - \frac{1}{2} \left( \varepsilon_0 \varepsilon_r |\vec{E}|^2 + \mu_0 \mu_r |\vec{H}|^2 \right) \right]$$

(3.14)

which is a rank-2 tensor, represented by a 2-dimensional $3 \times 3$ matrix in cartesian coordinates. The components are given by:

$$\vec{T} = \begin{bmatrix} T_{xx} & T_{xy} & T_{xz} \\ T_{yx} & T_{yy} & T_{yz} \\ T_{zx} & T_{zy} & T_{zz} \end{bmatrix},$$

with

$$T_{xx} = \varepsilon_0 \varepsilon_r \left( E_x^2 - \frac{E_z^2}{2} \right) + \mu_0 \mu_r \left( H_x^2 - \frac{H_z^2}{2} \right)$$

$$T_{yy} = \varepsilon_0 \varepsilon_r \left( E_y^2 - \frac{E_z^2}{2} \right) + \mu_0 \mu_r \left( H_y^2 - \frac{H_z^2}{2} \right)$$

$$T_{zz} = \varepsilon_0 \varepsilon_r \left( E_z^2 - \frac{E_y^2}{2} \right) + \mu_0 \mu_r \left( H_z^2 - \frac{H_y^2}{2} \right)$$

$$T_{xy} = \varepsilon_0 \varepsilon_r E_x E_y + \mu_0 \mu_r H_x H_y$$

$$T_{xz} = \varepsilon_0 \varepsilon_r E_x E_z + \mu_0 \mu_r H_x H_z$$

$$T_{yx} = \varepsilon_0 \varepsilon_r E_y E_x + \mu_0 \mu_r H_y H_x$$

$$T_{yz} = \varepsilon_0 \varepsilon_r E_y E_z + \mu_0 \mu_r H_y H_z$$

$$T_{zx} = \varepsilon_0 \varepsilon_r E_z E_x + \mu_0 \mu_r H_z H_x$$

$$T_{zy} = \varepsilon_0 \varepsilon_r E_z E_y + \mu_0 \mu_r H_z H_y$$

(3.15)

and

$$T_{zt} = \varepsilon_0 \varepsilon_r E_z E_z + \mu_0 \mu_r H_z H_z.$$
electric and magnetic fields present on the surface $S$ of the particle. As the Maxwell stress tensor considers both the incident and scattered fields (figure 3.2), the force calculations can be performed without explicitly solving the scattering problem for the particle involved. In this thesis, the Maxwell stress tensor is used to determine the optical force on different particles in nanoantennas and quasi-BIC metasurfaces, as discussed in chapters 4 and 5, respectively.

![Figure 3.2](image)

**Figure 3.2:** Field induced force on an object $O$ calculated on the surface boundary $S$. Adapted from ref. [62].

**Trapping potential:** Once the optical force acting on a particle is determined, the trapping potential can be calculated by integrating the force in one dimension, such as along the $z$-axis. Mathematically, the trapping potential $U(z_0)$ is given by the following expression:

$$U(z_0) = \int_{z_0}^{\infty} (F_z(z)) \, dz$$

where $z_0$ is the reference point. As $z$ approaches infinity, the trapping potential tends to zero.

### 3.2 Raman scattering and Raman spectroscopy

Raman scattering, named after the famous scientist C.V. Raman, is a phenomenon in which a small fraction of incident light is scattered by a molecule. Raman scattering occurs when a photon interacts with a molecule, causing a temporary distortion in the electron cloud of the molecule, which leads to a change in the vibrational or rotational energy levels of the molecule. This interaction results in three possible outcomes, which can be described by the Jablonski diagram shown in figure 3.3. First, a photon interacts with a molecule, raising it to a virtual energy state. The molecule may return to its original state while releasing a photon with the same energy as the incoming photon. This is an elastic process known as Rayleigh scattering, in which the wavelength of the incident photon and the scattered photon remains the same. Second, a molecule in the ground state is excited to a virtual state and relax back to a vibrational state, emitting a photon with less energy than the incoming photon. This is called Stokes
scattering, where the scattered photon exhibits a longer wavelength than the incident photon. Third, a molecule already in a vibrational state is stimulated to a higher virtual state and revert to the ground state, emitting a photon with higher energy than the incoming photon. This is known as anti-Stokes scattering, where the emitted photon possesses a shorter wavelength than the incoming photon. Both Stokes and anti-Stokes scattering are inelastic scattering. The difference between the incident wavelength and the scattered wavelength is called the Raman shift. This also represents the difference in energy between the incident light and the Raman scattered light and is proportional to the vibrational energy of the molecule. For Raman scattering to occur in a molecule, there must be a change in the polarizability of the molecule during the scattering process. This change can occur due to a change in the molecular vibrational state, which leads to a change in the distribution of electrons within the molecule. The strength of the Raman scattering is directly proportional to the change in polarizability of the molecule.

\[
\Delta E = h\nu_v
\]

\[
E = E_0 + h\nu
\]

\[
E = E_0 + h\nu
\]

\[
\Delta E = h\nu
\]

**Figure 3.3:** Jablonski diagram showing quantum energy transitions when a molecule is excited by a photon with energy \( h\nu_0 \) where \( \nu_0 \) is the frequency of the incident photons. Here, \( \Delta E \) represents a difference in the vibrational or rotational energy levels.

In Raman spectroscopy, a monochromatic light source, often a laser, illuminates the sample, and the scattered light is measured by a spectrometer. The intensity of the inelastically scattered light at different Raman shifts is plotted, which is known as the Raman spectrum. A schematic of a Raman spectrum is shown in figure 3.4 showing Stokes and anti-Stokes shift relative to the incident laser wavelength. Raman shift \( \Delta \tilde{\nu} \) is typically measured in wavenumbers (cm\(^{-1}\)).
reciprocal of the wavelength. The conversion between wavelength and wavenumber is given by:

\[
\Delta \tilde{\nu}(\text{cm}^{-1}) = \left( \frac{1}{\lambda_0(\text{nm})} - \frac{1}{\lambda_1(\text{nm})} \right) \times \left( \frac{10^7 \text{ nm}}{\text{cm}} \right).
\] (3.17)

with \( \lambda_0 \) is wavelength of the incident laser, and \( \lambda_1 \) is the wavelength of the Raman scattering. The Raman spectrum contains peaks corresponding to the vibrational modes of molecules present in the sample. These peaks are the unique fingerprints for specific molecules, allowing identification of the molecular constituents within the sample. The width of the peaks in a Raman spectrum can provide information about the crystallinity of a material. Sharper and narrower peaks in the Raman spectrum are associated with crystalline materials, while broader and less well-defined peaks are indicative of amorphous materials. The intensity of the peaks in a Raman spectrum can give information about the concentration of the substance in the sample.

![Figure 3.4](image-url)  
**Figure 3.4:** Stokes and anti-Stokes Raman shift determined from Stokes and anti-Stokes wavelengths with respect to incident laser wavelength. \( \Delta \tilde{\nu} > 0 \) is positive for Stokes shift and is negative for anti-Stokes shift.

In Raman spectroscopy, Stokes scattering is typically more intense than anti-Stokes scattering at thermal equilibrium because most molecules are in the ground vibrational state. Thus, there is a higher probability for Stokes scattering than for anti-Stokes scattering. For this reason, the Stokes shift is typically measured in Raman spectroscopy. As the temperature increases, more molecules have enough thermal energy to be in an excited vibrational state. This means that the probability of an anti-Stokes scattering event increases, which in turn results in an increase in the intensity of the anti-Stokes lines. The temperature dependence of the intensity ratio between Stokes and anti-Stokes Raman scattering is described by the Boltzmann distribution. The intensity of a Stokes line (\( I_{\text{Stokes}} \)) and an anti-Stokes line (\( I_{\text{anti}} \)) is related to the temperature by [67]:
\[
\frac{l_{\text{stokes}}}{l_{\text{anti}}} = \exp \left[ \frac{h \nu_b}{kT} \right]
\]

(3.18)

where \( h \) is Planck’s constant, \( \nu_b \) is the frequency of the vibrational mode, \( k \) is Boltzmann’s constant, and \( T \) is the absolute temperature.

### 3.3 The finite element method

The laws of physics governing space- and time-dependent problems are typically expressed through partial differential equations (PDEs). For many geometries and problem types, these PDEs cannot be solved analytically. To address this challenge, approximation techniques such as the finite element method (FEM) or the finite difference time domain (FDTD) are employed. COMSOL Multiphysics is a powerful simulation software that employs the finite element method to solve complex physics-based problems. In COMSOL, users can generate physics-based models using a computer-aided design (CAD) graphical interface. The software allows users to define material properties and specify boundary conditions for the problem at hand. Once the model is set up, the FEM solver discretizes the problem domain into smaller, simpler elements called finite elements. The behavior of these elements is described using mathematical equations, and the global system of equations is assembled from these individual element equations. The assembled system of equations is then solved to obtain the approximate solution to the original PDEs.

In COMSOL, meshing is a crucial step in the simulation process, as it defines how the geometry of the problem is discretized into smaller elements. COMSOL provides different types of meshes to suit different problem geometries and physics. For instance, tetrahedral elements are suitable for most 3D geometries while triangular elements are used for 2D problems. Defining the mesh size is important to correctly resolve the simulation domains. For simulation of high refractive index nanostructures at visible wavelengths, a dense mesh is required to obtain accurate results. To illustrate how the mesh size affects the simulation results, a silicon disk nanoantenna is simulated in air (figure 3.5). The maximum mesh element size is varied by changing a scaling factor \( S \) according to mesh size = \( \lambda/(nS) \). The simulation wavelength \( \lambda \) is 785 nm, and \( n \) is the refractive index of the disk. A small scaling factor gives coarse mesh, as shown in figure 3.5(a) with a scaling factor \( S = 3 \). On the other hand, increasing the scaling factor results in a dense mesh, which is shown in figure 3.5(b) for a scaling factor \( S = 7 \). Figure 3.5(c) shows the maximum electric field enhancement in the silicon nanoantenna as a function of scaling factor. The maximum of the field enhancement fluctuates for smaller scaling factors,
and it becomes flat when the scaling factor exceeds 7, indicating that this gives a sufficiently dense mesh to get an accurate result.

![Meshing of a silicon disk nanoantenna surrounded by air with scaling factor of (a) $S = 3$ and (b) $S = 7$, respectively. (c) Maximum electric field enhancement as function of scaling factor. In the simulation, the refractive indices of air, and silicon are set to 1 and 3.7, and the wavelength is 785 nm.](image)

### Figure 3.5: Meshing of a silicon disk nanoantenna surrounded by air with scaling factor of (a) $S = 3$ and (b) $S = 7$, respectively. (c) Maximum electric field enhancement as function of scaling factor. In the simulation, the refractive indices of air, and silicon are set to 1 and 3.7, and the wavelength is 785 nm.

Various boundary conditions can be used in COMSOL simulations. A perfectly matched layer (PML) is an artificial absorbing boundary condition, which is typically added around the simulation domain to absorb the outgoing waves and prevent them from reflecting back into the simulation domain. In chapter 4, dielectric nanoantennas are simulated using PML boundary conditions around the nanoantennas. A scattering boundary condition (SBC) can also serve as a non-reflective layer; however, PML typically provides more accurate results at the expense of some extra mesh elements. In addition, perfect electric conductor (PEC) and perfect magnetic conductor (PMC) are used to take advantage of symmetry in a problem, allowing only to simulate a portion of the geometry. This reduces the complexity of the problem and the computational resources required but limits the study to one polarization of the field. If a structure is periodic and infinitely large, periodic boundary conditions (PBCs) can be employed to determine the response of the entire structure. These boundary conditions are applied to a smaller part of the structure, known as the unit cell, rather than the entire structure, thereby reducing the computational memory requirements and simulation time. PBCs are used to simulate quasi-BIC metasurfaces, as presented in Chapter 5.
CHAPTER 4

Dielectric nanoantennas for on-chip optical trapping

The conventional techniques discussed in Chapter 2 for analyzing nanoparticles suffer from numerous limitations, with one major drawback being their off-chip nature. This chapter focuses on a chip-based method for optical trapping and Raman spectroscopy of nanoparticles. Section 4.1 provides an overview of various existing methods, discussing their limitations when operating at near-visible wavelengths. It is argued for the use of dielectric nanoantennas in this chapter, given their ability to combine optical trapping and Raman spectroscopy. This approach can readily be extended to simultaneous analysis of multiple nanoparticles using an array of nanoantennas on a single chip and using a single trapping beam.

Optical nanoantennas provide a means to manipulate light on the subwavelength scale. They confine light beyond the diffraction limit and provide a small mode volume. These properties have enabled a wide range of applications. While plasmonics is an established field in nanophotonics, dielectric nanoantennas are considered the next frontier. In section 4.2, some advantages of dielectric nanoantennas over plasmonic nanoantennas are discussed. This chapter includes two papers. Paper I is a review article on dielectric optical nanoantennas. It presents important optical properties of dielectric nanoantennas with some recent applications. New simulations of a silicon dimer are included in the article and discussed in this chapter to show the relationship between mode volume, Q-factor, and Purcell factor.

This chapter also includes definitions and explanations of important parameters and physics of dielectric nanoantennas that are relevant to optical trapping and Raman spectroscopy, such as field enhancement, Raman enhancement, Joule heating, and convective flow. Paper II presents
simulations of these properties in dielectric nanoantennas using various modules in COMSOL Multiphysics.

4.1 On-chip optical trapping and Raman spectroscopy

On-chip optical trapping can be described as a technique that involves trapping and manipulating particles on and with a chip. This approach provides several advantages over traditional optical trapping methods. One advantage of on-chip trapping is the miniaturization of the trapping system, which facilitates trapping with a very small sample volume. Moreover, the chips can be designed with a number of trapping sites for simultaneous trapping of many particles, enabling high-throughput analysis. Several on-chip methods have been explored to trap and manipulate particles. Waveguides are one of the most promising on-chip platforms. For example, a silicon slot waveguide was demonstrated for on-chip trapping of 100 nm polystyrene nanoparticles at 1550 nm, as shown in figure 4.1(a) and (b) [68]. Moreover, on-chip trapping and transport of particles were experimentally demonstrated at 1070 nm using rib waveguides [69, 70]. These structures are capable of trapping a single or a few particles at once, but the wavelengths used are not suitable for Raman spectroscopy, as the range of high sensitivity spectrometers is limited to ≤1050 nm. Photonic crystal cavities are another example of an on-chip approach for optical trapping. A silicon photonic crystal cavity was demonstrated to trap 48 nm and 62 nm nanoparticles at 1550 nm (figure 4.1(c)) [71]. This structure is also not applicable for Raman spectroscopy, as silicon is not transparent for wavelengths <1100 nm.

Optical nanoantennas as a platform for optical trapping and Raman spectroscopy has been proposed in recent years. These nanostructures, typically made of metallic or dielectric nanostructures, can confine, and manipulate light at the nanoscale, leading to enhanced light-matter interactions. Raman spectroscopy and plasmonic trapping has been demonstrated in different plasmonic nanoantenna configurations [72-74]. For instance, optical trapping and manipulation of 300 nm polystyrene beads were experimentally demonstrated using a gold diabolo nanoantenna, as shown in figure 4.1(d) and (e) [75]. Plasmonic nanostructures have also been investigated to combine optical trapping of nanoparticles and simultaneously collect their SERS spectra using a single trapping beam [76, 77]. Numerous works have shown that on-chip SERS can amplify the Raman by $10^7$ to $10^{12}$ [78], which has enabled analysis of single biomolecules. A limitation of on-chip SERS is that the SERS enhancement can be highly sensitive to the size and shape of the nanostructured metallic surface, which can lead to variability and reduced reproducibility between different SERS substrates. Trapping and
Raman spectroscopy of biological particles using plasmonic nanostructures is also limited due to Joule heating.

![Figure 4.1:](image)

**Figure 4.1:** (a) Schematic of an on-chip optical trapping using a silicon slot waveguide and (b) high-intensity slot mode showing the trapping region. Reproduced from ref. [68]. (c) Nanoparticle trapping by a 1-D silicon photonic crystal resonator. Reproduced from ref. [71]. (d) Schematic of a gold diabolo nanoantenna on a glass substrate and (e) simulated electric field enhancement in the nanoantenna. Reproduced from ref. [75].

The limitations of the existing on-chip approaches can be mitigated using dielectric nanoantennas. They provide lower field enhancement than plasmonic nanoantennas but produce less heating when using low-loss dielectrics. This reduces the risk of flow-induced forces and damaging temperature-sensitive biological nanoparticles. The design parameters of dielectric nanoantennas can be optimized to achieve maximum field enhancement at near-visible wavelengths, allowing Raman spectroscopy to be performed using the trapping laser. Dielectric nanoantennas have recently been demonstrated to trap single nanoparticles [79, 80]. It has also been shown that the near-field enhancement of a single nanoantenna provides significant enhancement of the Raman scattering, enabling Raman spectroscopy of individual nanoparticles [81, 82]. An array of dielectric nanoantennas can be fabricated on a single chip.
and simultaneously excited by a single beam, as described in section 4.8. This is advantageous for high-throughput analysis of multiple nanoparticles.

4.2 Plasmonic versus dielectric nanoantennas

Optical nanoantennas are nanoscale structures designed for enhanced light-matter interactions on the subwavelength scale. They function similarly to radio frequency antennas but operate at optical frequencies, usually in the visible or near-infrared range. Optical nanoantennas can interact with light, concentrate it within a narrow mode volume, and enhance local electromagnetic fields. Plasmonic and dielectric nanoantennas represent two distinct classes of optical nanoantennas which have enabled a broad range of applications in nanophotonics [83-85]. Plasmonic nanoantennas are made of metals, specifically gold, silver, or aluminum. These materials can show resonances in response to an incident field supported by collective oscillations of the conduction electrons near the surface of the metal, which is known as surface plasmons. These plasmon resonances provide control and manipulation of light at the nanoscale. The simplest and most common resonance mode supported in plasmonic nanoantennas is the dipole mode. This mode occurs when the conduction electrons are displaced from their equilibrium position (figure. 4.2(a)), creating a net charge separation between the electrons and the positively charged ions. This creates an oscillating dipole moment in the particle, with the electron cloud and the positive ions oscillating back and forth.

On the other hand, dielectric nanoantennas are made of low-loss dielectric materials such as silicon, titanium dioxide, silicon nitride, gallium arsenide and so on. They rely on Mie resonances, a phenomenon where light interacts with the induced electric and magnetic dipoles in the dielectric nanoparticles. One of the distinguishing properties of dielectric nanoantennas is their ability to support both magnetic and electric resonances, a feature that is uncommon in plasmonic nanoantennas due to the vanishing fields inside the metallic structures. The generation of resonant magnetic dipole moments in dielectric nanoantennas can be attributed to the interaction between incident light and the circular displacement current of the electric field (figure. 4.2(b)). High refractive index dielectric nanoantennas provide greater flexibility in designing nanoantennas with specific resonant properties. Some dielectric materials are compatible with CMOS fabrication processes, enabling high-volume fabrication and their integration into lab-on-a-chip systems. Moreover, dielectric nanoantennas show various optical properties including directional emission, enhanced electric fields, Fano resonances, high Purcell factor, small mode volume etc. By harnessing these unique properties in dielectric
nanoantennas, new research directions and a diverse range of applications have emerged. This is described in the next section and in paper I.

![Figure 4.2: Schematic diagram showing (a) the fundamental dipole mode in a metallic nanoparticle (arrow indicates plasmon dipole moment) and (b) the fundamental magnetic dipole mode in a dielectric nanoparticle (arrow indicates circular displacement current). Adapted from ref. [86].](image)

### 4.3 Simulation of mode volume and Q-factor

The mode volume determines the spatial distribution of light in a tightly confined spot within a dielectric nanoantenna. The Q-factor of a nanoantenna is a measure of its ability to store and sustain energy in a resonant mode. In this section, simulation results of mode volume and Q-factor for a spherical dimer are summarized. These results are taken from paper I. A dimer is considered, as shown in figure 4.3(a). The dimer consists of two silicon spheres with radius 150 nm and separated by a small gap. The surrounding medium is air. The nanoantenna is excited by a plane wave with electric field polarized along the x-axis and propagating along the z-axis, as shown in figure 4.3(a). The mode volume $V_m$ is defined as:

$$V_m = \frac{\int \epsilon(\vec{r})|\vec{E}(\vec{r})|^2 dV}{\text{Max}\left(\epsilon(\vec{r})|\vec{E}(\vec{r})|^2\right)}$$

(4.1)

where $\vec{E}(\vec{r})$ is the position dependent electric field and $\epsilon(\vec{r})$ is the dielectric constant. As shown in figure 4.3(b), the simulated mode volume in air ($n = 1$) is extremely small, with a value < 0.005 $(\lambda/n)^3$ at $\lambda = 1100$ nm. The small mode volume creates a nanoscale hotspot, enabling the trapping of nanoparticles smaller than the diffraction limit. Using the procedures and equations given in section 2.2 of paper I, the scattering spectrum of the dimer nanoantenna is obtained. The Q-factor is calculated from the scattering spectrum, considering the fundamental magnetic dipole (MD) resonance giving the highest Q-factor. The scattering spectra for other resonances are broader than the MD resonance, showing a lower Q-factor. The simulated Q-
factor varies from low to moderate (3 to 16) for a gap varying from 5 to 300 nm, which is shown in figure 4.3(b).

Figure 4.3: (a) Schematic of a silicon spherical dimer simulated for determining mode volume and Q-factor at $\lambda = 1100$ nm. The radius of the spheres is 150 nm. The incident field is a plane wave polarized along the $x$-axis and propagating along the $z$-axis. (b) Simulated Q-factor and mode volume as a function of the dimer gap and (c) corresponding Purcell factor at 1100 nm. Adapted from figure 10 of paper I.

The Purcell factor $F_p$ is another important parameter of dielectric nanoantennas, which quantifies the efficiency of quantum emitters. This parameter is studied in paper I, as it contributes to enhancement of fluorescence and Raman scattering. The Purcell factor strongly depends on mode volume and Q-factor of the nanoantenna and is given by:

$$F_p = \frac{3}{4\pi^2} \left(\frac{\lambda}{n}\right)^3 \frac{Q}{V_m}$$

(4.2)

It is thus proportional to the ratio of the Q-factor and the mode volume of the nanoantenna. The Purcell factor as a function of dimer gap is shown in figure 4.3(c) at $\lambda = 1100$ nm. A small gap leads to a sharp increase in the Purcell factor as the mode volume is reduced. On the other hand, the Purcell factor is almost constant for a gap larger than 50 nm. While the simulation of the Purcell factor is not directly relevant for the aims of this thesis, it is nonetheless related with Raman scattering. Essentially, a Raman-active molecule near a nanoantenna with a high Purcell factor can exhibit increased Raman scattering due to more efficient coupling between the emitter and the resonant modes of the nanoantenna.
4.4 Field enhancement and Raman enhancement factor

The field enhancement of a nanoantenna refers to the ability of a nanoantenna to intensify an electric or magnetic field due to resonance. Electric field enhancement, represented by $|E|/|E_0|$, is the ratio of the absolute value of the local electric field in the presence of a nanoantenna ($|E|$) to the absolute value of the electric field without the nanoantenna ($|E_0|$). Similarly, magnetic field enhancement is represented by $|H|/|H_0|$, where $|H|$ is the absolute value of the local magnetic field in the presence of a nanoantenna ($|H|$) to the absolute value of the magnetic field without the nanoantenna ($|H_0|$). The field enhancement in a nanoantenna typically relies on its shape, size, the refractive index of the material, and the excitation wavelength [87]. High refractive index dielectric materials produce a stronger light-matter interaction, which gives a larger field enhancement compared to low-index dielectrics. Thus, high-index materials are normally preferred if they also have low absorption at the design wavelength. Electric and magnetic field enhancement maps for a silicon disk nanoantenna at 785 nm are shown in figure 4.4. The simulated electric and magnetic field enhancements are $\sim 3.6$ and $\sim 5.9$, respectively, in the $xy$ plane at $z = 75$ nm (see color bars).

Figure 4.4: (a) Geometry of a silicon cylindrical disk nanoantenna. The simulated disk has a diameter $d = 200$ nm, height $h = 200$ nm, and is surrounding by air. The incident field is polarized along the $x$-axis and propagating along the $z$-axis. Profile of (b) electric field enhancement $|E|/|E_0|$ and (c) magnetic field enhancement $|H|/|H_0|$ at $\lambda = 785$ nm. The field profiles are taken in the $xy$ plane at $z = 75$ nm.
When a molecule is located near a nanoantenna, the Raman scattering from the molecule is enhanced. The Raman enhancement factor arises from the enhancement of both the incident and scattered fields. The incident electric field intensity is enhanced by the nanoantenna by a factor \( \frac{|E|^2}{|E_0|^2} \) at the excitation wavelength. The scattered field is enhanced by a factor \( \frac{|E_{\text{emission}}|^2}{|E_0|^2} \) at the Raman-shifted wavelengths \( \lambda_{\text{Raman}} \). Therefore, the overall enhancement factor for the Raman scattered intensity is:

\[
EF_{\text{Raman}} = \left( \frac{|E|}{|E_0|} \right)^2 \times \left( \frac{|E_{\text{emission}}|}{|E_0|} \right)^2
\]  
(4.3)

For dielectric nanoantennas, the Q-factor is usually very low. As a result, the field enhancement at both the excitation wavelength and the Raman-scattered wavelengths can be considered approximately equal, with \( \frac{|E|}{|E_0|} \approx \frac{|E_{\text{emission}}|}{|E_0|} \). Hence, the Raman enhancement factor \( EF_{\text{Raman}} \) scales with the fourth power of the local field enhancement [81]:

\[
EF_{\text{Raman}} \approx \left( \frac{|E|}{|E_0|} \right)^4.
\]  
(4.4)

### 4.5 Joule heating

Joule heating is the process of generating heat in a material through the absorption of light. When light interacts with a material, part of its energy is absorbed and converted into thermal energy, leading to an increase in temperature. The extent of Joule heating depends on nanoantenna material properties, such as absorption coefficient, thermal conductivity, and the intensity of the incident light [88]. The temperature distribution surrounding a nanoantenna can be described by the heat diffusion equation [89]:

\[
\rho(\vec{r})C(\vec{r}) \frac{\partial T(\vec{r}, t)}{\partial t} = \kappa(\vec{r}) \nabla^2 T(\vec{r}, t) + q(\vec{r})
\]  
(4.5)

where \( \rho \) is the density, \( C \) is the specific heat, \( \kappa \) is the thermal conductivity of the nanoantenna material, and \( T \) refers to the reference temperature. In equation (4.5), the left-hand term represents the rate of change of total thermal energy. The first right-hand term indicates spatial variation of temperature due to conduction, and the second term \( q(\vec{r}) \) represents the heat source density.

A rigorous method for determining \( q(\vec{r}) \) is possible using COMSOL Multiphysics by coupling the wave optics module with the heat transfer module. The position-dependent electric field distribution surrounding the dielectric nanoantenna is determined by solving the wave vector equation in COMSOL:
∇ × (∇ × \vec{E}) - k_0^2 \varepsilon(\vec{r})\vec{E} = 0 \tag{4.6}

where \vec{E} denotes the total field, which is the sum of the incident and scattered electric fields, 
k_0 = 2\pi/\lambda \text{ is the wavenumber of free space, and } \varepsilon(\vec{r}) \text{ is the complex permittivity of the nanoantenna material. The heat source density } q(\vec{r}) \text{ represents electromagnetic losses in the nanoantenna due to light dissipation, which is the sum of resistive and magnetic losses: }

\begin{equation}
q(\vec{r}) = Q_r(\vec{r}) + Q_m(\vec{r}) \tag{4.7}
\end{equation}

where \( Q_r(\vec{r}) \) is the resistive losses and is determined in COMSOL using the following expression [90]:

\begin{equation}
Q_r(\vec{r}) = \frac{1}{2} \text{Re}\left[\vec{j}^*(\vec{r}) \cdot \vec{E}(\vec{r})\right] = \frac{\omega}{2} \text{Im}(\varepsilon)|\vec{E}(\vec{r})|^2 \tag{4.8}
\end{equation}

where \( \vec{j}^*(\vec{r}) \) is the complex conjugate of the current density, \( \vec{E}(\vec{r}) \) is the position dependent complex electric field, \( \omega \) is the angular frequency of the incident field, and \( \text{Im}(\varepsilon) \) is the imaginary part of the complex permittivity of the nanoantenna material. The right-hand term in equation (4.8) shows that heat dissipation in the nanoantenna is proportional to the square of the absolute value of the complex electric field.

The magnetic loss \( Q_m(\vec{r}) \) is calculated using the following equation [88]:

\begin{equation}
Q_m(\vec{r}) = \text{Re}\left[\frac{\mu_0}{2} \left(\vec{B}(\vec{r}) \cdot \vec{H}^*(\vec{r})\right)\right] \tag{4.9}
\end{equation}

where \( \vec{B}(\vec{r}) \) is the magnetic flux density and \( \vec{H}^*(\vec{r}) \) is the complex conjugate of the magnetic fields. For a dielectric nanoantenna, the induced magnetic loss is very small and thus is often neglected from the calculation.

The simulated heat source density \( q(\vec{r}) \) is put into equation (4.5), which gives a temperature increase distribution surrounding the nanoantenna. The generated total heat power \( Q \) is found by integrating the heat source density over the volume of the nanoantenna.

\begin{equation}
Q = \int_V q(\vec{r}) \, dV. \tag{4.10}
\end{equation}

This is the case for a transparent substrate, where the nanoantenna is the only heat source. However, in the presence of an absorbing substrate, the contribution of the substrate in the total heat power \( Q \) must be considered. This can be taken into account by integrating equation (4.10) over the part of the absorbing substrate that is illuminated.
4.6 Thermally induced flow

As mentioned in the previous section, absorption of light generates a local increase of temperature in the nanoantenna. This results in a large temperature gradient that may lead to thermophoresis and thermal convection of fluid. Thermophoresis is a phenomenon in which particles in a fluid move from a region of higher temperature to a region of lower temperature and typically happens due to a temperature gradient. Thermal convection, often referred to as natural convection, occurs when a fluid moves due to changes in mass density caused by temperature differences. This movement is driven by buoyancy forces that flows radially upward. The hot fluid cools down by exchanging heat with the non-heated walls of a microfluidic chamber. After cooling, the water flows back to the nanoantenna structure, creating a convective flow pattern, as shown in figure 4.5. Thermally induced convection can be determined using COMSOL Multiphysics by coupling the heat transfer in solids and fluids module with the laminar flow module. The software provides a comprehensive way to study the temperature-dependent behavior of fluid dynamics within the system. When there are only small temperature differences in a flow, it can generally be treated as incompressible, implying that the density of the water remains constant or nearly constant. For the studied nanoantennas, the profile of fluid convection is governed by the Navier-Stokes equation [91]:

\[
\rho_0 \frac{\partial \bar{u}(\vec{r})}{\partial t} + \rho_0 \bar{u}(\vec{r}) \left( \nabla \cdot \bar{u}(\vec{r}) \right) = -\nabla p(\vec{r}) + \mu \nabla^2 \bar{u}(\vec{r}) + \vec{f}
\] (4.11)

where \( \rho_0 \) is the temperature dependent fluid density at a reference pressure, \( p(\vec{r}) \) is the pressure, \( \bar{u}(\vec{r}) \) is the velocity field, and \( \mu \) is the viscosity of fluid. On the left-hand side of equation (4.11), the first term indicates the rate of change of total linear momentum, and the second term signifies the rate of change of momentum due to convection. On the right-hand side, the first term represents the pressure force, the second term is the rate of change of momentum caused by viscous transfer, and the final term \( \vec{f} \) corresponds to the body force per unit volume.

The force term \( \vec{f} \) can be estimated using the Boussinesq approximation. This method is widely used for solving non-isothermal flows and is accurate when density changes are small (incompressible flow). This approximation considers the temperature dependence of the density by imposing a buoyance force term due to the temperature increase [92]:

\[
\vec{f} = \rho_0 \beta(T) \left[ T(\vec{r}) - T_0 \right] \vec{g}
\] (4.12)
where $\beta(T)$ is the temperature dependent thermal expansion coefficient of the fluid, $T_0 = 293.15$ K is the reference temperature, and $\vec{g}$ is the gravitational acceleration. By numerically solving the equations from (4.11) to (4.13) in COMSOL, the velocity fields due to convection can be determined.

![Diagram of convective flow pattern around a dielectric nanoantenna](image)

**Figure 4.5:** Convective flow pattern around a dielectric nanoantenna. The nanoantenna acts as a heat source while the absorption in the fluid is considered negligible.

### 4.7 Dielectric nanotweezers in the near-visible

This section serves as an introduction to paper II with some more details and explanations of the main results relevant for trapping and Raman spectroscopy of EVs. As outlined in section 4.1, most on-chip approaches for optical trapping are restricted to near-infrared wavelengths. This is a challenge for Raman spectroscopy since silicon photodetectors are sensitive up to approximately 1050 nm. Plasmonic nanoantennas have demonstrated their ability for combining optical trapping with Raman spectroscopy, but they suffer from excessive Joule heating. In this section, dielectric nanoantennas are proposed as nanotweezers operating at the near-visible wavelength of 785 nm, aiming to mitigate the heating effect. The trapping performance of different dielectric materials is numerically studied to identify suitable materials for the optical trapping of nanoparticles. Various modules of COMSOL Multiphysics are used for the simulation of near fields, distribution of temperature increase, convective flow, and optical forces, as described in the previous sections.

A schematic of the proposed nanotweezer based on a bowtie dielectric nanoantenna is shown in figure 4.6. The bowtie is formed by two equilateral triangles on a substrate, with a gap of 50 nm between them. The simulations are performed for four different dielectric materials, which
are multilayer tungsten disulfide WS$_2$, silicon Si, gallium phosphide GaP, and silicon nitride Si$_3$N$_4$. Among these materials, tungsten disulfide ($n = 4.37+0.0136i @ 785$ nm), and silicon ($n = 3.7+0.0025i @ 785$ nm) possess very high refractive indices with some absorption. Gallium phosphide ($n = 3.2 @ 785$ nm) exhibits a high refractive index and silicon nitride has a medium index ($n = 2.02 @ 785$ nm) but both are transparent. The purpose of studying a variety of materials is to investigate how their refractive indices influence field enhancement and heating around the nanoantennas. It is worth noting that the triangles and the substrate are made from the same material. This is less common in the literature, as low-index substrates such as silica and glass are commonly used. Tungsten disulfide and silicon possess high thermal conductivity, thus can be used as good heat sinks. For gallium phosphide and silicon nitride nanoantennas, using a similar material provides a simplified fabrication process. The substrate materials considered here have higher refractive indices than silica and glass, giving an increased field enhancement, as discussed in section 3.1 of paper II.

The nanoantennas are excited by a plane wave, with electric field polarized along the $x$-axis and propagating along the $z$-axis. Using COMSOL simulations, the dimensions of the bowtie nanoantennas are optimized to obtain maximum field enhancement in the middle of the gap, as shown in figure 4.7. For the high refractive index dielectrics, the maximum field enhancement in the middle of the 50 nm gap exceeds 5 at the wavelength of 785 nm. Using equation (4.3),
the Raman enhancement factor is calculated, which exceeds $10^3$ for the high index dielectrics (figure 5 of paper II). Using a transparent substrate with a low refractive index, such as silica ($n = 1.461 \, @ \, 785 \, \text{nm}$), glass ($n=1.5 @ 785 \, \text{nm}$), or quartz ($n = 1.541 \, @ \, 785 \, \text{nm}$), results in a slightly lower field enhancement compared to a substrate using the same material for the structure and the nanoantenna. This is shown for the silicon nanoantenna in figure 4(d) of paper II.

![Graphs showing field enhancement as a function of various parameters](image)

Figure 4.7: Electric field enhancement as a function of (a) sidelength $l$, (b) height $h$, and (c) fillet radius $r_c$ at 785 nm in tungsten disulfide, silicon, gallium phosphide, and silicon nitride nanoantennas with gap of 50 nm. (d) Electric field enhancement profile in the $xy$-plane at the mid-height of the bowtie for the silicon nanoantenna.

Tungsten disulfide and silicon nanoantennas produce a local temperature increase due to absorption of light. The power absorbed by the triangles and substrate is determined by the equations described in section 4.5, and this absorbed power acts as a heat source for the thermal simulation in COMSOL. For an input intensity of 1 mW/$\mu\text{m}^2$, the maximum temperature increase in multilayer tungsten disulfide and silicon nanoantennas is 0.8 and 0.14 K, respectively (figure 6(a) and (b) in paper II). The high thermal conductivity of silicon (148 W
K$^{-1}$m$^{-1}$) and tungsten disulfide (142 W K$^{-1}$m$^{-1}$) effectively takes away the generated heat through the substrate, thus giving a relatively low temperature increase. With a silica substrate, the temperature increase is approximately 2.3 K for the same input intensity (figure 6(c) in paper II). The very low thermal conductivity of silica (1.38 W K$^{-1}$m$^{-1}$) prevents the diffusion of heat through the substrate, causing a rise in temperature. Gallium phosphide and silicon nitride are transparent at 785 nm, thus they do not heat up unless there are impurities in the material.

The generated heat in the tungsten disulfide and silicon nanoantennas results in a convective flow. Convection of fluid is simulated in COMSOL laminar flow module using the equations in section 4.6 with a water chamber height of 15 µm. For an input intensity of 1 mW/µm$^2$, the peak fluid velocity around tungsten disulfide and silicon nanoantennas is 0.12 and 0.023 nm/s (figure 7 of paper II). Moreover, the force due to the fluid velocity is simulated, but is found to be extremely weak compared to the optical force. For stable trapping, a significant increase in input intensity is required, which will consequently lead to an increase in temperature and fluid velocity. However, in this scenario, the force due to fluid velocity does not increase substantially. Thus, the flow does not move the trapped particle away from the hotspot.

As discussed in section 3.1, the gradient of the localized field intensity produces a force that pulls a nanoparticle towards the hotspot where it is optically trapped (figure 3.1). Three different nanoparticles, namely quantum dots (QDs), polystyrene (PS) beads, and EVs, are considered in this work for the simulation of optical forces using the Maxwell stress tensor. The optical force with a high index silicon nanoantenna is higher than for low index silicon nitride, as expected due to the higher field enhancement for the silicon nanoantenna (figure 8(a) and (b) of paper II). Moreover, the optical force on a QD is comparatively higher than on an EV, due to the high refractive index of the QDs ($n = 2.49$ vs. $n = 1.39$ for EVs). The trapping potential is found using equation (3.16) and the $z$-position of the nanoparticle is varied from 30 to 500 nm. For tungsten disulfide, silicon, and gallium phosphide nanoantennas used to trap 40 nm diameter QDs, the trapping potential depths are 1.4 $k_B$T, 1 $k_B$T, and 0.8 $k_B$T, respectively, for an input intensity of 1 mW/µm$^2$. To achieve stable trapping, the trapping potential must be at least 10 $k_B$T. Consequently, for high refractive index nanoantennas, an input intensity > 10 mW/µm$^2$ is necessary to trap QDs. For stable trapping of PS beads and EVs, an even higher input intensity is required.

The RCN project aims to trap and analyze EVs at 785 nm. The simulation results shown in paper II suggest that using the proposed dielectric nanoantennas to trap EVs will be extremely challenging. The limiting factors include the need for very high input intensities to achieve
stable trapping and thus a significant temperature increase around the nanoantennas. For absorbing materials such as multilayer tungsten disulfide and silicon, input intensities of 121 and 161 mW/µm², respectively, are required to trap an EV of 40 nm diameter. These intensities are achievable, but the corresponding temperature increases are substantial, nearly 96 K and 22 K, respectively. Therefore, these materials are not suitable for trapping of EVs. The input intensities required for gallium phosphide and silicon nitride nanoantennas are 217 and 1030 mW/µm², respectively. While the intensity required for gallium phosphide is high, yet achievable, silicon nitride requires an extremely high input intensity. Therefore, gallium phosphide emerges as the only alternative material for trapping EVs due to its high refractive index and transparency at 785 nm. However, the fabrication process for gallium phosphide is challenging, as it is not a standard material for CMOS fabrication. On the other hand, silicon is far more common and sets the benchmark for CMOS fabrication. The silicon nanoantenna is suitable for trapping QDs, requiring only a moderate input intensity and resulting in a low temperature increase. To conclude, none of the investigated materials are suitable for the RCN project which this thesis is part of.

4.8 Outline of set-ups for trapping and Raman spectroscopy of nanoparticles

Paper II considers the trapping of a single nanoparticle. However, simultaneous trapping of multiple nanoparticles is feasible using a nanoantenna array placed on a single substrate. Figure 4.8 shows an outline of a suggested experimental setup for trapping and Raman spectroscopy of multiple nanoparticles using a linear array of bowtie nanoantennas. Initially, the output beam from the fibre is collimated using lens $L_1$. Then a cylindrical lens $C_{y1}$ focuses it into a line on the back aperture of an objective lens, as shown in the top view. Observing from the front, the beam appears to be collimated on the back aperture of this objective lens. The objective lens focuses the beam when viewed from the front and collimates the beam when looked from the top, thus resulting in a line focus on the linear array. The position of the chip is optimized such that the corresponding focused line covers a linear array of bowties. The focused line excites the nanoantennas and creates a field enhancement in individual bowtie gaps, which act as hotspots for the optical trapping of nanoparticles. Ideally, one nanoparticle is trapped at each hotspot. The same laser beam is used to excite Raman scattering by nanoparticles. The Raman signal is captured by the objective lens. When viewed from the top, the captured beam is collimated towards the coupling lens $L_3$. However, the same beam appears focused when observed from the front. A long-pass filter is used to eliminate Rayleigh scattered light, passing only Stokes Raman wavelengths.
Figure 4.8: Outline of an experimental setup for on-chip trapping and Raman spectroscopy of multiple nanoparticles using a bowtie nanoantenna array. Front and top view of the setup are shown in (a) and (b), respectively.

The Raman scattered light is then focused onto the entrance aperture of a bundle of single mode (SM) fibers. Each SM fiber in the stack corresponds to a different trapping location along the focused line on the linear array. The bundle of fibers transfers the light to a multichannel spectrometer. Each SM fiber is connected to a different input channel of the spectrometer. The light from each channel is diffracted by a grating, and the resulting spectra are imaged onto a CCD detector with a motorized translation stage. The focused line scans the next linear array,
and the process is repeated to acquire spectra from new trapping locations. The chip can be integrated with a microfluidic device, which utilizes a flow-in process to deliver nanoparticles to the trapping region. Once the nanoparticles are trapped and the Raman scattering data are collected, a flow-out process can be initiated to remove the particles from the trapping sites. This process facilitates the cleaning and preparation of the trapping sites for the next batch of nanoparticles, making the trapping process continuous.

The set-ups outline here has not been made. The optical design must be optimized and reviewed, particularly regarding the lenses and the fibre array, if the set-ups is to be made.
CHAPTER 5

Quasi-bound states in the continuum in metasurfaces

In the previous chapter, an on-chip approach for optical trapping and Raman spectroscopy of nanoparticles was discussed using dielectric nanoantennas. For stable trapping of EVs, the required input intensity was very high, which in turn produced a significant temperature increase around the nanoantennas. To mitigate these issues, this chapter presents another on-chip approach based on quasi-bound states in the continuum (quasi-BICs) in low-index dielectric metasurfaces. Section 5.1 gives a short introduction to metasurfaces with examples of some previous works. A brief overview of BICs and the theory of high-Q quasi-BICs in dielectric metasurfaces is presented in section 5.2 and 5.3, respectively. This chapter contains two papers: paper III and paper IV. Section 5.4 is based on paper III, where the main results of the studied quasi-BIC metasurfaces are presented. Paper IV investigates simulations of quasi-BIC metasurfaces with parallel bars and a cylindrical disk for larger tip-to-tip gaps, which are presented in section 5.5. This chapter includes some scanning electron microscope (SEM) images of the fabricated metasurfaces. Finally, an experimental setup is described for measuring the reflectance from quasi-BICs. This setup has been made in collaboration with Dr. Marek Vlk and used to test some samples.

5.1 Dielectric metasurfaces

Metasurfaces are structured surfaces composed of a periodic array of subwavelength-scale ‘meta-atoms’. Meta is a prefix of Greek origin that means ‘beyond’, which indicates that these surfaces have properties and capabilities that go beyond those of natural surfaces. Meta-atoms are small and are the fundamental building blocks of metasurfaces. They are often known as unit cell of a metasurface. The incident electromagnetic waves interact with the subwavelength
meta-atoms to impart phase changes or amplitude modulation, which allows to control the propagation, polarization, and phase of light. These features have opened up new possibilities in fields such as imaging, sensing, and optical communications [93, 94]. In recent years, metasurfaces have become an integral component of flat optics, which enable the development of highly efficient and compact optical devices.

Dielectric metasurfaces are made from low-loss dielectric materials. Typical materials used are silicon, titanium dioxide, silicon nitride, gallium arsenide, and aluminum gallium arsenide. Unlike their metallic counterparts, dielectric metasurfaces made of highly transparent materials can control the phase of light without absorption losses, making them extremely efficient for light manipulation. Depending on the specific application, various configurations of dielectric metasurfaces have been investigated, as shown in recent review articles [85, 95, 96]. Figure 5.1 shows two examples of dielectric metasurfaces.

**Figure 5.1:** Examples of dielectric metasurfaces. (a) Schematic diagram of a metasurface with a periodic array of silicon nanodisk dimers arranged in a square lattice. The unit cell is shown in the right panel. Reproduced from ref. [97]. (b) Dielectric metasurface consisting of a periodic arrangement of square unit cells with four square voids at the centers of all edges. Reproduced from ref. [98].
5.2 Bound states in the continuum (BICs)

A quantum system typically contains two distinct types of states, which are separated in energy. The first type is the regular bound states which support discrete sets of localized propagating modes (shown in blue color in figure 5.2). The second type is the delocalized states having a continuum of propagating solutions. States inside the continuum spectrum couple with extended waves and are known as resonance leaky states (green color in figure 5.2). Apart from these states, exotic states known as bound states in the continuum (BICs) may exist in a quantum system. BICs are peculiar states of light that possess discrete energies similar to the bound states, but they coexist within the continuum spectrum of the system. They remain perfectly localized in space with no leakage losses (red color in figure 5.2).

![Diagram of different states](image)

**Figure 5.2**: Illustration of different states supported in a quantum system and their mode profiles: regular bound states, extended states, leaky resonances and BICs. Adapted from ref. [99].

The concept of BICs was introduced by Neumann and Wigner in 1929 [100]. The concept was formulated purely mathematically based on the Schrödinger equation and has never been realized in that form in practical systems. Since the initial proposal, BICs were first experimentally observed in acoustic and water waves [101, 102]. In these systems, BICs occur when the scattered or radiated waves interfere destructively with each other in such a way that certain discrete states within the continuum become bound, resulting in a perfect confinement
inside the system. The theoretical concept of BICs was first introduced in optics in 2008 [103] and was experimentally demonstrated in optical waveguides in 2011 [104]. Over the past decade, BICs have been investigated in various nanophotonic systems [99, 105]. They are mainly classified into two categories. The first type is symmetry-protected BICs, which are formed when the spatial symmetry of the resonant state is incompatible with the in-plane symmetry of the radiating channels. In an earlier work by Parker, symmetry-protected BIC was experimentally demonstrated in acoustic waveguides with parallel plates [106]. Besides, periodic structures such as gratings, photonic crystal slabs, and metasurfaces can exhibit symmetry-protected BICs [105]. In these periodic structures, BICs rely on the time-reversal and the in-plane symmetry, and they can be found in high symmetry points. An example of symmetry-protected BICs in a photonic crystal slab is shown in Fig. 5.3 (a-c). The slab supports a symmetry-protected BIC in the symmetry point Γ (figure 5.3(c)). The second type is the resonance-trapped BICs (also known as accidental BICs), which originate from the complete destructive interference through the tuning of structural parameters of the system. The resonance-trapped BICs can be categorized into two main groups: Fabry-Pérot BICs and Friedrich-Wingten BICs. Fabry-Pérot BICs rely on two similar resonances from two cavities coupled through a single radiation channel and a schematic is shown in figure 5.3(d). A resonant cavity provides a unity reflectance near the resonance frequency $\omega_0$ as a result of the destructive interference between the direct transmission and the resonant radiation. Two such resonant structures can make a pair of perfect mirrors that trap light between them. BICs are generated when the resonance frequency $\omega_0$ or the gap $d$ between the two cavities is tuned such that the sum of the round-trip phase shifts $\psi$ becomes an integer multiple of $2\pi$ (figure 5.3(d)). On the other hand, Friedrich-Wingten BICs are based on two different resonances within an identical cavity. Referring to the figure 5.3(d), Friedrich-Wingten BICs can arise when the cavities exhibit different resonance wavelengths $\omega_{1,2}$ and radiation rates $\gamma_{1,2}$. This happens when the two cavities are far apart or with no separation ($d=0$). Friedrich-Wintgen BICs appear close to the frequency crossings of the uncoupled resonances. Structures supporting different BICs and their properties have been recently reviewed in [99].

A true BIC shows an infinite Q-factor, and it cannot be observed in the transmittance/reflectance spectrum. However, a true BIC never exists due to finite size of the structures, material absorption, and structural imperfections [107]. Thus, a true BIC is transformed into a resonant state that closely resembles the original BIC and have a finite, but very high, Q-factor. This is known as quasi-BIC, which is visible as a narrow peak in the
reflectance spectrum and can be used in practical applications. In recent years, quasi-BICs have been proposed for applications such as sensing, imaging, lasing, optical trapping, and on-chip communications, as recently reviewed in [105].

Figure 5.3: Illustration of various types of BICs. (a) Schematic of a photonic crystal slab supporting BICs and (b-c) mapping of the radiative quality factor of the lowest TM-like band in the continuum. Two BICs are found at wavevectors $k_x = 0$ and $k_x a/2\pi = 0.27$, respectively. The first BIC arises at the $\Gamma$ point due to symmetry of the photonic crystal and the second BIC is obtained through parameter tuning. Reproduced from ref. [108]. (d) A schematic illustration of Fabry-Pérot BIC. Two identical resonators with a resonance frequency $\omega_0$ coupled into a single radiation channel. Waves can be trapped between the two resonances when the round-trip phase shift $\psi$ is an integer multiple of $2\pi$. Adapted from ref. [99].
5.3 Theory of high-Q quasi-BICs in dielectric metasurfaces

Dielectric metasurfaces with various configurations can support symmetry protected quasi-BICs [109, 110]. One common configuration is a metasurface consisting of a periodic array, with a unit cell containing a pair of elliptical bars [111, 112]. By tailoring the shape and orientation of the bars, a quasi-BIC resonance can be achieved. Moreover, this design provides a high field enhancement on the tips of the bars, making it suitable for optical trapping. This will be discussed in the following section, together with a theoretical presentation in terms of electric dipoles.

Figure 5.4: (a) Schematic diagram of a silicon nitride metasurface consisting of a periodic array. The unit cell consists of a pair of ellipses with a tilt angle $\theta$. The diagram shows the electric dipole moments in the meta-atoms for (b) $\theta = 0^\circ$ and (c) $\theta = 10^\circ$. The components $p_x$ and $p_y$ are the dipole moments along the $x$-direction and $y$-direction, respectively. The metasurface is excited by a plane wave polarized along the $x$-axis and propagating along the $z$-axis.

A schematic diagram of the metasurface investigated in paper III is shown in figure 5.4 (a). The metasurface consists of a periodic array of elliptical meta-atoms and the unit cell is made of a pair of elliptical bars. To understand how the proposed metasurface supports true and quasi-BIC, the dipole moment in each meta-atom is considered, as illustrated in figure 5.4 (b) and (c). First, a true BIC scenario is presented. An incident plane wave with $x$-polarization induces inverse electric dipole moments in the meta-atoms, as indicated by the block arrows in figure 5.4 (b). Each dipole moment can be decomposed into $p_x$ and $p_y$, where $p_x$ is the $x$-component and $p_y$ is the $y$-component of the dipole moment. For $\theta = 0^\circ$, the dipole moment in the meta-atoms only has $p_y$ components which are parallel but in opposite directions. As the dipoles are opposing each other, out-coupling to the plane wave is completely prohibited and a true BIC exists. If the in-plane symmetry of the metasurface is broken by introducing a tilt angle $\theta$, the true BIC (infinite $Q$-factor) is transformed into a quasi-BIC (finite $Q$-factor). As shown in figure 5.4 (c) for $\theta = 10^\circ$, the dipole moment has both $p_x$ and $p_y$ components, where $p_y$ is the dominant
component. Again, the components \( p_y \) of the meta-atoms cancels each other and the out-coupling of \( p_y \) to the plane wave is forbidden. This suppresses radiative losses significantly, thereby contributing to a high Q-factor. The non-zero \( p_x \) components give radiative losses by out-coupling to the incident plane wave. For a small \( \theta \), the overall contribution of \( p_x \) on the total dipole moment is weak compared to \( p_y \), thereby the quality factor of the quasi-BIC resonance becomes large.

In the following, a general relationship between Q-factor and tilt angle \( \theta \) is deduced, which is related to the results shown in paper III and IV. The theory is based on ref. [111]. The meta-atoms are assumed lossless. The incident \( x \)-polarized plane wave generates forward and backward scattering, which are related to non-zero dipole moment \( p_x \) by the following expressions:

\[
E_f = E_i + \frac{i\omega \eta}{2A} p_x \quad (5.1)
\]

\[
E_b = \frac{i\omega \eta}{2A} p_x \quad (5.2)
\]

where \( E_f \) is the forward scattered field, \( E_b \) is the backward scattered field, \( E_i \) is the \( x \)-polarized incident plane wave, \( \omega \) is the angular frequency, \( \eta \) is the wave impedance of the surroundings, and \( A \) is the area of the unit cell. The dipole moment \( p_x \) can be written as:

\[
p_x = i2lu \sin \theta / \omega \quad (5.3)
\]

with \( u \) being the normalized dipole moment of a single meta-atom. \( I \) is the frequency-dependent current amplitude that captures the resonant characteristic and can be expressed as:

\[
I = \frac{E_i u \sin \theta}{Z} \quad (5.4)
\]

where \( Z \) is the effective impedance of the meta-atom considering mutual interactions among all meta-atoms. The effective impedance in a single resonance can be resembled with an RLC circuit:

\[
Z = -i\omega L - \frac{1}{i\omega C} + R \quad (5.5)
\]

where \( R \) is the effective resistance, \( L \) is effective inductance, and \( C \) is the effective capacitance. Here, the effective resistance \( R \) solely contributes to the radiative losses. The energy conservation law requires that,

\[
|E_i|^2 = |E_f|^2 + |E_b|^2 \quad (5.6)
\]
Substituting $E_i$ and $E_b$ into equation (5.6) give:

$$|E_i|^2 = \left| E_i + \frac{i\omega m}{2A} p_x \right|^2 + \left| \frac{i\omega m}{2A} p_x \right|^2$$  \hspace{1cm} (5.7)

Putting the expression of $p_x$ and $I$ into equation (5.7), we can write:

$$|E_i|^2 = \left| E_i - \frac{\eta E_i u^2 \sin^2 \theta}{AZ} \right|^2 + \left| -\frac{\eta E_i u^2 \sin^2 \theta}{AZ} \right|^2$$  \hspace{1cm} (5.8)

Eliminating $E_i$ and simplifying the equation (5.8), we get:

$$\frac{\eta u^2 \sin^2 \theta}{AZ \Re(Z)} = 1$$  \hspace{1cm} (5.9)

Now, using $\Re(Z) = R$, the following relationship between the effective resistance $R$ and the tilt angle $\theta$ is obtained:

$$R = \frac{\eta u^2 \sin^2 \theta}{AZ}$$  \hspace{1cm} (5.10)

The Q-factor of a RLC circuit is given by the following expression:

$$Q = \frac{1}{R} \sqrt{L/C}$$  \hspace{1cm} (5.11)

The inductance $L$ and the capacitance $C$ do not change significantly for a small tilt angle $\theta$, thus equation (5.8) indicates $Q \propto 1/\sin^2 \theta$. This suggests that the Q-factor increases drastically when tilt angle $\theta$ is reduced. A generalized asymmetry parameter $\alpha$ (here $\alpha = \sin \theta$) can be defined according to the structure considered and ranges from 0 to 1 [107]. It has been shown that the Q-factor is related to this asymmetry parameter by $Q \propto \alpha^{-2}$ [107, 109].

The frequency dependence of quasi-BIC in symmetry-breaking structures can be rigorously described by a Fano-type resonance [113]. The resonance curve is fitted to the following Fano lineshape function to extract the Q-factor [114, 115]:

$$R_{\text{Fano}}(\omega) = \left| a_1 + i a_2 + \frac{b}{\omega - \omega_0 + i\gamma} \right|^2$$  \hspace{1cm} (5.12)

where $a_1$, $a_2$, and $b$ represent the fitting parameters, $\omega_0$ denotes the central resonance frequency, and $\gamma$ indicates the overall damping rate of the resonance. From a Fano lineshape fitting to the reflectance curve, the Q-factor is determined by $Q = \omega_0/2\gamma$. 
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5.4 Dielectric metasurfaces with quasi-BIC as nanotweezers

This section discusses the main results from Paper III and shows how quasi-BIC metasurfaces can be used for optical trapping and Raman spectroscopy of EVs. A recent work has proposed the use of silicon quasi-BIC metasurfaces for trapping of nanoparticles at 1550 nm [115]. As discussed in the previous chapter, Raman spectroscopy at this wavelength is not practical, and silicon metasurfaces are not suitable for near-visible wavelengths due to high absorption. In this section, a silicon nitride metasurfaces is proposed to avoid absorption at 785 nm. Paper III includes simulation of field enhancement, Q-factor, mode volume, and Raman enhancement factor using COMSOL Multiphysics. Furthermore, simulations of optical trapping for EVs are presented, and the influence of these EVs on the trapping performance is investigated. In this section, a summary of these simulations is given.

Figure 5.5: (a) Schematic of the unit cell with design parameters. The parameters are: \( P_x = 522 \) nm, \( P_y = 336 \) nm, \( a = 255 \) nm, \( b = 125 \) nm, \( S = 1 \), and \( h = 230 \) nm, giving a quasi-BIC resonance at 785 nm as shown in (b). (c) Field enhancement profile in the \( xy \) plane at the mid-height of the bar. The metasurface is excited by a plane wave polarized along the \( x \)-axis and propagating along the \( z \)-axis.

The unit cell of the proposed metasurface with geometrical parameters is shown in figure 5.5 (a). It consists of two identical silicon nitride elliptical bars situated on a silica substrate. These materials are chosen because they are transparent at 785 nm, hence heating can be avoided.
Previously, dielectric metasurfaces have been studied for different applications in the near infrared (NIR) [107, 115] and mid-IR wavelengths [111]. The metasurface presented in Paper III is tuned to operate at a near-visible wavelength of 785 nm, enabling the combination of optical trapping and Raman spectroscopy. As discussed in section 5.3, using a tilt angle for the bars breaks the symmetry of the structure, resulting in the transformation of a true BIC into a quasi-BIC. A tilt angle of 10° is chosen, as this can be easily controlled during fabrication. A smaller tilt angle would provide a higher Q-factor (discussed in section 5.3), but it would also complicate the fabrication process. The relationship between tilt angle and Q-factor has not been studied as it is well known. Periodic boundary conditions are set on the faces of the unit cell, thus making the metasurface into an infinite array of unit cells.

The metasurface is excited by a plane wave polarized along the x-axis and propagating along the z-axis. For the optimized design parameters (caption of figure 5.5), a reflectance peak is found at 785 nm, which corresponds to a quasi-BIC resonance (figure 5.5 (b)). The reflectance spectrum is fitted with a Fano lineshape, equation (5.12), giving a Q-factor of 1.3×10^4. The metasurface shows a high electric field enhancement at the resonance wavelength (figure 5.5 (c)). On the bar tips, the enhancement is 178 and it decreases to 138 in the middle of gap (edge of figure 5.5(c)). Compared to the field enhancement in dielectric and plasmonic nanoantennas, this enhancement is several times higher. This is advantageous for optical trapping of nanoparticles using a low input power. Besides, a number of these hotspots can be obtained in the proposed metasurfaces (two per unit cell). When an EV is trapped in the hotspot, the incident beam can be used to excite Raman scattering. At the excitation wavelength, the Raman enhancement factor is approximately 138^2 ≈ 2×10^4, which is a result of strong intensity enhancement in the gap. On the other hand, there is no enhancement at the emission wavelength, as the field enhancement beyond the resonance wavelength is approximately 1 (figure 3 of paper III).

The metasurface shows very small mode volume, about 0.03×(λ/n_water), considering one trapping location. This is because of an extreme localization of the field to the gaps between the bars. With the presence of a trapped nanoparticle, a slight variation is found both in the Q-factor and mode volume (supplementary file of paper III). The resonance wavelength of the metasurface is sensitive to variations of the design parameters. The resonance wavelength varies linearly with the scaling factor S, while the variation is less pronounced when changing the height of the bar h (figure 4 of paper III). The field enhancement in the gap for different bar heights is studied in paper III and it was found that the enhancement for thin bars is significantly
higher than for thick bars (figure 5 of paper III). A physical explanation for this is that the mode field stretches into the substrate, as the bar height is reduced. This makes the mode less affected by the asymmetry of the bars, which increases the field enhancement.

**Figure 5.6:** (a) Shift of resonance wavelength from empty cavity when a particle is trapped, as function of nanoparticle radius. Curve shown for perturbation theory and triangles for simulation of reflectance peak. (b) Trapping potential depth determined from analytical expression (dashed black line) and simulations (black filled circles) at the shifted resonance wavelengths from (a), and at the resonance \( \lambda_0 \) of the empty cavity (dashed blue and filled).

Paper III studies the influence of trapped EVs on the resonance wavelength using perturbation theory and simulations. In both cases, the resonance wavelength of the empty cavity (\( \lambda_0 = 785 \) nm) shifts towards a longer wavelength (red shift) with the radius of the trapped EVs, as shown in Figure 5.6(a). The trapped EVs also influence the trapping potential. The following analytical expression from [116] is used to show how the trap depth correlates with the radius of the EVs.

\[
U_{\text{trap}} = 2\hbar N_p k_{\text{ex}} \frac{\kappa}{\xi} (\arctan[-\Delta] + \arctan[\eta + \Delta])
\]  

(5.13)

The derivation and specific details of the parameters in equation (5.13) are skipped here and can be found in the supplementary material of paper III. Figure 5.6(b) shows depth of the trapping potential as a function of EV radius determined by 1) simulation of the field and analytical expression, and 2) simulation of the field and optical forces as function of position of the particle. The trap depth increases with the radius of the EVs, reaching a value of 84 \( k_B T / \text{mW}/\mu\text{m}^2 \) for an EV radius of 35 nm. Note that this shifted resonance, and the corresponding potential occurs when all hotspots in the array are filled with identical particles. For the
unshifted wavelength, with an arbitrary number of trapped particles, the potential depth is approximately $50 \, k_B T/\text{mW}/\mu\text{m}^2$ for the EV radius of 35 nm. For stable trapping, a trap depth of $10 \, k_B T/\text{mW}/\mu\text{m}^2$ is considered sufficient. Thus, an input intensity of $1 \, \text{mW}/\mu\text{m}^2$ is sufficient for stable trapping of EVs with a radius larger than 15 nm, shown in figure 5.6(b).

5.5 Dielectric quasi-BIC metasurface with parallel bars and a disk

This section presents the main findings from Paper IV. The metasurface with tilted bars, discussed in the previous section, shows a significant influence of variations in the design parameters on quasi-BICs. Moreover, it gives a small tip-to-tip gap of 81 nm, which is only suitable for the trapping of smaller EVs. Paper IV presents simulation of a quasi-BIC metasurface with parallel bars and a cylindrical disk. The design is optimized to achieve a larger tip-to-tip gap for trapping of larger EVs. Moreover, the influence of the ellipticity of the bars on the fabrication sensitivity is studied.

![Figure 5.7](image)

**Figure 5.7:** (a) Schematic of a unit cell with a pair of parallel bars and a cylindrical disk. (b) Illustration of symmetry breaking in the metasurface by introducing a cylindrical disk at a distance $\Delta y$ from the upper edge of the unit cell. (c) Reflectance spectra showing a quasi-BIC resonance at $\lambda_0 = 773$ nm for the following design parameters: $P = 506$ nm, $a = 148.5$ nm, $b = 99$ nm, $h = 230$ nm, $r = 45$ nm, and $\Delta y = 103$ nm. With these parameters, the tip-to-tip gap is 209 nm, as shown in (b).

The unit cell of the metasurface is shown in figure 5.7(a), consisting of two identical elliptical bars and a cylindrical disk. Both the bars and the disk are taken to be silicon nitride and situated on a silica substrate. The bars are aligned vertically without being tilted, as opposed to the previous design. For this design, the symmetry is broken by placing the disk with a diameter $d$ at a distance $\Delta y$ from the upper edge of the unit cell, as shown in figure 5.7(b). The symmetry along the vertical axis is distorted, while the symmetry along the horizontal axis is maintained. The asymmetry parameter $\alpha$ is defined by $\alpha = \Delta y/(P/2)$, where $P$ is the periodicity of the unit cell. The approach of creating asymmetry by adding a disk in the design can simplify the
fabrication compared to controlling a small tilt angle. The metasurface is excited by a plane wave polarized along the $x$-axis and propagating along the $z$-axis. Figure 5.7(c) shows a quasi-BIC resonance at $\lambda_0 = 773$ nm for the design parameters mentioned in the caption. This wavelength is chosen because it corresponds to the central wavelength of our tunable laser.

![Symmetry-protected BIC and Resonance-trapped BIC](image)

**Figure 5.8**: (a) Q-factor as a function of asymmetry parameter $\alpha$ for ellipticity of 0.74 (filled circles) and 0.75 (filled diamond). (b) Sensitivity of the wavelength, and the Q-factor, as a function of ellipticity $e$. The filled squares, triangles, and pentagons markers indicate the sensitivities for $\Delta y$ of 103 nm, 76 nm, and 8 nm, respectively. The results shown for the triangle and pentagon markers are considered with ellipticities of 0.95 and 0.74, respectively.

Dependance of the Q-factor on the asymmetry parameter $\alpha$ is studied, which is shown in figure 5.8(a). When $\alpha$ is close to zero ($\Delta y = 3$ nm), the Q-factor reaches a very high value around $10^8$. This is due to a symmetry-protected BIC, as the structure becomes symmetric for $\Delta y = 0$. As the asymmetry increases slightly, the Q-factor decreases according to $\alpha^2$ [107, 109]. For further increase in the asymmetry, the Q-factor increases again, reaching a peak for $\alpha = 0.3$. This corresponds to $\Delta y = 76$ nm. The increase of Q-factor is a result of resonance-trapped BIC. By changing the design parameters, the Q-factor of the resonance-trapped BIC will tend towards infinity. Paper IV also investigates how the ellipticity $e = \sqrt{1 - b^2/a^2}$ of the bars affects the sensitivity of the quasi-BIC to changes in design parameters. The sensitivity $S$ is defined by $\Delta \lambda/\Delta r$ with $a' = a + \Delta r$, $b' = b + \Delta r$, and $r' = r + \Delta r$. To find the sensitivity, the design parameters $a$, $b$, and $d$ are changed simultaneously for $\Delta r$ within ±10 nm. Fig. 5.8(b) shows the sensitivity (filled squares) and Q-factor (filled circles) as function of ellipticity $e$ of the bars for $\Delta y = 103$ nm. The sensitivity decreases with decreasing ellipticity and reaches its minimum for an
ellipticity of 0.74. The sensitivity is approximately equal when the disk is moved closer to a symmetry-protected BIC ($\Delta y = 8$ nm) and close to a resonance-trapped BIC ($\Delta y = 76$ nm). Therefore, changing $\Delta y$ has limited influence on the sensitivity. The Q-factor is also shown in figure 5.8(b) for varying ellipticity. The Q-factor increases sharply when the ellipticity approaches 0.7. Thus, a more circular shape of the bars is advantageous for achieving a higher Q-factor and a low sensitivity to fabrication.

The metasurface shows a high field enhancement around 4000 at the tips and decreases to 2400 in middle of the gap, as shown in figure 5.9(a) and (b), respectively, for $\Delta y = 76$ nm (resonance-trapped BIC) and ellipticity of 0.74. The high field enhancements, giving very confined hotspots, can be used for optical trapping of nanoparticles. An important feature of this design is the relatively large gap, which is 209 nm for $\Delta y = 103$ nm and ellipticity of 0.74. It is thus possible to trap EVs up to 200 nm diameter.

![Electric field enhancement profiles at the quasi-BIC resonance in the (a) xy plane and (b) zx plane for $\Delta y = 76$ nm, $e = 0.74$ and $d = 90$ nm. The xy plane is taken at $z = h/2$ and the zx plane is taken at $y = P/2$.](image)

The findings presented in paper III and IV are highly relevant to the goals of the RCN project. The quasi-BIC metasurfaces show high field enhancement in the gaps, enabling on-chip optical trapping of EVs at near-visible wavelengths. The metasurfaces does not heat up due to the transparency of silicon nitride and silica at these wavelengths. Furthermore, a modest intensity of 1 mW/µm² is sufficient for stable trapping (paper III). Using the trapping laser, Raman scattering can be excited from the trapped EVs and subsequently analyzed using a spectrometer.
The metasurface can have a number of hotspots, where multiple EVs can be trapped and analyzed simultaneously. A set-up similar to the one outlined in section 4.8 can be used, but with a tunable laser. The size of the gap between two adjacent unit cells determines the largest possible size of trapped EVs. With the quasi-BIC design studied in paper III, only EVs with a diameter up to 70 nm can be trapped, as the gap is limited to 81 nm. A different design, parallel bars with a cylindrical disk, is studied in paper IV. This design provides a larger gap of 209 nm, which can be used to trap EVs with a diameter up to 200 nm.

5.6 Fabrication of quasi-BIC metasurfaces

Figure 5.9: (a) Top view and (b) tilted view of the SEM images of the tilted bars metasurfaces. (c) Top view and (b) tilted view of the SEM images of the metasurfaces with parallel bars and cylindrical disks.
The metasurface designs presented in Paper III and IV were made during a test run by Dr. Marek Vlk. The metasurfaces were fabricated using electron beam lithography (EBL) and dry etching at NTNU Nanolab. Figure 5.9 shows some scanning electron microscope (SEM) images of the fabricated metasurfaces. The top and the tilted view of the tilted bars metasurface are shown in Figure 5.9 (a) and (b), respectively. Moreover, the top and the tilted view of the metasurface with parallel bars and cylindrical disks are shown in Figure 5.9 (c) and (d), respectively. As can be seen, the sidewalls are not vertical and there are large fabrication defects.

Future fabrication of the metasurfaces will be done in collaboration with Dr. Martin Møller Greve from the University of Bergen. Details of the fabrication steps are skipped here, as they fall outside the scope of this thesis.

5.7 Experimental setup for measurement of reflectance spectrum from metasurfaces

![Experimental setup schematic](image)

**Figure 5.10**: Schematic of the experimental setup for measurement of reflectance spectrum from metasurface.

An experimental setup has been built for characterization of quasi-BICs metasurfaces, together with Dr. Marek Vlk, which is shown in figure 5.10. Initially, a fiber-coupled laser is collimated by a lens. The beam is transmitted by a 50:50 beamsplitter and directed to the back aperture of a water dipping objective lens. The reflected light from the metasurface is captured by the
objective lens and returned along the same optical path. The beamsplitter subsequently reflects
the beam to a power meter, which measures the power of the reflected beam. This setup was
used to measure the reflectance spectrum of the fabricated chips shown in figure 5.9. However,
no reflectance peak was identified within the range of the tunable laser in the reflectance
spectra. This could potentially be attributed to imperfections in the fabrication process, as the
dimensions and shapes of the fabricated metasurface diverged from those of the simulated
metasurfaces, as shown in the tilted view of the SEM images in figure 5.9. With improved
precision in the fabrication process, we hope to experimentally demonstrate quasi-BIC in the
future.
CHAPTER 6

Conclusions and future work

6.1 Conclusions

This thesis studies high-throughput, on-chip methods for optical trapping and Raman spectroscopy of nanoparticles at near-visible wavelengths. Focus is given on dielectric nanostructures to minimize or avoid heating. Two different types of nanostructures, dielectric nanoantennas and quasi-BIC metasurfaces, are simulated using COMSOL Multiphysics. These nanostructures provide moderate to high electric field enhancement in their gaps, which act as hotspots for optical trapping of nanoparticles. Optical forces acting on the nanoparticles are studied using the rigorous Maxwell stress tensor method. Nanotweezers, based on these dielectric nanostructures, are considered potential alternatives to existing optical tweezers.

In paper I, a brief overview of current progress in dielectric nanoantennas is reviewed. This includes definitions and physics of important performance parameters of dielectric nanoantennas, which form the foundation of paper II. Paper I also presents some original simulation results for a spherical silicon dimer. It is shown that the nanoantenna provides a very small mode volume and a modest Q-factor. These two parameters are related to the Purcell factor, which is found to be high for a small dimer gap. The high Purcell factor in the nanoantenna contributes to enhance Raman intensity of a molecule when the molecule is placed nearby the nanoantenna.

In paper II, a dielectric bowtie nanoantenna is investigated. Four different dielectric materials are studied for the nanoantenna, and the design parameters are optimized to achieve maximum field enhancement in a 50 nm gap. The optimized designs are then numerically investigated for optical trapping of three different nanoparticles. The results show that nanoantennas with high
refractive indices (multilayer tungsten disulfide, silicon, and gallium phosphide) are only suitable for stable trapping of 40 nm QDs and PS beads using input intensities of >10 mW/µm² and >50 mW/µm², respectively. They require even higher input intensity for trapping of EVs. For multilayer tungsten disulfide, silicon, and gallium phosphide, the required intensities to trap 40 nm EVs are 121 mW/µm², 161 mW/µm², and 217 mW/µm², respectively. When using the tungsten disulfide and silicon nanoantennas to trap EVs with these intensities, the estimated temperature increase is very high, around 96 K and 22 K, respectively. Despite gallium phosphide being transparent at 785 nm, it is not a standard material for CMOS fabrication. Based on the simulation results in paper II, none of the investigated materials are suitable for trapping EVs.

In paper III, a tilted bars quasi-BIC metasurface is investigated. Transparent silicon nitride is used for the design to avoid absorption and heating at a near-visible wavelength of 785 nm. The design parameters are optimized to obtain a quasi-BIC resonance. At this wavelength, a high electric field enhancement is achieved in the middle of the tip-to-tip gap. The wavelength at the quasi-BIC resonance gives a significant field enhancement at the incident wavelength but there is no enhancement at the Raman emission wavelengths. The optimized dimensions of the unit cell are small, thus fabrication of the metasurface will be challenging. Fabrication tolerances are investigated, and it is shown that resonance wavelength is significantly influenced to variations of the design parameters. The interplay between the trapped nanoparticles (EVs) and the quasi-BIC cavity is investigated and their influence on the trapping performance is explored. Simulations show that an input intensity of 1 mW/µm² is sufficient for stable trapping of EVs using the quasi-BIC metasurface. The tip-to-tip gap is approximately 81 nm, which can be used to trap smaller EVs (30-70 nm) and many simultaneously, with one at each hotspot.

Finally, in paper IV, the tilted bars metasurface design is modified to obtain a large tip-to-tip gap for trapping of bigger EVs. The design consists of parallel bars with a cylindrical disk, possibly simplifying the fabrication process. The influence of ellipticity of the bars on the quasi-BIC is investigated. It is shown that the structure can be made less sensitive to fabrication errors by using less elliptical, more circular bars. The effect of varying the position of the disk on Q-factor and field enhancement is also studied. The design parameters are optimized to obtain a quasi-BIC resonance at 773 nm. A very high electric field enhancement of > 2000 can be achieved in the middle of the gap. The gap between the bars is approximately 209 nm. This can be used to trap EVs up to 200 nm diameter, which covers most EVs. This design is thus promising for optical trapping and Raman of EVs.
6.2 Future work

The findings of this thesis have brought new possibilities for on-chip optical trapping and Raman spectroscopy of biological nanoparticles such as EVs. The presented work is primarily based on extensive numerical simulations using COMSOL Multiphysics. Therefore, more work is necessary to realize a functional chip-based system. The immediate next step involves the fabrication of the metasurface. Among the designs considered, the metasurface with parallel bars and a cylindrical disk is recommended due to its larger dimensions compared to the tilted bar design. Reflectance measurements is the easiest method to demonstrate quasi-BICs in the fabricated chip.

As indicated in Papers III and IV, the metasurfaces are very sensitive to variations in design parameters, affecting the target resonance wavelength. Future work should involve further optimization of the design parameters to reduce this sensitivity. The goal is to develop a metasurface design that is more robust against fabrication defects and errors both systematic and random. It is suggested to use the COMSOL optimization module to find a suitable configuration.

The simulations performed for the metasurfaces assume an infinite array of unit cells. However, fabricated metasurfaces will necessarily have finite dimensions. Therefore, it would be useful to investigate the impact of the finite array size on the quasi-BIC and trapping performance. The development of a 2D equivalent model could be a useful direction for future studies, as the 3D simulation of finite array, but relatively large is computationally very costly.
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Abstract
Nanophotonics allows the manipulation of light on the subwavelength scale. Optical nanoantennas enable increased resolution in bioimaging, novel photon sources, solar cells with higher absorption, and the detection of fluorescence from a single molecule. While plasmonic nanoantennas have been extensively explored in the literature, dielectric nanoantennas have several advantages over their plasmonic counterparts, including low dissipative losses and near-field enhancement of both electric and magnetic fields. Nanoantennas increase the optical density of states, which increase the rate of spontaneous emission due to the Purcell effect. The increase is quantified by the Purcell factor, which depends on the mode volume and the quality factor. It is one of the main performance parameters for nanoantennas. One particularly interesting feature of dielectric nanoantennas is the possibility of integrating them into optical resonators with a high quality-factor, further improving the performance of the nanoantennas and giving very high Purcell factors. This review introduces the properties and parameters of dielectric optical nanoantennas, and gives a classification of the nanoantennas based on the number and shape of the nanoantenna elements. An overview of recent progress in the field is provided, and a simulation is included as an example. The simulated nanoantenna, a dimer consisting of two silicon nanospheres separated by a gap, is shown to have a very small mode volume, but a low quality-factor. Some recent works on photonic crystal resonators are reviewed, including one that includes a nanoantenna in the bowtie unit-cell. This results in an enormous increase in the calculated Purcell factor, from 200 for the example dimer, to $8 \times 10^6$ for the photonic crystal resonator. Some applications of dielectric nanoantennas are described. With current progress in the field, it is expected that the number of applications will grow and that nanoantennas will be incorporated into new commercial products. A list of relevant materials with high refractive indexes and low losses is presented and discussed. Finally, prospects and major challenges for dielectric nanoantennas are addressed.
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1. Introduction

Antennas for radio and microwave wavelengths are widely used as an integral part of wireless communications.

Compared to conventional antennas, optical nanoantennas are less common, mainly due to their small size. Advances in nanoscience and fabrication technologies have made it possible to realize structures down to nanometers [1], thus paving the way for new and improved designs of optical nanoantennas. The emergence of optical nanoantennas has opened new research directions and applications. Among the diverse applications are nanoparticle trapping [2–4], optical sensing [5–8], optical computing [9–12], and spectroscopy [13–17].
Figure 1 illustrates the factors necessary to realize dielectric optical nanoantennas, their main optical properties, and some applications.

Optical nanoantennas can be categorized into three types: (a) plasmonic or metallic nanoantennas, (b) metal-dielectric nanoantennas, and (c) dielectric nanoantennas. Different configurations of plasmonic and metal-dielectric nanoantennas have been investigated and reviewed [18–27]. They include monopole nanoantennas, dimer nanoantennas, dipole nanoantennas, bowtie nanoantennas, core–shell nanospheres, Yagi-Uda nanoantennas, nanoflower arrays, directed scatterers, rhombic nanoantennas, and hybrid nanoantennas. Several metal-dielectric nanoantennas with active coatings have also been reported for enhanced scattering [27–30]. Active coatings have practical limitations, as the scattering becomes dependent on shape and polarization [27]. Plasmonic nanoantennas have two major drawbacks. First, they exhibit high optical loss due to the interband transitions of most commonly used plasmonic metals such as gold and silver [31, 32]. Therefore, they suffer from low antenna radiation efficiency. Second, the dissipative losses in metals generate heat in the nanoantenna structures and the surrounding environment [31, 32]. This is detrimental for several applications such as for heat-sensitive biological samples and optical trapping of nanoparticles, which are propelled out of the trap by thermally induced flows. In contrast, dielectric nanoantennas show considerably lower absorption loss and insignificant Joule heating, compared to their plasmonic counterparts. Therefore, they pave the way for new biological applications where negligible local heating is essential. Dielectric materials with a high refractive index offer enhancement of both electric and magnetic fields [33], which can be used to control the scattered radiation.

Dielectric optical nanoantennas can provide exceptionally small mode volumes, as demonstrated in several works that will be reviewed. The review also includes the simulation of a dimer consisting of two silicon nanospheres separated by a small gap. This can be considered a basic example of an optical nanoantenna. The simulation shows that a very small gap also gives a very small mode volume. A notable advantage of dielectric nanoantennas is the possibility of integration with optical resonators. Optical resonators give added enhancement of the field by accumulating light on many roundtrips, and due to their low losses, nanoantennas can potentially be integrated in the resonator without reducing its quality factor. Such a combination can be realized by incorporating a nanoantenna in a photonic crystal resonator. Recent work and the state-of-the-art in this direction will be discussed and compared with the example dimer nanoantenna.

The fabrication technologies for dielectric materials are mature and allow us to realize compact, low-cost and integrated nanophotonic devices [1]. Over the last decade, several dielectric nanoantenna structures have been reported including microspheres [34–36], nanospheres [37–40], Yagi-Uda nanoantennas [41–45], core–shell nanoantennas [46–48], dimers [31, 32, 49–56], bowtie nanoantennas [57–59], nanodisks [60–62] and nanorods [63, 64]. The objective of this review is to (i) define the terminology and performance parameters, (ii) give an overview of recent progress in the field and compare some of the results, (iii) describe some potential applications, (iv) list and discuss suitable materials, and (v) discuss the future outlook and challenges for dielectric optical nanoantennas.

2. Definitions and performance parameters

In classical antenna theory, antennas are devices that transform alternating currents (electric and magnetic) to
electromagnetic (EM) waves or EM waves to alternating currents. This definition is somewhat vague and inappropriate when it comes to defining optical nanoantennas. In general, optical nanoantennas serve as transducers between free EM radiation and localized energy [65]. Whereas an optical lens can focus a beam to a diffraction-limited spot, optical nanoantennas work with the near-field and, as a consequence, do not have a diffraction limit per se.

The interactions of a nanoantenna with an emitter or an absorber are illustrated in figures 2(a), (b). The emitter is taken as a point source that radiates isotropically, e.g. a fluorescent nanoparticle. Another example of an emitter can be an oscillating electric or magnetic dipole. The role of the transmitting nanoantenna is to enhance and pick up the field, which is captured by the absorber [65]. As for the emitter, the absorber is much smaller than the operating wavelength. In principle, the two cases of transmitting and receiving nanoantennas are reversible and their respective output and input field-distributions can be of any shape depending on the application. However, as a detector only sees the amplitude of the field, the output field-distribution from a transmitting nanoantenna is often less critical than the input field for the receiving nanoantenna. To obtain high localized intensity on an absorber, a laser and thus a Gaussian field-distribution is most common. This is thus taken as the input beam for the absorber in figure 2(b). Alternatively, for simultaneous excitation of many receiving nanoantennas, a wide beam or a plane wave can be used, which is the case for solar cells. A dielectric nanoantenna can be embedded inside an optical resonator in both transmitting and receiving modes as shown in figure 2(c). In transmitting mode, radiation from the emitter is captured by the nanoantenna and enhanced by the resonator, which produces an output beam. Reversely, in the receiving mode, the resonator builds up a strong field, which the nanoantenna transforms to a localized field, which in turn is captured by the absorber. In both cases, the resonator builds up the field over many cycles and enhances the energy density in the confined field, thus increasing the performance of the nanoantenna.

Optical nanoantennas resemble their classical counterparts. However, several important differences exist in terms of scaling and physical characteristics. In the following section, we will describe the most important performance parameters for nanoantennas, without giving a full theoretical treatment. Interested readers can follow [66, 67] for more extensive theory and definition of other parameters of dielectric nanoantennas.

2.1. Antenna efficiency and directivity

A nanoantenna experiences dissipative losses mostly by heat and absorption, which are low for dielectric materials, but must be accounted for. Antenna efficiency or radiation efficiency measures the degree of these losses. It is defined as the ratio of far-field radiated power to total power dissipated by the nanoantenna. Mathematically, the radiation efficiency of a nanoantenna is expressed by [68],

\[ \eta_{\text{rad}} = \frac{P_{\text{rad}}}{P} = \frac{P_{\text{rad}}}{P_{\text{rad}} + P_{\text{loss}}} \]

where \( P \) accounts for the total power dissipated by the nanoantenna, which consists of radiated power \( P_{\text{rad}} \) and total power loss \( P_{\text{loss}} \) of the nanoantenna. For a lossless hypothetical nanoantenna, the radiation efficiency is unity.

The directivity \( (D) \) of a nanoantenna measures the ability to concentrate radiated power in a particular direction. It is a comparative measure for how much the radiated power is enhanced if an isotropic antenna (an antenna that radiates power in all directions equally) is replaced by a directional antenna. In general, a narrow radiation pattern provides high directivity. The general expression for directivity is given by,

\[ D(\theta, \phi) = \frac{4\pi}{P_{\text{rad}}} p(\theta, \phi) \]

where the angles \( \theta \) and \( \phi \) are measured in the spherical coordinate system and indicate the direction of observation. The normalized angular power density \( p(\theta, \phi) \) defines the angular distribution of the radiated power, which is related to \( P_{\text{rad}} \) by the following expression,

\[ P_{\text{rad}} = \int_0^\pi \int_0^{2\pi} p(\theta, \phi) \sin \theta d\phi d\theta \]

When the direction \( (\theta, \phi) \) is not clearly stated, the direction of maximum directivity \( (D_{\text{max}}) \) is often used. Mathematically,
$D_{\text{max}}$ is given by $D_{\text{max}} = \frac{4\pi \text{Max}[p(\theta, \phi)]}{\nu}$, where $\text{Max}[p(\theta, \phi)]$ is the radiation power transmitted by the main lobe.

### 2.2. Cross sections and field enhancement factors

Let us assume a spherical, dielectric nanoparticle with radius $r$ and illuminated by a plane wave having intensity $I_0$. Some of the power from the plane wave will be captured by the particle and concentrated in its near-field. The nanoparticle thus acts as a nanoantenna. A small fraction of the plane wave will be absorbed and scattered by the particle, and the plane wave will thus experience a small attenuation. For a plane wave, the intensity $I_0 = n_e|E_{\text{in}}|^2/2Z_0$, where $n_e$ is the refractive index of the surrounding medium, $E_{\text{in}}$ is the amplitude of the incident electric field and $Z_0$ is the impedance of free space. The net rate of EM energy passing across the surface of the nanoparticle is given by $S \cdot \hat{e}A$, where $S$ is the Poynting vector, and $A$ is the area defined by the unit normal vector $\hat{e}$. The scattering cross section is found by

$$C_{\text{scat}} = \frac{1}{I_0} \int \int (S_S \cdot \hat{e})dA,$$  \hspace{1cm} (4)

where $S_S$ is the Poynting vector for the scattered radiation. The integration is performed over the closed surface of the nanoparticle.

The absorption cross section is given by the following expression,

$$C_{\text{abs}} = \frac{1}{I_0} \int \int P_\text{d}dV,$$  \hspace{1cm} (5)

where $P_\text{d}$ is the power loss density in the nanoparticle and the integration must be performed over its volume $V$.

The extinction cross section, which is a measure of the attenuation experienced by the plane wave, is the sum of the scattering and absorption cross sections:

$$C_{\text{ext}} = C_{\text{abs}} + C_{\text{scat}}.$$  \hspace{1cm} (6)

The virtual scattering cross section of the nanoparticle is different from the physical scattering cross section. Three dimensionless parameters called efficiency factors, are used to relate the virtual and the physical scattering cross section. The efficiency factors for absorption, scattering, and extinction are defined by

$$Q_{\text{abs}} = \frac{C_{\text{abs}}}{G}, \quad Q_{\text{scat}} = \frac{C_{\text{scat}}}{G}, \quad \text{and} \quad Q_{\text{ext}} = \frac{C_{\text{ext}}}{G},$$  \hspace{1cm} (7)

where $G$ is the physical cross sectional area of the nanoparticle ($G = \pi r^2$ for a nanosphere). If the incident beam is totally absorbed or scattered by the nanoparticle, the efficiency factors for absorption and scattering cross-sections will be unity. However, some nanoparticles can absorb or scatter more light than what is given by the cross sectional area. Thus, the efficiency factors can be greater than unity.

The concentration of electric and magnetic fields by nanoantennas is measured by field enhancement factors. The electric field enhancement factor $\delta^e$ is defined as the ratio of absolute electric field strength $|E|$ at a given location in the presence of a nanoantenna, to the absolute electric field strength $|E_0|$ in the absence of a nanoantenna. Depending on the value of $|E|$ and $|E_0|$, the electric field enhancement factor can be either greater or less than unity. Likewise, we can define the magnetic field enhancement factor $\delta^m$, where electric fields $|E|$ and $|E_0|$ are replaced by magnetic fields $|H|$ and $|H_0|$, respectively.

### 2.3. Quality factor and mode volume

When a nanoantenna is placed inside an optical resonator, it produces an enhanced light–matter interaction. Moreover, dielectric nanoparticles with high refractive index behave as resonators on their own. The performance of such nanoantennas is characterized by two figures of merit: quality-factor and mode volume. The quality factor $Q$ is a measure of photon cavity lifetime. The quality factor of an optical cavity mode can be defined by the following expression,

$$Q = \frac{2\pi\nu_0 E_{\text{stored}}}{P_{\text{loss}}},$$  \hspace{1cm} (8)

where $\nu_0$ denotes the resonance frequency, $E_{\text{stored}}$ is the stored EM energy in the cavity and $P_{\text{loss}}$ is the power loss per cycle. Once the resonance profile is obtained, the quality factor can be determined from the resonance peak by fitting it to a Lorentzian lineshape function. In this case, the quality factor can be calculated from $Q = \nu_0/\Delta\nu$, where $\Delta\nu$ refers to the full-width-at-half-maximum (FWHM) of the resonance peak. The cavity modes have a finite lifetime due to the dissipation of energy in the cavity. The lifetime is expressed by $1/\gamma_{\text{cav}} = 2\text{Im}[\omega_N]$, where $\gamma_{\text{cav}}$ is the cavity decay rate and $\text{Im}[\omega_N]$ is the imaginary part of the complex resonance frequency. The cavity decay rate is related to the quality factor by $Q = \omega/2\gamma_{\text{cav}}$. In practice, the cavity decay rate has contributions from both radiative and absorption components as given by $\gamma_{\text{cav}} = \gamma_{\text{rad}} + \gamma_{\text{loss}}$. The quality factor is then found from $Q^{-1} = Q_{\text{rad}}^{-1} + Q_{\text{loss}}^{-1}$, where $Q_{\text{rad}}^{-1}$ is the decay rate due to radiation to air (or surrounding medium) and $Q_{\text{loss}}^{-1}$ is the rate of loss due to absorption.

The mode volume $V_m$ is a measure of the spatial spread and energy density of an optical mode. It represents the ability of a nanoantenna to concentrate the field into a tightly confined spot. For low losses, mode volume is given by [69],

$$V_m = \frac{\int \varepsilon(\nu)|E(\nu)|^2dV}{\text{Max}(\varepsilon(\nu)|E(\nu)|^2)},$$  \hspace{1cm} (9)

where $E$ is the electric field and $\varepsilon$ is the dielectric constant, which are both spatially dependent. In some cases, the mode volume can be significantly smaller than the physical volume of the nanocavity. For plasmonic nanostructures, a mode volume in the order of $10^{-3} (\lambda/n)^3$ has been reported [70]. Here, $n$ is the refractive index of the surrounding material or in the nanocavity. Dielectric nanoantennas have been proposed with similar mode volumes, e.g. $5 \times 10^{-4} (\lambda/n)^3$ [71].
The expression for mode volume must be modified if the nanocavity exhibits high dissipative rates, for which a complex mode volume is used.

2.4. Purcell effect and Purcell factor

As noted, when defining the various parameters, transmitting and receiving nanoantennas can enhance the efficiency of a quantum emitter and detector. The enhancement mechanism can be explained by the Purcell effect. Here, we will consider the Purcell effect for a nanoantenna in transmitting mode. It increases the efficiency of a quantum emitter, which has a finite number of discrete and stationary energy states [72]. When the emitter is excited, it should ideally stay in one of the energy states endlessly. However, the lifetime of the emitter’s excited states is reduced because of interaction with the surrounding environment. Such interactions cause an emission of photons by spontaneous transition of the excited emitter into a lower energy state. Previously, it was thought that this spontaneous radiation occurs due to intrinsic characteristics of the atoms. This notion was proved wrong by the pioneering work of E. M. Purcell [73], who showed that the spontaneous relaxation rate of a magnetic dipole can be enhanced compared to the relaxation rate in free space, thus modifying the emission characteristics of the emitter. This phenomenon has been coined the Purcell effect. Based on this effect, the spontaneous emission rate $\gamma_{\text{mol}}$ can be increased using nanoantennas, and the increase is described by the Purcell factor $F_p$,

$$
F_p = \frac{\gamma_{\text{mol}}}{\gamma_{\text{mol}}} = \frac{2g^2}{\gamma_{\text{cav}}^2}\gamma_{\text{mol}}
$$

(10)

where $\gamma_{\text{mol}} = 2g^2/\gamma_{\text{cav}}$ is the spontaneous emission rate of the emitter in the presence of a nanoantenna, $g$ is the coupling constant, $\gamma_{\text{cav}}$ is the cavity decay rate, $\gamma_{\text{mol}} = \frac{\alpha_{\text{cav}}}{\gamma_{\text{mol}}} g$ is the decay rate into free space without the nanoantenna, $d$ is the dipole moment, and $\hbar$ is the reduced Planck constant. Equation (10) demonstrates that $\gamma_{\text{mol}}$ of an emitter can be modified by the interplay with a nanocavity. The modification can be large when the resonant frequency of the nanocavity is tuned to the emission frequency of the emitter. Altering the emission lifetime of a quantum emitter with a nanoantenna has potential applications in spectroscopy and optical sensing.

The Purcell factor is related to the quality-factor and mode volume of the nanocavity by the following expression [74],

$$
F_p = \frac{3}{4\pi^2} \left(\frac{\lambda}{n}\right)^3 \frac{Q}{V_m}
$$

(11)

Equation (11) indicates that the Purcell factor is directly proportional to the quality factor of the cavity and inversely
proportional to the mode volume. To obtain a high Purcell factor, it is thus necessary to use a resonator with high quality factor and a nanocavity with a small mode volume.

The Purcell factor quantifies the enhancement of spontaneous emission for a perfect dipole [75]. The Purcell effect contributes to the enhancement of fluorescence and Raman scattering. These effects have been demonstrated for nanoantennas, as will be reported in the next section. For a discussion of the relationship between (theoretical) Purcell factor and (measured) fluorescence enhancement and Raman gain, see [76, 77].

3. Types of dielectric nanoantennas and their optical properties

High refractive index materials (e.g. silicon and germanium) have been used to make optical nanoantennas. These nanoantennas can have different shapes, including spheres [37–40], cylinders/disks [51, 78] and rods [63, 64]. Dielectric nanoantennas can be loosely grouped in three categories based on the number of nanoantenna elements: (i) single element nanoantennas, (ii) double element nanoantennas, and (iii) multiple elements or nanoantenna arrays. Single element nanoantennas include single nanoparticles (monomers) [37–40, 79], single nanorods [63, 64] and single nanodisks [80–82]. Double element nanoantennas can consist of two dielectric nanoparticles or nanospheres (dimers) [55, 56, 83–88], two cylindrical nanodisks (nanodisk dimers) [51, 83, 89–93] or two tips as for bowtie nanoantennas [69, 71]. Multiple element or array nanoantennas are taken as any larger group of elements, such as two crossed-bowtie nanoantennas [57], Yagi-Uda nanoantennas [42, 45, 94], oligomers [95–99], and nanodisks arrays [100–102]. Figure 4 illustrates this classification of dielectric nanoantennas with their element types and schematic diagrams.

3.1. Scattering characteristics and resonances for single nanoparticles

Dielectric spherical nanoparticles with a characteristic dimension of a few hundred nanometers show unique scattering characteristics, as will be described in this section. The scattering characteristics are closely linked to the resonances of the particles. The resonances of spheres can be analytically predicted using Mie theory if the refractive index $n$ and size parameter $q = \pi D/\lambda$ are specified [103], where $D$ is the diameter and $\lambda$ is the wavelength. Plasmonic nanoparticles usually show only electric-type resonances. Due to the absence of an EM field inside metallic nanoparticles, they do not show a magnetic response. However, both electric and magnetic resonances, known as the Mie resonances, can be observed in a dielectric spherical nanoparticle. The magnetic response is due to coupling of the incident light with circular displacement currents generated by the electric field inside the nanoparticle. This happens when the operating wavelength inside the particle becomes comparable to the particle’s spatial dimensional $D = \lambda/n$. A dielectric nanosphere shows four dominant resonance modes, associated with magnetic dipole (MD), electric dipole (ED), magnetic quadrupole (MQ) and electric quadrupole (EQ) (for details see [103, 104]). Although higher-order multipoles can be excited, their contribution to scattering efficiency is considerably smaller than the magnetic dipole mode for nanoparticles, as will be shown in the next paragraph.

Theoretical investigations of electric and magnetic resonances for near-infrared (NIR) and visible wavelengths have been conducted for spherical silicon (Si) nanoparticles [105, 106]. It was demonstrated that nanoparticles with radii...
Figure 5. Scattering properties of cylindrical disk and spherical nanoparticles. (a) Numerically calculated scattering contributions for MD and ED resonances of a Si nanodisk with $h = 260$ nm and $d = 400$ nm. Schematic of the radiation patterns are shown in the bottom left. Reproduced with permission from [111], © 2017, ACS. (b) Forward and backward scattering cross-sections, and forward-to-backward scattering ratio of a spherical germanium (Ge) nanoparticle with $d = 150$ nm in free space. Far-field scattering radiation patterns at four different wavelengths are shown in bottom right. Reproduced with permission from [114], © 2017, John Wiley & Sons.

ranging from 65 to 330 nm exhibit electric and magnetic resonances. Experimentally, Mie resonances in spherical Si nanoparticles were reported for visible wavelengths in [107], and as shown in figure 4. Dark-field microscope images, figures 4(a)–(c), show magnetic dipole resonances at different wavelengths for nanoparticle sizes ranging from 100 to 200 nm. For the smallest size, the first resonance appears in the scattering spectra, which corresponds to an MD resonance (figure 4(d)). Increasing the particle size results in a red-shift of the MD resonance, and the appearance of ED (figure 4(e)) and MQ resonances (figure 4(f)). This shows the dominance of the dipole and quadrupole resonances, corresponding to the lower-order Mie resonances, for nanospheres. Mie resonances are not limited to nanospheres, but are also observed for other geometries such as cylindrical disks [108, 109] and rods [64, 110]. Mie resonances in disk-shaped nanoparticles at visible wavelengths have mostly been demonstrated in Si. Figure 5(a) shows electric and magnetic resonances in Si nanodisks with diameter and height of 400 and 260 nm, respectively [111]. As for nanospheres, in addition to the dominant MD and ED resonances, higher-order resonances can exist for larger diameter Si nanodisks, but with minor contributions to the scattering cross sections [80]. Apart from the theoretical investigations, Si nanodisks have been experimentally reported to demonstrate the Mie resonances [82, 108]. Electric and magnetic resonances of nanodisks have also been experimentally studied in other materials. Cylindrical disks of gallium arsenide (GaAs) [112] and tellurium (Te) [113] were demonstrated at visible and mid-infrared (IR) wavelengths, respectively. Similar to nanospheres and nanodisks, dielectric nanorods can also support electric and magnetic resonances, as shown theoretically in [64] and experimentally in [110] for Si nanorods at visible wavelengths.

The coexistence and coherence of magnetic and electric dipolar resonances inside a dielectric nanoparticle can change the scattering properties and make them dependent on the phase between the magnetic and the electric dipole. Kerker et al [115] predicted the conditions necessary to control forward and backward scattering in dielectric particles, known as the Kerker conditions. When the electric and magnetic induced dipoles oscillate at similar magnitude and in-phase, the backward scattering can be made exactly zero (known as the first Kerker or zero backward condition). Correspondingly, near-zero forward scattering can be achieved when the induced dipoles are equal in magnitude but oscillate out-of-phase (the second Kerker or near-zero forward condition). Experimental investigations demonstrated that a dielectric sphere with a diameter of 18 mm and a refractive index of four can mimic the theoretical predictions of Kerker et al for microwave wavelengths [116]. Moving to the nano-range, a similar control over scattered radiation has been shown for visible wavelengths with Si nanospheres [117] and with germanium (Ge) nanospheres [114]. For a Ge nanosphere of 150 nm diameter, maximum and minimum forward-to-backward ratios of around 20 and 0.4 were achieved, as shown in
The scattering radiation patterns show zero backward and near-zero forward scattering at 817 and 700 nm, while an equal forward and backward scattering can be found at 550 and 739 nm, respectively (bottom of figure 5(b)). Similar forward and backward scattering patterns by Ge nanospheres have also been reported in the near-IR region [118]. Going one step further, multilayer nanospheres have been theoretically studied for simultaneously achieving zero backward and nearly-zero forward scattering [119]. As a consequence, the scattering is mainly sideways to the incoming light. Dielectric cylindrical disks can also be used for controlling scattered radiation, as realized in recent reports. Theoretical works demonstrating zero forward scattering can be found in [120, 121], while zero backward scattering was discussed in [112]. Moreover, dielectric nanorods have been investigated recently for achieving zero backward scattering [122]. Dielectric nanospheres can also be used to control the direction of scattering and provide a significant enhancement of directivity compared to the directivity of a point dipole. A Si nanosphere with a notch, and excited by a dipole placed within the notch, can induce higher-order magnetic multipoles, as shown by simulations in [38]. These multipoles contribute to increasing the directivity up to 10 times. Moreover, changing the source dipole position within the notch results in shifting the direction of the radiation, thus enabling a form of beam-steering.

Mie resonances in dielectric nanoparticles can enhance the spontaneous emission rate of an emitter, which is quantified by the Purcell factor (see section 2.4). Theoretically, a Purcell factor of 90 has been shown for a Si nanosphere (diameter 615 nm, NIR-wavelength) for a longitudinal MD excitation, while it was approximately 15 times for a transverse MD excitation [40]. A quantum emitter based on negatively charged nitrogen–vacancy (NV) centers in diamond can be used for the excitation of a Si nanosphere, giving a Purcell factor of up to 50 [123]. Recently, Purcell enhancement in an active diamond nanosphere with NV centers (figure 6(a)) has been studied through simulations and experiments [124]. By tuning the size of the diamond nanosphere, magnetic and electric resonances can be overlapped with the pump wavelength and the photoluminescence (PL) spectrum of the NV-center (figure 6(b)). This process increases the Purcell factor due to reduction of the emission lifetime, thus enhancing the luminescence emission of NV-centers. The Purcell effect is suppressed for nanospheres with a radius of less than 150 nm and enhanced for larger nanospheres (figure 6(c)). By exciting higher-order Mie resonances in dielectric nanospheres, evanescent fields are produced, which can be utilized for enhancing the Raman signal from organic molecules attached to the nanospheres [37].

3.2. Dimers and field enhancement

The second category of nanoantennas according to figure 3 has two elements in a dimer or bowtie-configuration. A dielectric dimer consists of a pair of spherical or cylindrical nanoparticles and is a widely used configuration for nanoantennas. For dimers, our main focus will be on field enhancement, rather than on the scattering properties considered for single nanoantennas. A single dielectric nanosphere or disk can only provide low near-field enhancement [56]. In a dimer structure, the fields from two nanoparticles can interact in the gap between them, giving a significant enhancement of the near-field. Moreover, by adjusting the dimer gap, a smaller mode volume can be achieved [56, 83] than what is possible with a single nanoparticle. A metallic dimer only generates an electric hotspot when incident light is polarized along the dimer axis, as there is no magnetic hotspot for incident light polarized perpendicular to the dimer axis (figure 7(a)). On the other hand, a dielectric dimer produces both electric and magnetic hotspots in the dimer gap for incident light polarized, respectively, along and perpendicular to the dimer axis (figure 7(b)) [56].

Generation of electric and magnetic hotspots has been demonstrated for both spherical and disk dimers. A Si dimer, consisting of two nanospheres of radius 150 nm and separated by a narrow gap of 4 nm, gives nearly 30 and 13 times...
enhancement of electric and magnetic fields in the center of the gap, according to simulations [56]. Field enhancement in hollow spherical Si dimers has also been simulated, showing an enhancement of ten times the magnetic near-field [126]. Electric and magnetic hotspots produced in Si cylindrical dimers were theoretically reported in [91]. Furthermore, the behavior of electric and magnetic resonances in AlGaAs nanopillar dimers has been demonstrated using simulations and cathodoluminescence imaging [127]. It was shown that coupling of adjacent nanopillars occurs due to the splitting of single pillar modes, thus generating symmetric and antisymmetric modes at different wavelengths.

Chirality is a measure of asymmetry. Two molecules are chiral if they are mirror images of each other, and the mirror images cannot be superimposed through translation or rotation. The two chiral molecules are referred to as enantiomers. Enantiomers can have very different chemical properties, making it important to distinguish between them. A difference in absorption for right- and left-handed circularly polarized light can be used to measure the chirality of a sample. A hotspot generated by a nanoantenna can influence the light–matter interaction on chirality, and thus make it easier to detect and distinguish enantiomers [57, 128, 129]. The influence of the field on chirality is given by the chiral density of the field, \( C = -\frac{3}{16\pi} \text{Im}(E^\ast \cdot B) \), where E and B are the electric and magnetic field vectors, and \( \omega \) is the angular frequency.

Figure 8 shows a dimer and enhancement of the chirality of the field in the gap, for linear polarization (C) relative to the chiral density for circular polarization (C0). For polarization along or perpendicular to the axis of the dimer, figures 8(a), (b), the field is not chiral in the gap, due to symmetry. On the other hand, for off-axis polarization, figures 8(c), (d), there is an enhancement of the chirality of up to ±20 relative to circular polarization [78]. This shows that a dimer can be used for detection of chirality also using linear polarization, and that the sensitivity can be significantly larger than for circular polarization, which is normally used for detecting chirality. In addition to dimers, crossed-bowtie nanoantennas [57] and nanodisks with a slanted slot [130] have been demonstrated numerically for chirality enhancement.

Field enhancement and small mode volume in the dimer gap can increase fluorescence emission and Raman scattering due to the Purcell effect. The fluorescence enhancement in a dimer gap has been measured with fluorescence correlation spectroscopy, indicating that Si dimers provide somewhat higher fluorescence enhancement (around 270-fold) than Au dimers (around 200-fold) for similar configurations (figure 9(b)). Besides, a slightly
reduced detection volume was found for the Si dimers for a 20 nm gap, and significantly reduced for a 30 nm gap, as compared to the Au dimers (figure 9(c)). Dielectric dimers enhance Raman scattering by utilizing the field enhancement in the gap. An enhancement of the Raman scattering of Si dimers is included and its Purcell factor calculated. The dimer, as proposed in [32], consists of two Si nanospheres with a radius 150 nm and separated by a gap. To find the Purcell factor for the dimer, the quality factor must be known in addition to the mode volume. The finite-element method was used for the 3D simulations (COMSOL v.5.4). For a radius of 150 nm, the dimer shows three resonance peaks in the extinction spectra, which correspond to MD, ED and MQ resonances (see [56]). In the following, only the MD resonance is considered because it has the highest extinction efficiency and the sharpest resonance. The mode volume is calculated in air (i.e., in the dimer gap) using equation (9), and the quality factor is found from the extinction spectra as discussed in sections 2.2 and 2.3. The quality factor and mode volume as a function of the gap is shown in figure 10(a) for a plane wave with the electric field along the axis of the dimer. Enlarging the dimer gap results in a sharper MD resonance in the extinction spectrum (also shown in [56]), and consequently a higher quality factor. For a small dimer gap (e.g., 4 nm), the extinction spectrum becomes broad, showing a weak MD resonance, and thus a low quality factor. The dimer gap has a significant influence on the mode volume, with a small gap providing a tightly confined electric field in the gap (see [56]); therefore, an ultra-low mode volume. On the other hand, the electric field in the gap extends further out when the dimer gap is increased. This effect results in a significant increase in mode volume. To sum up, the quality factor is low to moderate (from 3 to 16), while the mode volume can be extremely small ($<0.005 (\lambda/n)^3$). The Purcell factor is calculated by inserting the quality factor and mode volume in

![Figure 9. Comparison of fluorescence enhancement, detection volume and temperature rise for Si and Au dimers. (a) Simulated electric field enhancement in the gap of a cylindrical Si dimer with $h = 60$ nm, $g = 20$ nm and $d = 170$ nm. (b) Fluorescence enhancement for Si and Au dimers with gap of 20 and 30 nm. Reproduced with permission from [83], © 2016, ACS. Simulated temperature increase around a (d) Si dimer and an (c) Au dimer with $d = 200$ nm, $h = 200$ nm, $g = 50$ nm and laser intensity of 5 mW/μm$^2$. (f) Simulated temperature increase on the dimer surface (blue square) and in the dimer gap (red circle) for the Si dimer as a function of (trapping) laser intensity. Reproduced with permission from [132], © 2018, ACS.](image)
Figure 10. Simulation of a dimer to show the relationship between mode volume, quality factor and Purcell factor. The dimer consists of two Si nanospheres, radius 150 nm, separated by a gap. (a) Simulated quality-factor and mode volume as a function of dimer gap. (b) Calculated Purcell factor as a function of dimer gap at \( \lambda = 1100 \) nm. Schematic of the simulated dimer with excitation polarization is shown in the insets.

Table 1. Performance comparison of different dielectric nanoantennas.

<table>
<thead>
<tr>
<th>Structure</th>
<th>( \lambda ) (nm)</th>
<th>Field ((E/E_0))</th>
<th>Fluorescence</th>
<th>SERS</th>
<th>Purcell factor</th>
<th>Year</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si disk dimer</td>
<td>860</td>
<td>5.5</td>
<td>2000</td>
<td>1000</td>
<td>—</td>
<td>2015</td>
<td>[32]</td>
</tr>
<tr>
<td>Si disk dimer</td>
<td>633</td>
<td>~4.6</td>
<td>270</td>
<td>—</td>
<td>~20</td>
<td>2016</td>
<td>[83]</td>
</tr>
<tr>
<td>Si disk dimer</td>
<td>633</td>
<td>—</td>
<td>470 ± 90</td>
<td>1720 ± 300</td>
<td>—</td>
<td>2018</td>
<td>[53]</td>
</tr>
<tr>
<td>GaP disk dimer</td>
<td>633</td>
<td>~5.5</td>
<td>3600</td>
<td>—</td>
<td>~22</td>
<td>2017</td>
<td>[131]</td>
</tr>
<tr>
<td>GaP disk dimer</td>
<td>532</td>
<td>~6.3</td>
<td>—</td>
<td>1000</td>
<td>~6</td>
<td>2019</td>
<td>[133]</td>
</tr>
<tr>
<td>Si particle arrays</td>
<td>600</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>65</td>
<td>2016</td>
<td>[134]</td>
</tr>
<tr>
<td>Si sphere</td>
<td>458</td>
<td>—</td>
<td>200</td>
<td>—</td>
<td>—</td>
<td>2017</td>
<td>[135]</td>
</tr>
<tr>
<td>GaP nanodisk</td>
<td>700</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>~800</td>
<td>2019</td>
<td>[136]</td>
</tr>
</tbody>
</table>

equation (11), as shown in figure 10(b) for \( \lambda = 1100 \) nm. For a gap larger than 50 nm, the Purcell factor is approximately constant around 25. As the gap decreases below 50 nm, the Purcell factor increases considerably, exceeding 200 for a gap of 10 nm.

Table 1 summarizes the performance of some dielectric nanoantennas, mostly Si and GaP disk dimers. The data is limited and the table thus sparse, as can be expected for a relatively new field. The selected performance parameters are most relevant for biological applications, e.g. fluorescence and Raman-spectroscopy. Therefore, the results are for visible and near-visible wavelengths. The comparison shows that disk dimers are the most widely implemented structures for fluorescence and SERS enhancement. Field enhancement in dimer gap depends mainly on physical separation between nanoparticles, operating wavelength and refractive index of the material. The results listed in the table have different values for these parameters, thus showing different field enhancements. Fluorescence enhancement in a dimer gap is due to increased radiative emission rates. A high absorption coefficient can make a route for nonradiative decay channels, which limits the fluorescence enhancement. The absorption coefficient of GaP is one order of magnitude smaller than that of Si [131] for 633 nm, giving a negligible contribution of nonradiative decay channels. Therefore, GaP dimers provide higher fluorescence enhancement than Si dimers, as shown in table 1.

3.3. Scattering characteristics of dimers and multiple element nanoantennas

Scattering from collections of nanoparticles and arrays is a large topic and only Fano resonance and Yagi-Uda nanoantennas will be considered here. For a general treatment of scattering by small particles, see e.g. [66, 67]. Arrays of nanoantennas are considered demonstrated in [93, 100, 102, 137].

A resonance dip found in the scattering spectrum due to the destructive interference of broad and narrow spectral lines, is known as a Fano resonance. This unique dip is sensitive to the surroundings, and can thus be used for sensing applications [138]. One way to achieve Fano resonances is the use of complex oligomer structures [99]. However, simple configurations such as Si nanoparticle dimers can also be implemented for generating a Fano resonance. When two Si nanoparticles are in close proximity, coupling between ED resonances of the two nanoparticles produces a spectrally broadened mode, while two MD resonances produce a narrow mode (figure 11(a)). Therefore, the interaction of the broad electric and the narrow magnetic modes produces a dip, i.e. a Fano resonance in the backward scattering spectrum (figure 11(b)). The Fano resonances are modified when the diameter of the two Si nanoparticles is different. Simulation and measurement of a heterodimer with diameters of 115.2 and 129.8 nm shows two Fano resonances at 511 and 592 nm, respectively (figures 11(d), (e)). Fano resonances have been
demonstrated for visible wavelengths using Si dimers on a vanadium dioxide (VO₂) layer with an aluminum dioxide (Al₂O₃) substrate (figures 11(f), (g)) [139]. The resonance dips can be tuned by changing the phase transition of VO₂, which is dependent on temperature (figure 11(h)). Conversely, the temperature sensitivity makes it possible to use the nanostructure as a temperature sensor. Apart from the spherical dimers, Fano resonances have been studied recently in nanoblock dimers [140].

As discussed earlier, the radiation pattern of a single Si nanosphere can be switched from the backward to the forward direction by the Kerker effect. However, it shows low directivity in the visible spectrum (figure 12(b)). The idea of using Yagi-Uda nanoantenna arrays (figure 12(a)) made of silicon nanospheres, was first theoretically proposed in [44]. It was numerically shown that such nanoantennas can significantly enhance the directivity compared to a single nanoparticle (figure 12(c)). Moreover, the simulations showed enhanced radiation efficiency and a higher Purcell factor compared to an Au Yagi-Uda nanoantenna. Experimentally, a Si Yagi-Uda antenna has been demonstrated for microwave frequencies [42]. For visible wavelengths, enhanced directivity has been demonstrated using a square array of Si nanodisks [100]. Recently, arrays of gallium arsenide (GaAs)
nanopillars have been experimentally studied for controlling the direction of emitted light, thus providing a new route for low-loss and directional lasing [93].

4. Combining dielectric optical nanoantennas and microresonators

Optical microresonators have been investigated extensively in the literature. Compared to optical nanoantennas, they provide much higher quality-factor, but at the cost of larger mode volume. A combination of microresonators and nanoantennas may thus be the ultimate combination, providing high quality-factor and small mode volume simultaneously. In this section, some recent results combining microresonators and nanoantennas will be reviewed.

Microsphere resonators have exceptionally high quality-factors, possibly the highest of any passive resonators, i.e. without amplification. As an example, a microsphere of fused silica has been demonstrated with a quality factor of $8 \times 10^9$ [141]. In addition to microspheres, a number of other designs for optical microresonators have been studied, e.g. microdisks, micropillars, microtoroids, Fabry–Perot microcavities and photonic crystal microcavities. For reviews of optical microresonators, see [74, 142, 143]. The mode volume of a microsphere is typically $10^3 \times (\lambda/n)^3$ [144]. Some other designs give smaller mode volume at the cost of reduced quality-factor. One example of this is a micropillar cavity made by two distributed Bragg mirrors, with a reported quality factor and mode volume of $3 \times 10^6$ and $0.1 \times (\lambda/n)^3$, respectively [145]. Furthermore, various photonic crystal structures have achieved moderate to high quality-factors, combined with the smallest mode volume among all microresonators. Using a one-dimensional photonic crystal nanobeam cavity in Si (shown in figure 13(a)), a quality factor of $1.4 \times 10^7$ and a mode volume of $0.39 \times (\lambda/n)^3$ were demonstrated theoretically [146]. The reported experimental quality-factor was $7.5 \times 10^5$ measured from the scattered light (shown in figure 13(c)). A two-dimensional photonic crystal cavity has been experimentally reported using a slotted structure (SEM image is shown in figure 13(d)) [147]. The measured quality-factor and simulated mode volume for the cavity were $1.2 \times 10^6$ (shown in figure 13(e)) and $0.04 \times (\lambda/n)^3$, respectively. The mode volume is thus comparable to that of a Si dimer (see figure 10(a)), with a significantly higher quality factor. The calculated Purcell factor is $\sim 2.3 \times 10^6$, compared to maximum a few hundred for the Si dimer. The 2D photonic crystal cavity thus outperforms the Si dimer before taking special measures.

Figure 13. Optical microresonators. (a) SEM image of a fabricated photonic crystal nanobeam cavity. (b) Resonant scattering spectra for different cavity length. (c) Comparison of simulated and experimental quality-factor. Reproduced with permission from [146], © 2009, AIP. (d) SEM image of a fabricated two-dimensional slotted photonic crystal cavity. (e) Normalized optical transmission indicating the first and second order optical cavity modes. Quality-factor of the first order mode is shown in the inset. Reproduced with permission from [147], © 2010, AIP.
Microspheres have been combined with plasmonic nanoantennas [148–150]. In principle, several of the microresonator-designs can be combined with dielectric optical nanoantennas. Adding a nanoantenna to a microresonator will increase the loss if the nanoantenna is not perfectly matched to the mode of the microresonator, even if the nanoantenna does not have intrinsic losses. Perfect mode-matching is difficult to achieve for most microresonator-designs. As an example, fixing a Si dimer to the surface of a microsphere will give scattering and thus reduce the quality-factor of the microsphere. For waveguide ring resonators, an adiabatic transition to a nanoantenna etched into the waveguide core can be imagined. Going one step further, it has been proposed to embed a bowtie antenna in the unit cell of a photonic crystal waveguide [71]. This can give extreme light concentration at the bowtie tip as shown in figure 14(b) and thus provides an ultra-low mode volume. According to simulations, the bowtie unit cell provides 80 times enhancement of the peak electric field amplitude compared to a traditional circular unit cell [69]. The proposed design has been made and experimentally validated by S Hu et al [69], which is shown in figures 14(c)–(f). Note the small dimensions of the bowtie unit cell, with a minimum width of 12 nm (figure 14(d)). As the gap in the bowtie is not completely etched away (figure 14(e)), the mode volume is further reduced. The measured quality-factor was $\sim 10^5$, with a (simulated) mode volume of $10^{-3} \times (\lambda/n)^3$. This combination gives a Purcell factor of $\sim 8 \times 10^6$.

The combination of nanoantennas with resonators can thus give extremely high Purcell factors. This may result in significant improvements for applications such as optical trapping, as predicted in [151]. The combination may also find other applications, e.g. for single-molecule fluorescence and Raman-spectroscopy of nanoparticles. However, the wavelength of the emitter (or absorber) must be closely matched to the resonance wavelength of the resonator. Also, the combination is suitable for one or a few nanoantennas, as opposed to single nanoparticles, which can easily be multiplied to very large numbers. Combining nanoantennas and micro-resonators thus give very interesting results for applications where the wavelength can be adapted to the resonator and where a limited number of nanoantennas is required.

5. Applications of dielectric nanoantennas

Optical nanoantennas can be utilized in various applications including optical trapping [83, 132, 152], spectroscopy [31, 32, 131, 135], photovoltaics [153], directional lasing [93], nonlinear signal conversion [154–160] and optical sensing [161, 162]. A few of them have already been employed as operational devices (e.g. on-chip biosensing [101]), while others are expected to be implemented in devices soon (e.g. directional lasing [93]). In this section, we will discuss a few emerging applications.

5.1. Optical trapping

The application of dielectric optical nanoantennas to optical trapping is highly promising. The main reasons are low local heating and strong electric and magnetic resonances. Conventional optical tweezers can trap micrometer-sized particles by using the optical forces exerted from highly focused laser beams [163]. Their application to trapping of nanoparticles is limited because the trapping relies on the gradient force, which scales with the volume of the particle [164]. As lenses are used in the trapping system, the focal spot and thus the gradient forces are limited by the diffraction limit. Therefore, there is a lower limit for the size of a particle that can be trapped, depending on its refractive index, input power, and to some extent the shape of the particle. Dielectric nanoantennas
can provide an effective solution to overcome this limit. Similarly to plasmonic nanoantennas, dielectric nanoantennas can be used to confine light to sub-wavelength mode volumes and thus enhance the gradient forces. This can be used for stable trapping of nanoparticles with low optical power. As dielectric nanoantennas produce less Joule heating than plasmonic ones, there is less thermally induced flow around the nanoantenna, which can push particles away. Also, avoiding heating is particularly important for some biological applications [165]. Recently, silicon optical nanoantennas have been reported for trapping of polystyrene nanospheres [132]. The authors used a pair of silicon nanocylinders having a gap of 50 nm and were able to trap multiple nanospheres with diameters of 20 nm (see figure 15). A single streptavidin-coated CdSe/ZnS quantum dot was trapped with similar dielectric nanoantennas in [152].

5.2. Surface-enhanced spectroscopy and fluorescence

Two other emerging applications of dielectric nanoantennas are surface-enhanced Raman spectroscopy (SERS) [32, 166, 167] and surface-enhanced fluorescence emission [32, 131]. As for optical trapping, nanoantennas improve the light–matter interactions through tightly localizing the optical field. This increases the Purcell factor and improves excitation rates [40], which translates into larger Raman-scattering and increased fluorescence from material in the nanocavity. Due to less local heating, high Purcell factors, and improvement of the radiative decay rate, single-molecule sensitivity has been demonstrated with dielectric nanoantennas, as for plasmonic nanoantennas [83]. It has been shown that silicon nanoantennas provide better quantum efficiency than the plasmonic nanoantennas [56]. Dielectric dimer nanoantennas were used in [32] for producing surface-enhanced fluorescence and SERS. The measured Raman-intensity is shown in figure 16(a), where nine similar silicon dimers were demonstrated. Due to the enhancement of the near-field (figure 16(b)), the dimer nanoantennas showed an increase in the Raman scattering by a factor of 1000 (figure 16(c)).

Dielectric nanoantennas are free from quenching and charge carriers [165]. An emitter, in nanometer proximity of a
plasmonic structure, can be quenched due to nonradiative decay channels. This can be avoided by using dielectric spacers for plasmonic structures, while for dielectric nanoantennas, the problem is avoided entirely. This is a key benefit for dielectric nanoantennas as opposed to plasmonic nanoantennas. Using single silicon dielectric nanospheres, the fluorescence signal from a dye has been enhanced 200 times without a dielectric spacer [135]. Using a silicon dimer with a gap of 20 nm, 270-fold enhancement of a fluorescence signal has been demonstrated [131]. In another work on gallium phosphide (GaP) dimers [83], the authors reported 3600 times enhancement of the fluorescence signal.

5.3. Nonlinear photonics

Dielectric nanoantennas have gained attention for increasing photon–photon interactions. They are considered building blocks for exploring nonlinear effects because of low losses and the coexistence of both electric and magnetic resonances [154]. This is in contrast to plasmonic nanoantennas, which are dominated by electric resonances. Nonlinear optical effects can have very different properties depending on whether their origin is magnetic or electric. When the electric and magnetic resonances are mixed, nonlinear properties change considerably. This leads to new applications in nanophotonics such as nonlinear mode-mixing [168].

Recently, nonlinear effects have been studied, including second-harmonic generation (SHG) [155, 157, 160] and third-harmonic generation (THG) [154, 156, 158, 169], using dielectric nanoantennas. Such nonlinear effects find important applications in bioimaging and biosensing [170, 171]. Unfortunately, silicon nanoantennas for nonlinear effects are of limited use for optical communications, due to two-photon absorption. A practical solution is to use III-V materials, e.g. AlGaAs, which can be made transparent in the visible range. Thus, two-photon absorption is avoided and the materials are suitable for investigating nonlinear effects such as SHG. SHG based on AlGaAs nanodisks has been reported in [155, 160]. Additionally, germanium nanodisks have been explored for THG [154].

5.4. Solar cells

High-efficiency solar cells are required for sustainable and environmentally-friendly energy production. One of the key strategies to improve the efficiency of solar cells is to increase the solar absorption by light trapping [153]. Several nanoantenna structures have been demonstrated [153, 172, 173] for this application. An one dimensional (1D) dielectric core–shell nanoantennas made of absorbing amorphous silicon and nonabsorbing ZnO and Si3N4 have been reported to enhance the solar absorption [153]. Moreover, Si nanowires coated with dielectric shells and nanocrystalline Si nanoshells were also explored for enhanced light absorption [173, 174]. Additionally, submicron spherical Si arrays and Ge nanopillar arrays have been demonstrated for enhancement of the solar absorption [172, 175].

6. Dielectric materials and fabrication technologies

To obtain tight confinement of light in a nanoantenna, the material must have a high refractive index. The material should also have moderate or low losses from absorption, and preferably a low cost. As the size of the device is small, higher losses and cost can be accepted than for larger devices, e.g. a waveguide crossing a cm size chip. An extinction coefficient $k = 0.01$ can be used to demonstrate this difference. For a nanoantenna with dimensions similar to the wavelength (e.g. $\lambda_0 = 1 \mu m$, $k = 0.01$ corresponds to ~0.5 dB propagation loss, which might be an acceptable value. However, if the loss is due to absorption, the nanoantenna might heat up for a modest input power, and one of the main advantages of dielectrics over plasmonics is thus lost. Also, if the nanoantenna is to be combined with a resonator, the losses for the resonator material must be very low to get a high quality-factor. This can be done by combining two materials, a low-loss material for the resonator and a material with high refractive index for the nanoantenna. As losses depend on the wavelength, the choice of material depends on the wavelength required for the application.

Finally, the availability of a suitable fabrication method can influence the choice of material for a nanoantenna.

Table 2 lists some relevant materials and includes both dielectrics and semiconductors. The properties of the materials depend strongly on wavelength, particularly close to absorption edges, and also depend on the fabrication method. Impurities can increase the extinction coefficient significantly and a porous structure can have a lower refractive index than a dense one. Values for the wavelength range are set to match the given (maximum) extinction coefficients. The values for the extinction coefficient are in several cases indicated as zero ($k \sim 0$), showing that the value is limited by the measurement range rather than the material. Some of the listed values have been measured for bulk materials and some are from models, and the values should thus be treated critically when used for designing nanostructures.

Silicon is a widely-used semiconductor material with low cost and mature fabrication technology [187]. It has a high refractive index and is very suitable for nanoantennas in the near-infrared, e.g. for telecommunications, and most of the examples in this review are on silicon nanoantennas. For biological applications, e.g. surface-enhanced Raman spectroscopy and fluorescence, visible light is mostly used. As silicon is partially absorbing for visible wavelengths, it can be used for small structures, i.e. the nanoantenna itself, operating in the visible. Some amorphous materials are transparent in the visible and have a moderately high refractive index, notably SiN/Si3N4, Ta2O5 and TiO2. Amorphous materials can be deposited with common deposition methods, e.g. low pressure and plasma-enhanced chemical vapor deposition (LPCVD and PECVD), magnetron sputtering and atomic layer deposition. As the deposition is typically done on top of a silicon wafer, the cost is low compared to materials that need a crystalline wafer of the same material-type. For higher refractive index, a few crystalline semiconductor materials are transparent in the visible/NIR-range, e.g.
AlGaAs and GaP. For high refractive index in the mid- and far-IR, germanium, antimonides, tellurides, and silicon carbide are attractive and have low extinction coefficient. The cost would be high for a large wafer with these materials, but a wafer can contain a very large number of nanoantennas. Thus, the cost can be acceptable and even low for highly transparent and has a high refractive index. For bio-
mechanical properties, and its mature fabrication technology as can be expected from its excellent optical, thermal and also for some biological applications where temperature power or when a nanoantenna is combined with a resonator, this is particularly important for applications with high heat generation is one of the main advantages of dielectric optical nanoantennas, as compared to plasmonics. This is mostly been on reducing dissipative loss in the materials. There are thus lessons to be learned from plasmonics, as for other topics related to the functioning of optical nanoantennas. Scattering losses are less important for nanostructures as they will not accumulate over a long structure, which is the case for e.g. optical waveguides. However, scattering and unintended hotspots might compromise the intended function of the nanoantenna and making perfectly smooth surfaces is a challenge. Whereas characterization of smoothness can readily be done with profilers and atomic force microscopes on the wafer- and chip-level, it is far from trivial to do the same for nanoantennas that have features in the nm range, and that can be very thin or have a spherical shape.

Silicon is dominating the field of dielectric nanoantennas, as can be expected from its excellent optical, thermal and mechanical properties, and its mature fabrication technology inherited from microelectronics. For near- to mid-IR, Si is highly transparent and has a high refractive index. For biological applications, e.g. Raman spectroscopy and fluorescence, visible wavelengths are preferable. Here, silicon has a disadvantage due to some absorption. Thus, other materials

### Table 2. Some relevant dielectric and semiconductor materials for optical nanoantennas. Most values have been accessed through [176].

<table>
<thead>
<tr>
<th>Material</th>
<th>Spectral range (μm)</th>
<th>Refractive index (n)</th>
<th>Extinction coefficient (k)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO₂</td>
<td>0.4–1.7</td>
<td>2.34–2.05</td>
<td>~0</td>
<td>[177]</td>
</tr>
<tr>
<td>Ta₂O₅</td>
<td>0.5–1.8</td>
<td>2.2–2.1</td>
<td>~0</td>
<td>[178]</td>
</tr>
<tr>
<td>Si₃N₄</td>
<td>0.5–2.5</td>
<td>2.1–2</td>
<td>~0</td>
<td>[179]</td>
</tr>
<tr>
<td>c-Si</td>
<td>0.5–1.1</td>
<td>4.3–3.5</td>
<td>0.049–3 × 10⁻⁵</td>
<td>[180]</td>
</tr>
<tr>
<td>SiC</td>
<td>1–7.5</td>
<td>3.3–2.9</td>
<td>≤0.1</td>
<td>[181]</td>
</tr>
<tr>
<td>AlGaAs</td>
<td>0.75–12</td>
<td>3.6–3</td>
<td>&lt;0.02</td>
<td>[182]</td>
</tr>
<tr>
<td>Ge</td>
<td>1.1–1.8</td>
<td>4.3–4.1</td>
<td>&lt;0.01</td>
<td>[183]</td>
</tr>
<tr>
<td>1.8–11</td>
<td>4.1–4</td>
<td>~0</td>
<td>[185]</td>
<td></td>
</tr>
<tr>
<td>GaSb</td>
<td>1.5–12</td>
<td>4–3.7</td>
<td>&lt;0.1</td>
<td>[186]</td>
</tr>
<tr>
<td>Te</td>
<td>1.6–2</td>
<td>4.5–4.3</td>
<td>&lt;0.1</td>
<td>[187]</td>
</tr>
<tr>
<td>GaP</td>
<td>0.5–12</td>
<td>3.6–3.1</td>
<td>&lt;0.01</td>
<td>[188]</td>
</tr>
</tbody>
</table>

7. Discussion and outlook

This review provides a brief overview of recent advances regarding dielectric optical nanoantennas. It presents a broad classification based on the structural configuration of the nanoantennas and provides a review of selected works in each category. As an example, original simulation results are included for a spherical silicon dimer, quantifying parameters that are relevant for optical nanoantennas, such as mode volume, quality factor, and Purcell factor. The example shows that the nanoantenna has a very small mode volume, but on its own it has a modest quality factor. This is a typical feature of optical nanoantennas as it is difficult to make a nano-size cavity with high quality-factor. There are a number of options for making high quality-factor optical resonators, both microresonators and larger, e.g. waveguide resonators. By combining nanoantennas with resonators, both very small mode volume and very high quality-factor can be obtained, as recently demonstrated [69]. The combination of dielectric optical nanoantennas and high quality-factor resonators is very promising, with performance set to improve and applications multiply in the future.
can be good alternatives, both amorphous dielectrics (e.g. SiN, Ta₂O₅, TiO₂) with a lower refractive index, and other semiconductors (e.g. GaP, AlGaAs). Biology will probably be a major application for optical nanoantennas in the future, and many optical functions can be imagined, e.g. various types of super-resolution microscopy with nanoantennas. Thus, there is a need for new materials with a high refractive index and new designs of optical nanoantennas, suitable for biological applications in the visible range. The UV range has not been considered in this review. It is currently attracting attention, e.g. for nonlinear optics [196], and as the wavelength gets shorter, it might give an even smaller mode volume than for the visible range. For wavelengths approaching the UV-absorption edge of a material, the increased loss is accompanied by an increase in the refractive index. A compromise between refractive index and loss must thus be made, which can work well for nanoantennas. There is a limited number of suitable materials for the UV range, and new materials might become available if the interest increases. For existing materials, improving the purity, fabrication methods and characterization will be beneficial for the scientific community and for all wavelength ranges. The combination of optical functions, e.g. nanoantennas and microresonators, and further combination with nonoptical functions, e.g. microfluidics, thermal control and electric circuits, all on one chip, can open entirely new applications. Hybrid integration with detectors, lasers and other sources, is also of great interest, and can lead to highly efficient and cost-effective nanophotonic systems.
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Materials for Dielectric Nanotweezers in the Near-Visible Region
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ABSTRACT: Nanotweezers made of dielectric nanoantennas have enabled optical trapping and manipulation of nanoscale objects. Commonly used dielectric materials with a high refractive index, notably silicon (Si), suffer from absorption at visible wavelengths and thus Joule heating of the structure and the trapped object. They are thus normally considered unsuitable for trapping applications in this wavelength range. In this work, dielectric materials with low absorption at 785 nm are studied to minimize Joule heating. We consider a bowtie configuration, which is simulated for four different dielectric materials and optimized for maximum electric field enhancement. The results show a significant electric field enhancement in the bowtie gap, which can act as a "hotspot" for optical trapping and enhancement of Raman scattering of a single nanosphere. We numerically investigate optical trapping of nanospheres and compare the results with an analytical expression. Three nanospheres with different refractive indices are used as examples. We further study the temperature increase and the thermally induced flow around the bowtie nanoantenna to understand if and how the trapping is perturbed by Joule heating. We find that nanoantennas made by Si on a Si substrate, although absorbing, can be used for trapping quantum dots (QDs) and polystyrene (PS) beads. The required input intensities for stable trapping are approximately 10 and 50 mW/μm², for QDs and PS beads, respectively, inducing temperature increases of ∼1.4 K and ∼7 K, respectively. For transparent materials, the input intensity is the limiting factor, and gallium phosphide (GaP) requires the lowest input intensity due to its high refractive index. However, Si is a far more common and standard material and thus gives a significantly easier fabrication process.

KEYWORDS: dielectric nanotweezers, bowtie nanoantennas, finite element method, electric field enhancement, optical trapping, Raman enhancement factor, Joule heating

1. INTRODUCTION
Conventional optical tweezers combined with Raman spectroscopy is an effective tool to trap, transport, and analyze suspended microparticles.¹⁻³ However, manipulation of nanometer-sized particles using this approach is difficult due to a weaker optical gradient force, as it scales with the third power of particle radius.³ Thus, a high laser power is required for stable trapping, which can cause optical damage to the trapped object.¹ Besides, the spot size of the focused beam is restricted by the diffraction limit; thus, combining optical trapping and Raman spectroscopy of particles smaller than the focused beam spot is challenging.

Plasmonic nanoantennas can confine light in the sub-wavelength scale and can give a moderate to high electric field enhancement, depending on the geometry of the nanoantennas. The field enhancement by these nanostructures enables optical trapping of smaller objects, as reported in several works.⁸⁻¹² Absorption losses of the plasmonic nanoantennas are the limiting factor for stable trapping, leading to thermophoresis and convection of fluid.¹³ As a result, the trapped nanoparticle tends to move away from the
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equilibrium position, thus making stable trapping difficult. Apart from plasmonic configurations, their dielectric counterparts are promising platforms for optical trapping of smaller nanoparticles. Dielectric structures such as waveguides, photonic crystal resonators, and nanoantennas made of high-refractive-index materials can produce a significant electric field enhancement, which is beneficial to obtain a higher gradient force. However, these benefits come at the cost of significant absorption losses for several of the materials, particularly at visible wavelengths. This is the case for silicon (Si), germanium (Ge), multilayer transition metal dichalcogenides, for example, tungsten disulfide (WS$_2$), and so forth. Examples of materials with lower absorption and also lower refractive index are gallium phosphide (GaP), silicon nitride (Si$_3$N$_4$), and titanium dioxide (TiO$_2$). For these, heating is drastically reduced at the expense of a lower field enhancement.

One of the powerful applications of the nanometric-size “hotspots” in plasmonic nanostructures is surface-enhanced Raman scattering (SERS) for detection of single molecules. Several novel configurations including inter-particle nano-gaps, nanogap in electrode pairs, and nanoparticle-on-a-mirror (NPoM) have been investigated to obtain extremely high field enhancement in a small gap, giving a giant enhancement of the SERS signal. However, the spectra obtained with SERS can be influenced by chemical bonds between the molecule and the metal surface and tend to depend critically on the location of a particle relative to the plasmonic nanostructures. Besides, due to different surface enhancements, the SERS spectrum of a nanoparticle captured at one location can differ from the spectrum of an identical particle trapped at another location. In this work, we focus on dielectric nanoantennas, as an alternative to SERS, to see if some of the drawbacks with plasmonic nanostructures can be mitigated. For optical spectrometers to have a sufficient signal-to-noise ratio for Raman spectroscopy, they must be based on the Si-photodetector, and their wavelength range is consequently limited to $\leq$1000 nm. A near-visible wavelength must thus be used for excitation to measure the Stokes-shifted Raman scattering using these spectrometers. Here, we consider a near-visible wavelength of 785 nm, commonly used for Raman spectroscopy, both for optical trapping and excitation of Raman scattering.

We mainly consider the bowtie configuration for the dielectric nanoantenna. Using numerical simulations, we optimize the dimensions of the nanoantenna for four dielectric materials (multilayer WS$_2$, Si, GaP, and Si$_3$N$_4$) to obtain maximum field enhancement and Raman enhancement at 785 nm. In addition, we consider the optical trapping of three nanospheres as examples, a quantum dot (QD), a polystyrene (PS) bead, and an extracellular vesicle (EV). Of the materials considered, GaP has a high refractive index ($n = 3.2$) and does not absorb at 785 nm. It is thus expected to perform better than the other materials, but it is not a standard semiconductor material. As Si and WS$_2$ are absorbing at 785 nm, it may appear counter-intuitive to study them as the absorption will cause heating. However, they also have high thermal conductivity, and the power absorbed by the nanoantenna is small. In this work, we explore if there is a window for using these materials, particularly Si, being the standard for semiconductor processing. All-Si and Si-on-glass nanoantennas have been reported in a few previous works, limited to optical trapping at 1064 nm and 1550 nm, respectively. These nanoantennas are thus unsuitable for combining with Raman spectroscopy. The novelty of this article is to study all-dielectric bowtie nanoantennas for combining optical trapping with Raman spectroscopy at 785 nm, in particular, all-Si nanoantennas at this wavelength. The aim is to trap a single nanoparticle and collect the Raman spectrum from it, with limited input intensity and with low heating. The approach can be extended to an array of dielectric nanoantennas fabricated on a single chip, for parallel Raman spectroscopy of many individual nanoparticles. The limited attention to the use of Si at 785 nm is understandable due to the absorption. However, our investigation shows that the heat generated is effectively conducted away, giving limited heating even for relatively high input intensity. To use Si nanoantennas for a specific application, the nanoantenna structure, notably the gap, must be tailored to the nanoparticle size, and it must be ensured that the necessary intensity and the accompanying heating are acceptable. The results provided here can assist in the optimization of the structure and deciding if a Si nanoantenna is suitable. Furthermore, this systematic numerical study of two standard and two novel materials for nanoantennas at 785 nm can be valuable as a guide for future experimental investigations.

2. STRUCTURE DESIGN AND SIMULATION METHODS

The schematic of a bowtie nanoantenna is shown in Figure 1a, which consists of a pair of opposing triangles separated by a 50 nm gap $g$.

![Figure 1](https://doi.org/10.1021/acsaom.2c00171)

**Figure 1.** Schematic of a (a) bowtie nanoantenna, consisting of a pair of equilateral triangles separated by a gap $g = 50$ nm and placed on top of a substrate. (b) Rounded edges with a radius of curvature $r_c = 30$ nm. Excitation by a plane wave polarized along the $z$-axis is shown in the inset of (a).

The triangle has a side length $l$ and height $h$. The tips of the triangles are slightly curved with a radius of curvature $r_c$, initially taken to be 30 nm (Figure 1b). The sharp tips of the triangles are rounded to avoid singularity problems and to approximate an actual fabricated design. Note that the substrate is the same material as the bowtie, unless otherwise stated. The nanoantenna is covered by water for optical trapping. Here, we consider four different dielectrics, which are multilayer WS$_2$, Si, GaP, and Si$_3$N$_4$ for the triangles and substrate. The complex refractive index of multilayer WS$_2$, Si, GaP, and Si$_3$N$_4$ has been taken from refs 26 and 38-3940, respectively. For water, only the real part of the refractive index ($n_w = 1.33$) is considered due to negligible absorption in near-visible wavelengths. We use COMSOL Multiphysics v.5.6 and a modified scattered field formulation for all simulations. The background field between the substrate and water cannot be directly defined in the scattered field formulation, as it will change due to the presence of the substrate. Therefore, the expression for the background field must be modified by incorporating the reflection and refraction at the interface. For this, we apply the Fresnel equations to compute the background field between the substrate and water, as demonstrated in ref 41.
computed background field is then used in the scattered field formulation with the bowtie nanoantenna being a scatterer. For computing the background field, a plane wave is considered that propagates along the z-axis and polarizes along the x-axis (perpendicular to the mirror plane of the nanoantenna), as shown in Figure 1a. The wavelength used in the simulation is 785 nm, as stated previously. Perfectly matched layers are implemented around the computational domains to prevent the backscattering. The maximum mesh element size for the triangles and trapped nanosphere is 10 and 2 nm, respectively. The optical force exerted on the trapped nanosphere is found from the Maxwell stress tensor.\textsuperscript{21,24} In this work, we consider three refractive indices for the nanospheres, corresponding to a QD (\(n_{QD} = 2.49\)),\textsuperscript{42} a PS bead (\(n_{PS} = 1.59\)),\textsuperscript{43} and an EV (\(n_{EV} = 1.39\))\textsuperscript{44} to study the optical trapping. The electromagnetic (EM) simulation provides a total power dissipation density, which is the sum of magnetic and resistive losses. The power dissipation density is integrated over the volume of the triangles and the substrate (for the absorbing materials), giving the absorbed power in these triangles and substrate. This absorbed power acts as a heat source, which is assumed to be uniformly distributed over the triangles and the substrate as the materials are good heat conductors. We use the COMSOL heat transfer module to calculate the temperature distribution around the nanoantenna. The temperature, in turn, creates flow, which is also simulated (with the COMSOL laminar flow module). No-slip boundary conditions are used at the boundaries between water and solids. Values for the fluidic properties of water have been taken from the COMSOL material library. The two different absorbing materials have thermal conductivities of 142 W K\(^{-1}\) m\(^{-1}\) for multilayer WS\(_2\),\textsuperscript{45} and 148 W K\(^{-1}\) m\(^{-1}\) for Si.\textsuperscript{21} Note that the thermal conductivity of WS\(_2\) and Si is high, which implies that heat is effectively transported away from the nanoantenna by the substrate. A thermally insulating layer between the substrate and the nanoantenna is detrimental to this heat transfer, as will be shown.

3. SIMULATION RESULTS AND DISCUSSION

We have divided this section into four subsections. In the first subsection, we optimize the dimensions of the bowtie nanoantenna to obtain maximum field enhancement and Raman enhancement in the middle of the gap. In the following two subsections, we study heating and thermally induced flow in the vicinity of absorbing nanoantennas. In the fourth subsection, we study optical trapping of nanospheres using the optimized nanoantenna dimensions.

3.1. Electric Field Enhancement and Raman Enhancement Factor

One of the key features of a dielectric nanoantenna is the enhancement \(|E|/|E_0|\) of the electric field near the nanoantenna, where \(E\) is the local electric field with a nanoantenna and \(E_0\) is the background electric field without the nanoantenna. The enhancement typically relies on nanoantenna shape, dimensions, and the refractive index of the nanoantenna material.\textsuperscript{24,46} For the studied bowtie nanoantenna, the field enhancement can be maximized by tuning its design parameters, which are side length \(l\), height \(h\), gap \(g\), and radius of curvature \(r\). We use an iterative approach, with optimization of one parameter at a time. We start by varying length \(l\) and keeping the other parameters fixed. The initial height is kept at \(h = 100\) nm, which provides sufficient retardation throughout the nanoantenna to support a current loop, as shown in previous works.\textsuperscript{27,48} Next, we put the value of \(l\) giving maximum enhancement into the simulation and vary \(h\). Figure 2a shows the dependency of the field enhancement on \(l\), where \(l\) is varied from 120 to 400 nm and the optimized \(h\) is kept at 330, 380, 370, and 400 nm for WS\(_2\), Si, GaP, and Si\(_3\)N\(_4\) nanoantennas, respectively. Field enhancement in the middle of the gap reaches the maximum at \(l = 170, 180, 220,\) and 300 nm for WS\(_2\), Si, GaP, and Si\(_3\)N\(_4\) nanoantennas, respectively. Figure 2b shows field enhancement in the middle of the gap as a function of \(h\). We vary \(h\) from 100 to 450 nm while \(l\) is kept fixed at 170, 180, 220, and 300 nm for WS\(_2\), Si, GaP, and Si\(_3\)N\(_4\) nanoantennas, respectively. The field enhancement increases with \(h\), reaching a maximum at 330, 380, and 370 nm for WS\(_2\), Si, and GaP nanoantennas, respectively. The field enhancement for the Si\(_3\)N\(_4\) nanoantenna goes up slowly throughout the entire range of \(h\) without any clear peak. For the Si\(_3\)N\(_4\) nanoantenna, we fix \(h = 400\) nm for the rest of the study. For the other materials, we use the values of \(l\) and \(h\) giving the maximum field enhancement (not shown), unless otherwise noted.

Dielectric nanoantennas can store the EM field due to the displacement current inside the nanoantennas. They can support several resonance modes such as magnetic dipole (MD), electric dipole (ED), magnetic quadrupole (MQ), electric quadrupole (EQ), and other higher order multipoles, depending on the nanoantenna dimensions and excitation wavelength.\textsuperscript{24,48} For the optimized \(l\) and \(h\) of the bowtie Si nanoantenna, the z-component of the current density \(J_z\) is shown in Figure 3a, which illustrates the distribution of charges. The accumulation of positive and negative charges clearly reveals a dipole-like behavior. The \(x\)-polarized incident field excites an ED resonance in the Si bowtie nanoantenna. The ED resonance is identified by the circulating magnetic field loops inside the nanoantenna, shown by black arrows in Figure 3b, which extend outside the nanoantenna.\textsuperscript{25} To find the scattering contributions of different resonance modes in the Si bowtie nanoantenna, we perform multipole decomposition analysis, implementing the procedures given in ref 49. The scattering efficiency at 785 nm (the vertical dotted line in Figure 3c) shows that ED and EQ give the highest contributions at this wavelength. For simplicity, the Si nanoantenna in air is considered here. Note that with the presence of a substrate, the scattering efficiency would increase slightly.\textsuperscript{77}

The electric and magnetic field enhancement at mid-height (xy plane) of the nanoantenna is shown in Figure 3b,d, respectively, for \(\lambda = 785\) nm. The field enhancement profile at the xz plane cutting the bowtie nanoantenna in its center is shown in Figure 3e. For the Si nanoantenna, the optimized height (\(h = 380\) nm) is sufficiently tall to fit two current loops inside the triangles (see Figure 3e and black arrows). This results in splitting of the hotspots, as described in ref 50. It is...
worth noting that a smaller \( h \) would provide a single current
loop, with reduced electric field enhancement in the middle of
the gap. The field enhancement in the \( yz \) plane (at the middle
of the gap) for the Si nanoantenna is shown in Figure 3f. The
field profile and color bar show that the electric field localizes
strongly in the narrow gap, thus making a hotspot for optical
trapping. At the middle of the gap, a maximum field
enhancement of \( \sim 6.5 \) can be achieved in the Si nanoantenna,
as shown in Figure 3f. On the outer rims of the bowtie (Figure
3b), the field enhancement is significantly weaker than on the
edges facing the gap. Due to two current loops inside the
nanoantenna, two hotspots can be seen along the height (\( z \)-
axis) (Figure 3e,f), as opposed to a single hotspot for smaller
height in other works.\(^{20,21,27,51,52}\) The two hotspots are located
around the mid-height and near the upper edges of the bowtie.
The color bar in Figure 3e,f clearly indicates that the lower
hotspot is more intense than the upper one. Similar field
profiles were found for the other materials with a slightly
different electric field enhancement (not shown).

Now, we investigate the impact of varying radius of
curvature of the tips \( r_c \) and gap \( g \) on the field enhancement.
A bowtie nanoantenna with sharp tips concentrates the electric
field on the tips, giving a low field enhancement in the middle of
the gap. The interaction in the gap can be increased by
making the sharp tips into rounded corners with a radius of
curvature \( r_c \) (see Figure 1b). With the optimized \( l \) and \( h \)
obtained previously, field enhancement in the middle of the
gap is plotted as a function of \( r_c \) as shown in Figure 4a. The
field enhancement has a rather weak dependency on \( r_c \),
reaching a maximum at \( r_c = 30 \) nm for WS\(_2\), Si, and GaP
nanoantennas. For the Si\(_3\)N\(_4\) nanoantenna, field enhancement
goes up slowly with \( r_c \) and remains almost flat for the larger \( r_c \).
Therefore, we choose \( r_c = 30 \) nm in our simulation for all
materials. Another crucial design parameter is the gap \( g \)
between the two triangles. Figure 4b shows field enhancement
in the middle of the gap as a function of \( g \) for WS\(_2\), Si, GaP,
and Si\(_3\)N\(_4\) nanoantennas. As expected, a smaller gap \( g \) gives a
higher field enhancement, due to the strong interaction in the
gap. The field enhancement can be as high as \( \sim 10 \), \( \sim 12 \), and
\( \sim 14 \) in the GaP, Si, and WS\(_2\) nanoantennas for \( g = 20 \) nm.

Figure 3. (a) Current density in the Si bowtie nanoantenna at 785 nm showing the distribution of positive and negative charges. (b) Illustration of ED resonance at \( \lambda = 785 \) nm (xy plane and mid-height of the nanoantenna), where the color bar indicates the field enhancement and black arrows indicate the orientation of the magnetic field vectors. (c) Multipolar contributions to the scattering efficiency of the Si nanoantenna in air, where ED = electric dipole, MD = magnetic dipole, EQ = electric quadrupole, and MQ = magnetic quadrupole. The vertical dotted line indicates multipolar contributions at 785 nm. (d) Magnetic field enhancement in the Si bowtie nanoantenna in the xy plane and mid-height of the nanoantenna. Electric field enhancement profile (e) in the xz plane cutting in the nanoantenna center and (f) in the yz plane (along the middle of the gap) for the Si nanoantenna. For all simulations, \( g = 50 \) nm.
the other hand, field enhancement decreases monotonically with \( g \), showing a value >5 for GaP, Si, and WS\(_2\) nanoantennas with \( g = 80 \) nm. In fabrication point of view, obtaining a bowtie gap less than 10 nm is extremely challenging, as discussed in ref 32. Several novel nanostructures such as inter-particle nanogaps,\(^{53}\) slit nanogaps,\(^{54}\) and NPoMs\(^{55}\) have been investigated to obtain more intense hotspots in a sub-5 nm gap. Table 1 shows a comparison between the novel nanostructures and the Si bowtie nanoantenna, with the former giving a significantly higher field enhancement. This is as expected due to the plasmonic effect. The field enhancement in different configurations of metallic and dielectric nanoantennas has been studied in refs 50 and 56. For comparison, we optimize the Si bowtie nanoantenna in air with \( g = 20 \) nm. We find that with \( l = 230 \) nm, \( h = 260 \) nm, and \( r_c = 22 \) nm, the simulated maximum field enhancement in the middle of the gap is \( \sim \)11. This value is lower than the reported field enhancement of \( \sim 26 \)\(^{50}\) for a Si cylindrical dimer in air for the same gap. To compare with our case of a nanoantenna on a substrate, we simulate the Si cylindrical dimer on a Si substrate, for a gap of 20 nm. The result is a maximum enhancement in the middle of the gap of \( \sim 11 \) (for \( d = 130 \) nm and \( h = 320 \) nm), as shown in Figure 4c. This is slightly lower than the value found for the Si bowtie nanoantenna (\( \sim 12 \)). This demonstrates that the addition of a substrate reduces the field enhancement in the Si cylindrical dimer. It also shows that the shape of the structure (triangles for the bowtie or cylindrical for the dimer) has limited influence on the field enhancement in the middle of the gap. This is in line with the weak dependency on fillet radius \( r_c \) as shown in Figure 4a. For reference, field enhancements of \( \sim 5.5 \) and \( \sim 4.7 \) have been reported for cylindrical dimers with 20 nm gap, using silicon-on-insulator\(^{52}\) and silicon-on-glass substrates,\(^{57}\) respectively.

Low-index materials such as silica (\( n = 1.461 \)), glass (\( n = 1.5 \)), and quartz (\( n = 1.541 \)) are commonly used as substrates for dielectric nanoantennas.\(^{22,46}\) On the other hand, using a high-index material for both the nanoantenna and the substrate is less common but has been reported in some works.\(^{30,21,27,29}\) The maximum field enhancement is shown in Figure 4d (with diamonds) for the four materials considered and for the same gap. The simulated field enhancements are \( \sim 5.6, \sim 5.7, \) and \( \sim 5.8 \) for quartz, glass, and silica, respectively, as shown in Figure 4d. These values are slightly lower than for a Si substrate (\( \sim 6.5 \)) with the same gap. Apart from the small improvement of the field enhancement, the Si substrate provides significantly lower heating than the low-index and thermally insulating substrates, which will be discussed in Section 3.2.

The electric field enhancement \( |E_j/E_0|^2 \) that is, the hotspot, in the bowtie gap can be used to trap a nanoparticle and also to enhance Raman scattering from that particle. The excited Raman scattering extends over a wide range of wavelengths, depending on the chemical composition of the nanoparticle. The Raman enhancement factor \( E\text{E}_\text{Raman} \) can be determined using the following expression\(^{59}\)

\[
E\text{E}_\text{Raman} = \frac{E_j^2}{E_0^2} \times \frac{|E_{\text{emission}}|^2}{|E_0|^2}
\]

where \( |E_j/E_0|^2 \) is the intensity enhancement at the incident wavelength (\( \lambda = 785 \) nm) and \( |E_{\text{emission}}|^2/|E_0|^2 \) is the intensity enhancement at the Raman emission wavelength. To find the enhancement at the Raman emission wavelengths (here taken to be 785–900 nm), the simulation is carried out with a plane wave incident on the nanoantenna. Using eq 1, the Raman enhancement factor is plotted in Figure 5 as a function of Raman emission wavelength. The calculated Raman enhancement factor exceeds 10\(^3\) over a broad emission spectrum for WS\(_2\), Si, and GaP nanoantennas. This enhancement is comparable to other works on dielectric nanoantennas.\(^{29,52}\)

The Raman enhancement factor for the Si\(_2\)N\(_2\) nanoantenna is considerably lower (<10\(^3\)), which is due to lower field enhancement, and, in turn, lower refractive index. A simplified approach to find the Raman enhancement is to use the fourth power of the field enhancement for the excitation wavelength (785 nm), as reported in refs 29, 52, and 60. This is a good approximation also for the cases considered here.

### 3.2. Temperature Increase around the Nanoantenna

The mechanism for heat generation in nanoantennas is simple: the incident light produces movement of mobile carriers inside the material, thus gaining kinetic energy.\(^{61}\) This energy turns into heat that diffuses away from the nanoantennas, leading to an increase in temperature of the surrounding medium. We next investigate the local temperature increase \( \Delta T \) in the middle of the gap with respect to a reference temperature \( T_0 = 293.15 \) K. For the simulation of temperature increase, the

### Table 1. Comparison between Sub-10 nm Nanostructures and Si Bowtie Nanoantennas

<table>
<thead>
<tr>
<th>configuration</th>
<th>wavelength (nm)</th>
<th>type</th>
<th>gap (nm)</th>
<th>field enhancement</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPoM(^{55})</td>
<td>650</td>
<td>metal–dielectric</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>slit nanogap arrays(^{54})</td>
<td>515</td>
<td>plasmonic</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>inter-particle nanogap(^{53})</td>
<td>532</td>
<td>plasmonic</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>nanogap arrays(^{58})</td>
<td>633</td>
<td>plasmonic</td>
<td>9.2</td>
<td>40</td>
</tr>
<tr>
<td>bowtie nanoantenna (this work)</td>
<td>785</td>
<td>dielectric</td>
<td>10</td>
<td>16</td>
</tr>
</tbody>
</table>

---

**Figure 5.** Raman enhancement as a function of Raman emission wavelength. The excitation wavelength is 785 nm. Optimized designed parameters of the nanoantennas are used in the simulations with \( g = 50 \) nm.
optimized dimensions of the WS$_3$ and Si nanoantennas are considered with an input intensity $I_{in}$ of 1 mW/μm$^2$. A higher $I_{in}$ is generally required for optical trapping (will be discussed later), and the temperature increase will thus be higher and can be calculated from a linear relationship between $I_{in}$ and $\Delta T$. Figure 6a,b shows the temperature increase distributions in the optimized dimensions of the WS$_3$ and Si nanoantennas, respectively. The white boxes in (a−c) indicate the region of EM simulation used for calculating absorbed power in the nanoantenna and substrate. For all simulations, $g = 50$ nm.

yz plane for WS$_3$ and Si nanoantennas, respectively. The distributions indicate that $\Delta T$ is the highest in the gap of the bowtie. This is due to absorption where high field enhancement overlaps with the inner edge of the bowtie, facing the gap. The color bars show a modest temperature increase of 0.8 and 0.15 K in the WS$_3$ and Si nanoantennas, respectively, for the relatively low input intensity considered here. As GaP and Si$_3$N$_4$ are transparent at 785 nm, they thus do not absorb light and there is no heating, unless there are fabrication defects or impurities.

The high-index Si substrate in the Si bowtie nanoantenna provides a slightly higher field enhancement than substrates with low refractive index, as discussed in Section 3.1. Now, we investigate the temperature increase in the Si bowtie nanoantenna with silica as an example of a low-index, thermally insulating substrate. The result is a maximum $\Delta T$ of $\sim 2.3$ K (Figure 6c), which is 15 times higher than with a Si substrate ($I_{in} = 1$ mW/μm$^2$). The high thermal conductivity of the Si substrate ($\kappa_{Si} \approx 148$ W K$^{-1}$ m$^{-1}$) serves as a good heat sink that minimizes the heating effect. On the other hand, the low thermal conductivity of silica ($\kappa_{silica} \approx 1.38$ W K$^{-1}$ m$^{-1}$) prevents heat diffusion through the substrate and the nanoantenna heats up. With glass ($\kappa_{glass} \approx 1$ W K$^{-1}$ m$^{-1}$)$^{13}$ and quartz substrates ($\kappa_{quartz} \approx 3$ W K$^{-1}$ m$^{-1}$), $\Delta T$ is $\sim 2.6$ K and $\sim 1.4$ K, respectively (not shown).

### 3.3. Thermally Induced Flow

Temperature increase nearby a nanoantenna produces an upward convection of fluid due to reduction of the mass density of the fluid.$^{13}$ We perform laminar flow simulations of this convective velocity field for $I_{in} = 1$ mW/μm$^2$ and a water chamber height of 15 μm. Figure 7a shows the distribution of flow around a WS$_3$ nanoantenna, showing both magnitude and direction in the middle of the gap (yz plane). As expected, water moves upward and outward, showing a radially symmetric pattern with zero velocity near the nanoantenna surface. An identical flow pattern is obtained for a Si nanoantenna, but with a significantly reduced peak fluid velocity, as shown in Figure 7b, of 0.023 versus 0.12 nm/s for the WS$_3$ nanoantenna. As the fluid velocity is linearly related to the temperature increase, the small temperature increase in the Si nanoantenna results in a low fluid velocity. Increasing $I_{in}$ will linearly increase temperature, which in turns linearly increases the fluid velocity. A small fluid velocity is highly desirable to maintain stable trapping.$^{13,34}$ When a nanoparticle is trapped, the thermally induced flow gives a force on the particle that pushes it away from the equilibrium position. To find this force, we integrate the total fluid stress over the nanoparticle (here a PS bead) surface along the z-direction. We find that the induced fluid force for the Si nanoantenna is very weak ($\sim 10^{-19}$ N/m$^2/\mu$m$^2$). This is four orders of magnitude lower than the optical force (see the next section). Thus, the trapping itself will be unperturbed by the fluid force. However, a high input intensity will increase the fluid velocity around the nanoantenna and can obstruct particles from getting close to the nanoantenna and thus stop them from being trapped.

### 3.4. Optical Trapping of Single Nanospheres

In this section, the field enhancement found in Section 3.1 is used to study optical trapping. The bowtie gap is taken to be 50 nm wide, which poses an upper limit for the size of nanospheres that can be trapped. From this limit, the largest diameter considered here is 40 nm. A nanosphere will be
attracted to the point of the highest intensity of the hotspot due to gradient force and can be optically trapped.\textsuperscript{62,63} We find the field distribution with a nanosphere placed in the middle of the gap starting with \( z = 30 \) nm. The time-averaged optical force \( F_z \) is computed by integrating the Maxwell stress tensor over the surface of the nanosphere. This procedure is repeated for increasing positions of the sphere up to a vertical position \( z = 500 \) nm where the optical force approaches zero. The calculated \( F_z \) as a function of position \( z \) is plotted for Si (Figure 8a) and Si\(_3\)N\(_4\) nanoantennas (Figure 8b) for nanospheres with 30 and 40 nm diameter. As discussed earlier, the optimized design shows two trapping hotspots; hence, the force spectra have two equilibrium positions. In Figure 8a, \( F_z \) is positive for \( z < 120 \) nm which pushes up the nanosphere toward the equilibrium position. For \( 120 \) nm < \( z < 350 \) nm, the nanosphere is pulled down toward the equilibrium position, with \( F_z \) being negative. The force \( F_z \) is zero at \( z = 120 \) nm, indicating the first equilibrium position. After the first equilibrium position, \( F_z \) crosses zero at \( z = 255 \) nm, corresponding to a minimum for the field enhancement between the two hotspots, as shown in Figure 3e. Again, referring to Figure 8a, for \( 255 \) nm < \( z < 350 \) nm and \( z > 350 \) nm, \( F_z \) is positive and negative, respectively, resulting in pushing up or pulling down the nanosphere toward the second equilibrium position at \( z = 350 \) nm. To summarize, the equilibrium positions for the Si nanoantenna are \( z = 120 \) nm and \( z = 350 \) nm. For WS\(_2\), GaP, and Si\(_3\)N\(_4\) nanoantennas, the equilibrium positions are \( z = 110 \) and 320 nm, \( z = 115 \) and 340 nm, and \( z = 120 \) and 360 nm, respectively (not shown).

Next, the force \( F_z \) is integrated along a vertical path (\( z = 30–500 \) nm) to find the trapping potential \( U_z \). Figure 8c,d shows \( U_z \) as a function of \( z \)-position for Si and Si\(_3\)N\(_4\) nanoantennas, respectively. Two trapping potential wells can be seen, which is due to the two hotspots. For each trapping nanosphere, the trapping potential curve shows two potential minima at the equilibrium positions, that is, the positions with \( F_z = 0 \). The difference between the potential minima with respect to zero potential gives potential depth \( U_{\text{depth}} \). The numerically calculated \( U_{\text{depth}} \) for WS\(_2\), Si, GaP, and Si\(_3\)N\(_4\) nanoantennas is plotted as a function of nanosphere radius and shown by the square markers in Figure 9a–d.

The potential depth \( U_{\text{depth}} \) can also be found analytically from the intensity for a Rayleigh particle\textsuperscript{4}

\[
U_{\text{depth}} = \frac{2 \pi n_2 a^2}{c} \left( \frac{m^2 - 1}{m^2 + 2} \right) [I_{\text{max}} - I_{\text{min}}]
\]

(2)

where \( a \) is the nanosphere radius, \( n_1 \) is the refractive index of the nanosphere, \( n_2 \) is the refractive index of the surrounding medium, \( c \) is the speed of light, \( m = n_2/n_1 \) is the relative refractive index, \( I_{\text{max}} = |E|^2/|E_0|^2 \times I_{\text{in}} \) is the maximum enhancement of the field intensity, \( I_{\text{min}} \) is the minimum intensity, and \( I_{\text{in}} \) is the intensity of the input beam. Using eq 2, \( U_{\text{depth}} \) is plotted versus nanosphere radius for \( I_{\text{in}} = 1 \) mW/\( \mu \)m\(^2\), as shown by the solid lines in Figure 9a–d for WS\(_2\), Si, GaP, and Si\(_3\)N\(_4\) nanoantennas, respectively. There is good agreement between the numerical results using the Maxwell stress tensor on a particle inserted in the gap and using the Rayleigh approximation on the field distribution without a particle. Thus, the Rayleigh approximation is valid for these particles,\textsuperscript{65}
and, more noteworthy, the particles do not disturb the field distribution significantly. As expected, bigger nanospheres gives higher $U_{\text{depth}}$ as $U_{\text{depth}}$ is proportional to the third power of nanosphere radius. In addition, a larger refractive index provides higher potential $U_{\text{depth}}$ ($n_{\text{QD}} = 2.49$ vs $n_{\text{PS}} = 1.59$ and $n_{\text{EV}} = 1.39$), as expected.

To investigate how the optical trapping competes with Brownian motion, we now determine the input intensity $I_{\text{in}}$ required for stable trapping in the presence of Brownian motion. The trapping potential produced by the gradient force must be strong enough to overcome the kinetic energy of the nanospheres. A trapping potential of $10k_{\text{B}}T$ is commonly considered sufficient for stable trapping,\(^{1,64,66}\) where $k_{\text{B}}$ is the Boltzmann constant and $T$ is the room temperature. As optical forces have been found for $I_{\text{in}} = 1 \text{ mW/\mu m}^2$, the calculated trapping depth is expressed in $k_{\text{B}}T/\text{mW/\mu m}^2$. Thus, $I_{\text{in}}$ required for $10k_{\text{B}}T$ can be found simply by scaling up the potential found for $1 \text{ mW/\mu m}^2$. The potentials $U_{\text{trap}}$ plotted in Figure 9 indicate that high intensity $I_{\text{in}}$ is necessary to achieve $10k_{\text{B}}T$ for the smallest nanospheres. As an example, WS$_2$ and QD with $r = 7.5$ nm give $0.066k_{\text{B}}T$ for $1 \text{ mW/\mu m}^2$, thus obtaining $10k_{\text{B}}T$ requires an $I_{\text{in}}$ of $151 \text{ mW/\mu m}^2$. As the field enhancement increases with smaller gap, the potential depth also increases for smaller gap. Thus, the gap should be tailored to the size of the particles to be trapped, to achieve the necessary potential for the lowest possible input intensity.

For the Si nanoantenna and with a QD, the trapping potential depth is $0.05$ and $1.1 \text{ mW/\mu m}^2$ for a radius of $7.5$ and $20$ nm, respectively. As the radius of the nanoparticle is small and the field enhancement in the gap is moderate, the gradient force acting on the nanoparticle becomes small, resulting in a low trapping potential depth. Several geometries of the plasmonic nanostructure such as nanoapertures,\(^{67,68}\) double nanorods,\(^{69}\) nanopyramids,\(^{70}\) and bowtie nanoapertures\(^{71}\) have been investigated to trap smaller nanoparticles (10–50 nm in diameter). These configurations show a larger trapping potential depth compared to the proposed dielectric bowtie nanoantennas, with a low input intensity. Besides, dielectric nanoantenna-based optical trapping has been also reported in a few works,\(^{21,34}\) showing comparable trapping potential depths as found for the WS$_2$, Si, and GaP bowtie nanoantennas. To summarize, as shown in Figure 9, a bowtie nanoantenna made of a material with medium refractive index, taken to be Si$_3$N$_4$ here, is only suitable for trapping relatively large nanospheres (e.g., radius >15 nm) with high refractive index (here QDs). For materials with high refractive index, here WS$_2$, GaP, and Si, an intensity of >10 mW/\mu m$^2$ is necessary to trap QDs, while >50 mW/\mu m$^2$ is necessary for PS beads. EVs require even higher intensity.

For the case of a Si nanoantenna on a Si substrate, an input intensity of 10 and 50 mW/\mu m$^2$ gives a heating of ~1.4 and ~7 K, respectively, according to Figure 6b. These intensities are relatively high but can be obtained by focusing a high-power laser to a small spot. The resulting thermally induced flow and flow-induced forces on the particles will be limited, as shown in Section 3.3. Furthermore, the Si nanoantenna and substrate will have no problem withstanding this intensity and heating. A thin layer of thermal oxide will be formed on the

Figure 9. Trapping potential depth as a function of nanosphere radius using (a) WS$_2$, (b) Si, (c) GaP, and (d) Si$_3$N$_4$ nanoantennas with gap $g = 50$ nm. Analytical and simulated potential depths are shown by solid lines and square markers, respectively.
surface of crystalline Si, with a thickness of 1–2 nm. As the layer will be on the surface and silica is transparent, the heat conductivity and the absorption will not be affected. However, silica has a lower refractive index than Si. The layer will effectively increase the gap between the triangles, thus somewhat reducing the field enhancement. For an application, it is important that the nanoparticle can support the heating. In summary, Si nanoantennas on a Si substrate have some potential for use at 785 nm, depending on the size and type of particles to be trapped. As stated above, the gap of the nanoantenna must be tailored to the size of the particles.

4. CONCLUSIONS

We have numerically investigated all-dielectric bowtie nanoantennas for optical trapping and Raman spectroscopy of a single nanoparticle. The nanoantenna consists of a pair of triangles separated by a 50 nm gap, resting on a substrate made of the same material. This is typically the case for structures that are etched out of a substrate. We have considered four different dielectric materials (multilayer WS$_2$, Si, GaP, and Si$_3$N$_4$) for the nanoantennas. Using numerical simulations, we have optimized the design parameters of the nanoantennas for the highest electric field enhancement and Raman enhancement factor at 785 nm. We have shown a low to intermediate field enhancement in the bowtie gap, depending on the refractive index of the materials and dimensions of the nanoantennas. The calculated Raman enhancement factor varies with the choice of materials, showing 10$^3$ for WS$_2$, Si, and GaP nanoantennas. We have presented temperature distributions around the WS$_2$ and Si nanoantennas, as these materials are absorbing at 785 nm. The maximum temperature increase was found to be 0.80 and 0.15 K, respectively, for a modest input intensity of 1 mW/μm$^2$. The good thermal conductivity limits the temperature increase, particularly for Si. We have also simulated the thermally induced flow for these two absorbing materials, which is found to be insignificant. For the materials that are transparent at 785 nm, GaP and Si$_3$N$_4$, the limiting factor is the available intensity, unless absorption in the fluid or the particle becomes a problem. Of the materials considered, GaP performs the best, as expected, due to high refractive index and transparency. Trapping of biological nanoparticles with any of the investigated materials, for example, EVs, will require a high intensity and will be challenging. The input intensity required for stable trapping is found to be >10 mW/μm$^2$ for QD and >50 mW/μm$^2$ for PS beads, for the three high-index materials considered (WS$_2$, GaP, and Si), and for 20 nm diameter particles in a 50 nm gap. These intensities are relatively high but can readily be obtained by focusing a high-power laser to a small spot. If illuminating an array of nanoantennas, the distance between the nanoantennas must be small and their number will be limited by the available laser power. Whereas monolayer WS$_2$ and GaP are not standard semiconductor materials, Si is indeed the standard. Using the intensities found together with the induced temperature increase, it is shown that a Si nanoantenna on a Si substrate will induce a temperature increase of 1.4 and ~1.7 K for stable trapping of 20 nm QD and PS particles, respectively. For most applications, these values are acceptable and the structure itself will be inert with such temperatures and intensities. This allows for the use of an easily fabricated all-Si nanostructure for trapping and Raman spectroscopy. It is shown that the field enhancement only has a weak dependency on the fillet radius of the bowties and on the geometrical structure (triangles for bowties or cylindrical for dimers). The shape of the nanoantenna is thus not critical, which relaxes fabrication tolerances. Note that this is for the field enhancement in the middle of the gap, and the dependency might be stronger on the tips of a bowtie. The main challenge regarding fabrication is to make the gap between the triangles. A gap g = 50 nm, as used in most of this work, can be readily made with electron beam lithography. Considering an application, with a given diameter and refractive index of the particles, the gap must be tailored to the particles, and it must be checked if the induced temperature increase is acceptable. If the values are acceptable, a straightforward fabrication process with Si can be used, otherwise it is necessary to develop a suitable process for GaP or revert to different structures and materials than those considered in this work.
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Metasurface supporting quasi-BIC for optical trapping and Raman-spectroscopy of biological nanoparticles
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Abstract: Optical trapping combined with Raman spectroscopy have opened new possibilities for analyzing biological nanoparticles. Conventional optical tweezers have proven successful for trapping of a single or a few particles. However, the method is slow and cannot be used for the smallest particles. Thus, it is not adapted to analyze a large number of nanoparticles, which is necessary to get statistically valid data. Here, we propose quasi-bound states in the continuum (quasi-BICs) in a silicon nitride (Si$_3$N$_4$) metasurface to trap smaller particles and many simultaneously. The quasi-BIC metasurface contains multiple zones with high field-enhancement (‘hotspots’) at a wavelength of 785 nm, where a single nanoparticle can be trapped at each hotspot. We numerically investigate the optical trapping of a type of biological nanoparticles, namely extracellular vesicles (EVs), and study how their presence influences the resonance behavior of the quasi-BIC. It is found that perturbation theory and a semi-analytical expression give good estimates for the resonance wavelength and minimum of the potential well, as a function of the particle radius. This wavelength is slightly shifted relative to the resonance of the metasurface without trapped particles. The simulations show that the Q-factor can be increased by using a thin metasurface. The thickness of the layer and the asymmetry of the unit cell can thus be used to get a high Q-factor. Our findings show the tight fabrication tolerances necessary to make the metasurface. If these can be overcome, the proposed metasurface can be used for a lab-on-a-chip for mass-analysis of biological nanoparticles.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

A blood-sample contains a vast number of biological nanoparticles of various types. One example is extracellular vesicles (EVs), which includes exosomes (diameter 30–100 nm) and microvesicles (diameter 100–1000 nm). EVs are considered a mechanism for intercellular communications, allowing cells to exchange proteins, lipids, and genetic material [1–3]. They can be important indicators of different conditions of a producing organism, and therefore can have applications in clinical settings. EVs are heterogeneous and exist in large numbers. Methods that analyse a sample of fluid, i.e., average over all the EVs in the sample, thus have limited usefulness as they do not capture the heterogeneous nature of the EVs and can hide important features present only for a few EVs in a population. Likewise, a method that analyses a limited number of EVs does not give statistically valid information about the population of EVs. By combining optical tweezers with Raman-spectroscopy to do ‘Raman tweezers microspectroscopy’, the composition of a single, suspended EV can be obtained [4–6]. However, the method is limited to particles that are larger than 100 nm in diameter and particles are analysed one at a time, and it thus takes time to build up statistics. The aim of this work is to investigate methods that can analyse biological nanoparticles one-by-one, but in parallel, with Raman-spectroscopy.

Nanophotonics offers several methods that can trap smaller particles, e.g., slit-waveguides [7,8] and photonic crystals [9–11]. But these methods typically rely on silicon, which is not transparent in the near-visible wavelengths and thus cannot be combined with Raman-spectroscopy. The
use of plasmonics and surface-enhanced Raman-scattering (SERS) [12–14] is problematic. The spectrum collected from one particle at one location can be different from that collected at another location due to different surface enhancement. In this paper, we propose to use a metasurface consisting of tilted elliptical bars, made of silicon nitride ($\text{Si}_3\text{N}_4$), to trap biological nanoparticles and analyse them with Raman-spectroscopy. Optical trapping using a silicon metasurface with elliptical bars has been proposed at a near-infrared (NIR) wavelength (1550 nm) [15]. Here, the metasurface dimensions are modified so that the operating wavelength can be moved from NIR to a near-visible wavelength, here 785 nm. As opposed to silicon, $\text{Si}_3\text{N}_4$ is transparent at 785 nm, making it suitable for combining optical trapping and Raman-spectroscopy. The fabrication technology for $\text{Si}_3\text{N}_4$ is mature and it has thus been chosen for the simulations in this work. There are also other suitable materials with comparable or higher refractive index, e.g., $\text{Ta}_2\text{O}_5$ and $\text{TiO}_2$. The methods used and the overall results reported in this work will be valid for these materials too, but with the precise values depending on the refractive index.

A metasurface with elliptical bars can support quasi-bound states in the continuum (quasi-BICs) [15–18], which gives large electric field enhancement that we propose to use for trapping and excitation of Raman-scattering. True BICs are nonradiating states of light showing an infinite Q-factor [19], while quasi-BICs have a finite Q-factor. A metasurface with elliptical bars shows a true BIC for a perfectly symmetric structure (parallel elliptical bars), as previously shown in several works [15–18]. Introducing an in-plane asymmetry by rotating the bars results in a quasi-BIC [16], giving a finite Q-factor. Asymmetry can also be achieved by asymmetrically changing the ellipticity of the bars [17]. Even in a perfectly symmetry-protected system, the Q-factor is finite due to the finite size of the structure and material absorption [20]. Additionally, adding a perturbation element to a symmetric structure can also create a quasi-BIC, as demonstrated in [21].

To support a quasi-BIC at 785 nm wavelength, we find that the dimensions of the structure are small. Fabrication of the device will thus be challenging, and we numerically investigate the fabrication tolerances. Particular attention is given to the thickness of the metasurface, as it can influence the Q-factor significantly and it has not been studied previously (to the best of our knowledge). The size of the trapped particle influences the resonance wavelength, and we investigate this shift away from the resonance of the empty metasurface, i.e., without trapped nanoparticles. The influence of trapped nanoparticles on the resonance characteristics has been theoretically investigated in Refs. [15,22]. To reveal the influence on the trapping performance, we find semi-analytical expressions for the trapping potential and the wavelength giving the minimum of the potential well, which are both confirmed by numerical simulations. Whereas this work is based on extensive numerical simulations, it thus shows that limited simulations and semi-analytical expressions are sufficient for future analysis of the structure.

Raman scattering is extremely weak, with only one in $10^6$ to $10^{10}$ photons stimulating vibrational modes [23]. Surface-enhanced Raman spectroscopy (SERS) is typically used to enhance the Raman scattering and enhancement factors of $10^7$ to $10^{10}$ have been achieved, enabling single molecule detection [24]. We show that the high electric field enhancement in the metasurface can give an enhanced Raman scattering at multiple locations. The achievable Raman enhancement factor is generally lower than for SERS, but comparable enhancement values have previously been used for Raman spectroscopy of EVs [25] and single molecule detection [26]. By coupling each location to a channel of a multi-channel spectrometer, Raman-spectra of individual trapped particles can be acquired in parallel.

2. Metasurface design and simulation method

A unit cell of the metasurface investigated is shown in Fig. 1(a), consisting of two identical elliptical bars aligned with a tilt-angle $\pm \theta$. Periodic boundary conditions are used such that the simulated metasurface consists of an infinite array of unit cells. The design parameters of the unit
cell are also shown in Fig. 1(a), where $P_x$ and $P_y$ are the periodicities along $x$ and $y$ axis, $a$ and $b$ are the long and short axes of the bars, respectively, and $h$ is the height of the bars. The design parameters ($P_x, P_y, a,$ and $b$) are varied by a scaling factor $S$, using the relations $P_x \times S$, $P_y \times S$, $a \times S$, and $b \times S$, respectively. The unit cell is covered by water for the purpose of nanoparticle trapping. We use a software based on the finite element method (COMSOL Multiphysics v.5.6) to simulate the unit cell in an infinite array that forms a metasurface. We apply a port with an incident plane wave at the top and a receiving port on the bottom of the substrate. The plane wave is polarized along the $x$-axis (see Fig. 1(a)). Periodic boundary conditions are set on the faces of the unit cell in the $x$ and $y$ directions. For the simulation of the optical forces, we use an input intensity of 1 mW/µm$^2$ and integrate the Maxwell stress tensor over the surface of a nanosphere to find the forces. The refractive indices are set to $n_{Si_3N_4} = 2.02$ [27], $n_{SiO_2} = 1.461$ [28], and $n_{water} = 1.33$ [29]. A refractive index of $n_{EV} = 1.39$ [30] is used for the nanosphere to resemble an EV. A user defined mesh with a maximum element size of 12 nm is used for the elliptical bars. For the trapped nanospheres, the maximum element size is set to 3 nm. We use a step size of 0.25 pm for the wavelength sweep to resolve the spectral features.

![Fig. 1. (a) Schematic of the unit cell of the Si$_3$N$_4$ quasi-BIC metasurface with its geometrical parameters. (b) Schematic illustration of trapping of multiple nanospheres (green) using the proposed metasurface.](image)

### 3. Results and discussion

For this work, the target resonance wavelength $\lambda_0$ of the quasi-BIC cavity is 785 nm, which is a wavelength commonly used for Raman-spectroscopy. To achieve this $\lambda_0$, we systematically tune the scaling factor and height of the bars (see Supplement 1). The tilt angle for the bar is set to $\theta = \pm 10^\circ$ for all simulations. Figure 2(a) illustrates the reflectance spectrum with $P_x = 522.1$ nm, $P_y = 336.1$ nm, $a = 255.05$ nm, $b = 125.03$ nm, $S = 1$, and $h = 230$ nm, showing a reflectance peak of unity at 785 nm. This corresponds to the resonance wavelength $\lambda_0$ of the quasi-BIC mode, without any particle in the unit cell (empty cavity). The symmetry of the proposed metasurface is broken by introducing the tilt angle ($\theta = \pm 10^\circ$), resulting in a finite Q-factor [16]. We fit the reflectance spectra in Fig. 2(a) with a Fano lineshape to extract the Q-factor using a Matlab curve fitting tool. The Fano lineshape formula is given by [15,31]:

$$R = \left| a_1 + i a_2 + \frac{b}{\omega - \omega_0 + i \gamma} \right|^2,$$

where $a_1$, $a_2$, and $b$ are the fitting parameters, $\omega_0$ is the central resonance frequency, and $\gamma$ is the overall damping rate of the resonance. In Eq. (1), normalized $\omega$ and $\omega_0$ are used, so that other
unknown parameters are within 0 to 1. The Q-factor is then computed by using $Q = \omega_0/2\gamma$. It is known that the Q-factor scales with $\sin^{-2} \theta$ [16,32,33] and this is not investigated further in this paper. Also, a thickness $h = 230$ nm is used initially and for the stated field-enhancement. The reflectance spectrum shown in Fig. 2(a) has a narrow linewidth, giving a high Q-factor of $1.3 \times 10^4$.

Fig. 2. (a) Simulated reflectance spectra showing $\lambda_0 = 785$ nm. Electric field enhancement profile in the $xy$ plane at $z = 115$ nm (mid-height of the bar) for (b) an empty unit cell and (c) two unit cells with a 50 nm diameter trapped nanosphere. In (b), white arrows indicate the polarization vector of the near fields. The middle of the tip-to-tip gap is indicated with a horizontal dotted-line in (c), and the field enhancement along this line is shown in (d) in the $zx$ plane. The trapped nanosphere is located at $x = P_x/4$, $y = 0$, and $z = 115$ nm, relative to the origin (marked by O in (c)). (e),(f) Electric field patterns with associated dipole moments shown by the black arrows, where $p_0$ is the dipole moment of a single elliptical bar and $p_x$ is the net dipole moment of the unit cell.

One of the key advantages of BIC metasurfaces is the extreme field localization that results in a large electric field enhancement $|E|/|E_0|$, where $|E|$ is the absolute value of the local electric field with a metasurface and $|E_0|$ is the absolute value of the electric field without the metasurface. To investigate the field enhancement, we first consider an infinite array of empty unit cells, i.e., without trapped particles. The near-fields and the polarization vectors are plotted in Fig. 2(b) at $z = 115$ nm (half the height of the bars). The excited quasi-BIC mode originates from in-plane electric quadrupoles and out-of-plane magnetic dipoles, as also reported in [21,34]. The color bar indicates a maximum field enhancement of 177 on the tips of each elliptical bar. We also simulate a metasurface with two unit cells, including the gap between the bars (along $z$-axis), where a nanoparticle can be trapped. For the design parameters resulting in $\lambda_0$ at 785 nm, the gap size is 81 nm. This imposes an upper limit for the diameter of nanoparticles that can be trapped. In our study, we consider diameters up to 70 nm, which is comparable to small EVs or exosomes [35]. The proposed method will thus be complimentary to ‘Raman tweezers microscopy’, which is limited to particles larger than 100 nm. The field enhancement with a 50 nm diameter nanosphere in the center of the gap is shown in Fig. 2(c). Interestingly, the introduction of the nanosphere only has limited influence on the maximum field enhancement. This can be explained by the small refractive index difference between the particle ($n_{EV} = 1.39$) and the surrounding water.
The field enhancement is maximum on the tips of the bars (Fig. 2(c)), at 177 as previously stated, and decreases to 139 in the middle of the gap (Fig. 2(d)). The enhancement can be increased further by reducing the tilt angle \( \theta \) [15] or reducing the thickness, as will be discussed below. Note that there are two hotspots per unit cell, and the case of Fig. 2(c) thus corresponds to 25% occupancy for the array. An array of unit cells can trap a large number of particles, possibly with only a single particle trapped at each hotspot (see Fig. 1(b)). A metasurface with quasi-BIC can thus be an efficient way to trap multiple nanoparticles simultaneously.

The high electric field enhancement in the gaps between the tips of the bars can be used to enhance Raman scattering. When a nanoparticle is trapped in the gap, the incident laser light can excite Raman scattering, which extends over a wide range of wavelengths, depending on the chemical composition of the particle. The Raman enhancement factor \( EF_{\text{Raman}} \) can be quantified by the following expression [36],

\[
EF_{\text{Raman}} = \left| \frac{E}{E_0} \right|^2 \times \left| \frac{E_{\text{emission}}}{E_0} \right|^2,
\]

where \( |E|^2/|E_0|^2 \) is the field intensity enhancement at the incident wavelength and \( |E_{\text{emission}}|^2/|E_0|^2 \) is the field intensity enhancement at the Raman emission wavelength. The Raman scattered light can have a different polarization than that of the incident light. Here, we assume that the polarization of the Raman scattered light is either parallel or perpendicular to the polarization of the incident light. To determine the field enhancement at the Raman emission wavelengths, we take the average field enhancement of the parallel and the perpendicular polarization. This simulation was carried out with a plane wave incident on the metasurface. An alternative approach would be to use a point dipole as an emitter at the equilibrium position in the gap. We have not considered the numerical aperture of any collecting optics. Figure 3(a) shows electric field enhancement for the parallel and perpendicular polarization as a function of Raman emission wavelengths ranging from 790 to 900 nm. The field enhancements for both polarizations are small, resulting in a low average field enhancement around \( \sim 1.05 \) over the whole spectrum. Using the maximum field enhancement in the middle of the gap (\( |E|^2/|E_0|^2 = 139 \)) and inserting the calculated average enhancement into Eq. (2), we find the Raman enhancement factor \( EF_{\text{Raman}} \). This gives a significant enhancement of the obtained Raman-signal, with a calculated enhancement of \( > 2 \times 10^4 \) over the broad emission spectrum, for excitation at the resonance wavelength (Fig. 3(a)). Field enhancement profiles, at a randomly chosen Raman emission wavelength of \( \lambda = 820 \) nm, are shown in Figs. 3(b),(c) for parallel and perpendicular polarization, respectively. Enhancement at the emission wavelengths, in addition to enhancement at the excitation wavelength, would be an advantage if the enhancement is independent of wavelength. That is a difficult requirement to achieve.

Apart from the high field enhancement, the strong field localization in the gap provides a small mode volume \( V_m \). We calculate mode volume \( V_m \) using the formula [37],

\[
V_m = \frac{\iint \varepsilon(r)|\mathbf{E}(r)|^2 \, d^3r}{\max \left( \varepsilon(r)|\mathbf{E}(r)|^2 \right)},
\]

where \( \varepsilon(r) \) is the dielectric function and \( \mathbf{E}(r) \) is the electric field. The numerator indicates a volume integration performed over the unit cell, while the denominator indicates the maximum over the volume of the unit cell. For the empty cavity with one trapping location, the simulation predicts an extremely small \( V_m \) of \( 0.03 \times (\lambda n_{\text{water}})^3 \). The introduction of a nanosphere in the cavity leads to a minor change in the Q-factor and \( V_m \) (see Supplement 1). The high Q-factor and small \( V_m \) in this and other proposed metasurfaces may find applications in nonlinear photonics, e.g., for third harmonic generation (THG) [38,39]. As the intensity necessary for THG scales with the factor \( (Q/V_m)^3 \) [40], an enhanced nonlinear response can be achieved.
The mathematical definition of mode volume in Eq. (3) is widely used for resonance cavity but not applicable for plasmonic systems as the integrand becomes negative [41]. In addition, calculation of mode volume by this equation is not valid for an open cavity system where fields are not strictly confined [42]. Quasi-normal modes formalism [42,43] and finding local density of optical states with Q-factor [44] are two known approaches that can give an accurate mode volume. In our case, we have studied a dielectric system, which can be roughly treated as a closed cavity system as the fields are tightly confined to finite space with an extremely small leakage. Also, we note that the expression of mode volume in Eq. (3) has been used in other dielectric quasi-BIC systems [22,45].

The dimensions of a fabricated metasurface may deviate from the target dimensions, due to fabrication tolerances and defects. To quantify the impact of such deviations on the Q-factor and the resonance wavelength, we perform numerical simulations as function of the geometrical parameters $S$ and $h$. The first relationship, between the scaling factor $S$ and the resonance wavelength, is simply that $\lambda_0$ is linear with $S$. The graph in Fig. 4(a) confirms this, with a small difference in slope. Note that the linear relationship and the slope is irrespective of the refractive index of the material. The Q-factor is modestly affected by the change of $S$, as shown in the same figure. The effect of changing the height $h$ of the bars is shown in Fig. 4(b). The resonance wavelength is approximately linear with $h$. A variation of $h$ with $\pm$5% gives $\pm$3 nm change of the resonance wavelength $\delta\lambda_0$, compared to $\pm$3 nm for a similar change of $S$. The sensitivity to $h$ is thus significantly weaker than to the scaling factor $S$. This can be expected as $h$ influences the resonance through the effective refractive index of the mode, whereas $S$ affects the cavity-dimensions in the plane of the resonance. Finally, the Q-factor shows a higher sensitivity to changes of $h$, as opposed to the modest sensitivity to changes of $S$. In particular, the Q-factor increases drastically for small bar heights, for example $h = 40$ nm. To further investigate the dependence of the Q-factor on $h$, we fit the line $Q = a(h-h_0)^2 + Q_0$ (dashed line in Fig. 4(b)). The values fitted to $a$, $h_0$ and $Q_0$ are $4.4 \times 10^8$ nm$^2$, 18 nm and 2460, respectively. This is consistent with previous works, which have shown that the Q-factor generally varies with the inverse square of the asymmetry factor, as $\alpha^{-2}$ [16,39]. As the height $h$ approaches $h_0$, the mode stretches further into the substrate and is less affected by the asymmetry of the bars, giving an increase of the Q-factor and field enhancement. This is illustrated in Fig. 5, which shows electric
field distributions of the quasi-BIC for different bar heights. At \( h = 230 \text{ nm} \), the mode is mostly confined in water with a small part stretching into the underlying substrate. As the height is reduced, the mode extends further into the substrate region, as is clear for \( h = 60 \text{ nm} \). There are thus two factors that influence the Q-factor of our structure, namely the angle \( \theta \) of the bars and their height \( h \). To reach a high Q-factor for a fabricated structure, it can be advantageous to use a small \( h \)-value and a somewhat larger \( \theta \), as the thickness of a deposited layer can generally be tightly controlled, whereas a small angle \( \theta \) can be masked by defects and topography changes during fabrication. We thus propose a thin metasurface as an alternative to small asymmetry in the \( xy \)-plane. As thickness is reduced, the dependency of the Q-factor on the thickness becomes more prominent, and generally the structure will be more prone to fabrication errors as the thickness is reduced.

\[
\delta \lambda_0 = \lambda_0 \times \delta S
\]

\[ Q = \frac{a}{(h-h_0)^2} + Q_0 \]

In this work, we consider an ideal scenario by assuming an infinite array of perfect unit cells in a lossless material. For a fabricated metasurface with finite size, the resonance wavelength of the quasi-BIC may shift towards a shorter or longer wavelength [15]. In addition, the reflectance spectrum for a finite size metasurface is expected to be broadened, resulting in a reduced Q-factor [46]. The Q-factor of the quasi-BIC also depends on structural imperfections and material losses [20], and the Q-factor of a fabricated metasurface may thus have a different dependence on size than for a simulated array. Experimentally, the finite size of the metasurface will not significantly influence the Q-factor, and it will most likely be dominated by fabrication errors.

Before studying the forces on a trapped particle, we investigate the reflectance spectrum and how a quasi-BIC mode is influenced by a trapped nanosphere. The optimized dimensions found earlier were used, giving \( \lambda_0 = 785 \text{ nm} \) for the empty cavity. We start by finding the shift in resonance wavelength \( \delta \lambda_c \) when a nanosphere is introduced into the cavity (25\% occupancy). A generalized approach to find \( \delta \lambda_c \) is to apply cavity perturbation theory, which supposes a slight modification of the electromagnetic field inside the cavity due to the introduction of an external object. As a result, the resonant mode changes slightly, inducing a frequency shift \( \delta \omega_c \) [47], that
\[ \delta \lambda_c = \frac{\lambda_0}{2} \iiint d^3r \Delta \epsilon(r) |E(r)|^2, \]  

where \( \lambda_0 \) is the resonance wavelength of the unperturbed cavity, \( E(r) \) is the electric field of the unperturbed mode, \( \epsilon(r) \) is the dielectric function, and \( \Delta \epsilon(r) \) is the change of dielectric function due to the external object. Using Eq. (4), \( \delta \lambda_c \) is calculated numerically and plotted in Fig. 6(a) (blue dashed line) as function of nanosphere radius. As expected, bigger nanospheres induce larger shifts \( \delta \lambda_c \), with a \( \delta \lambda_c \) of 132 pm for a nanosphere radius of 35 nm. To verify this result based on perturbation theory, we perform simulations of two unit cells with a trapped nanosphere positioned at the gap center and as function of wavelength. The nanosphere causes the reflectance peak to shift. Reflectance spectra for different radii of the nanosphere is shown in Fig. 6(b). Increasing the nanosphere radius results in a red shift, i.e., reflectance peak shifts towards a longer wavelength compared to the empty cavity wavelength of 785 nm. The \( \delta \lambda_c \) calculated from the reflectance peak are plotted in Fig. 6(a) (filled triangles) together with the results of the perturbation theory. The close correspondence shows that the perturbation theory gives a good approximation for the wavelength shift of the peak in reflectivity. For an infinite array of identical unit cells, the integration in Eq. (4) is carried out over a unit cell, as was done here. However, Eq. (4) is also valid if integrating over the entire array. A small perturbation \( \Delta \epsilon(r) \), e.g., one trapped nanosphere in a large array, will thus give an insignificant change in the resonance wavelength. As the number of trapped particles increase, a linear increase of wavelength shift is expected with the number of trapped particles, as \( \Delta \epsilon(r) \) increases linearly. We verify this for two trapped nanospheres (50% filling of the array). In this case, \( \delta \lambda_c \) increases by a factor 2.

The simulations reported here consider the ideal case of identical unit cells and identical particles. For an array with variations in the size of the unit cell, either intended or due to fabrication errors, and for variations in the size of the trapped particles, further simulations and development of the theory is necessary to give a quantitative description. However, a qualitative
Fig. 6. (a) Resonance wavelength shift $\delta \lambda_c$ from perturbation theory (blue dashed line) and from numerical simulation for peak reflectance (blue triangles), and shift $\delta \lambda_L$ giving the minimum trapping potential, from Eq. (5) (orange solid line) and from numerical simulation (orange circles), all as function of nanosphere radius. (b) Reflectance spectra for different radii of the trapping nanosphere. The nanosphere is placed at $x = P_x/4$, $y = 0$, and $z = 100$ nm. For this study, an infinite array of two unit cells is simulated.

A description of the influence on the reflection spectrum can be given. Both variations in the size of the unit cell and in the size of the particles will result in a reduction of the Q-factor related to the standard deviations of the distributions. There can also be a shift in the resonance wavelength related to the size of the nanosphere radius. In principle, it is thus possible to determine the size distribution of the particles from the change in Q-factor and the resonance shift between an empty metasurface and a metasurface with particles. Note that the Q-factor and the wavelength shift also depend on the occupancy rate, and the relationship is thus complicated.

As discussed earlier, the metasurface shows localized near-field hotspots in the gaps between the bars. Due to the gradient of the localized field intensity, an optical gradient force is produced. This force acts on the trapping particles towards the middle of the gaps, while Brownian motion and unintended scattering from imperfect structures, will tend to push the trapped particles out of the trap. To study optical trapping, we again consider a two-unit cell that shares one trapped nanosphere in the middle of the gap. The two-unit cell is repeated, meaning that the trapped nanospheres are also repeated and located exactly at the same position in the gap in the infinite array. This is clearly not a realistic situation, and we will return to the case of one or few particles. The case of many particles at random positions in the gap will not be treated statistically.

To find the conditions for stable trapping of nanoparticles, we investigate the trapping potential and how it is influenced by the size of the trapped particle and the wavelength. The trapping potential $U$ is a function of the wavelength, as was found for the reflectance, and this function is influenced by the radius of the nanosphere. We use numerical simulation of the field-distribution and the Maxwell stress tensor to find this dependency for the optimized metasurface ($S = 1$ and $h = 230$ nm). The optical force along the vertical axis $F_z$ is found as function of $z$-position of the trapped nanosphere (see Supplement 1). The force $F_z$ is then integrated along the vertical path from the equilibrium height in the gap ($F_z = 0$ for $z = 100$ nm) up to a position where $F_z$ again approaches zero. This gives the potential $U$ for a certain wavelength and nanosphere radius (see Supplement 1), as shown in Fig. 7(a). The potential for a given radius has a minimum for a
wavelength that is shifted $\delta \lambda_L$ from the resonance wavelength of the empty cavity. The shifts $\delta \lambda_L$ corresponding to the minima in Fig. 7(a) are plotted in Fig. 6(a) (orange circles). The relationship between this shift $\delta \lambda_L$ for the trapping potential and the shift in the resonance wavelength $\delta \lambda_L$ due to a trapped particle, is simply given by (see Supplement 1):

$$\delta \lambda_L = \delta \lambda_c / 2,$$

where $\delta \lambda_c$ is found from perturbation theory, Eq. (4). The trapping potential is most influenced by the wavelength when the force on the particle is maximum. As the force is a gradient force, it is maximum when the field-gradient is maximum, which occurs when the nanosphere is, in qualitative terms, approximately half the way out of the well. Thus, this gives a simple explanation of Eq. (5) as the trapping potential is mostly influenced with the particle at the edge of the well, whereas the reflectance was calculated with the particle at the center of the well.

The wavelength shift given by Eq. (5) is also plotted in Fig. 6(a) (orange solid line). The correspondence between this semi-analytical result and the numerical simulation is good. The numerical simulation involves finding the field-distribution at a number of positions as the nanosphere is moved out of the potential, and as function of wavelength. It is thus a computationally costly procedure. On the other hand, the semi-analytical expression only involves finding the field-distribution with the nanosphere at a single position (in the center of the well and the gap). It is thus significantly faster to perform.

Going one step further, we study in more detail the optical trapping potential and particularly the minima of the curves in Fig. 7(a), which gives the maximum trapping potential depth $U_{\text{trap}}$ as function of nanosphere radius. An analytical expression for $U_{\text{trap}}$ can be derived from [22] and is given by (see Supplement 1):

$$U_{\text{trap}} = 2\hbar N_p \frac{K_{\text{ex}}}{K} (\arctan[-\Delta] + \arctan[\eta + \Delta]),$$

where $\Delta$ is the (negative) dimensionless detuning between the laser and empty cavity frequencies, $\eta$ is the dimensionless back-action parameter, and $N_p$ is the number of photons injected into the

---

**Fig. 7.** (a) Trapping potential $U$ as a function of wavelength shift away from the resonance of the empty cavity. (b) Maximum trapping potential depth $U_{\text{trap}}$ from the semi-analytical expression (black dashed line) and as the minimum of the graphs in (a) (filled circles). Analytical trap depth (blue dashed line) is compared with simulated values (filled squares) for the empty cavity resonance wavelength of 785 nm.
cavity for the input intensity. The mathematical definition of these parameters and details of other parameters in Eq. (6) can be found in Supplement 1.

Using the analytical expression in Eq. (6), \( U_{\text{trap}} \) is plotted versus nanosphere radius, as shown by the dashed line in Fig. 7(b). The potential \( U_{\text{trap}} \) increases with nanosphere radius, reaching a value of 84 \( k_B T \)/mW/\( \mu \)m\(^2\) for a nanosphere radius of 35 nm. The relationship to radius is expected because the polarizability, and thus also the potential, is proportional to nanosphere volume [48]. The trapping time in a trap depends strongly on the trapping potential and the size of the trapped nanosphere [49]. A potential depth of 10 \( k_B T \) is generally considered sufficient for stable trapping [50]. We find that a somewhat deeper potential is necessary for the particles considered here, with 11 \( k_B T \) giving a trapping time of 10 seconds for a nanosphere with 15 nm radius (see Supplement 1). This is comparable to the integration times used for optical tweezers and Raman-spectroscopy [4]. To obtain this potential depth of 11 \( k_B T \), a relatively modest intensity of 1 mW/\( \mu \)m\(^2\) is sufficient, and this intensity can thus be used to trap nanospheres with a radius of 15 nm or larger. Note that this is valid for a filling factor of 25%, with symmetric trapping of the nanospheres, and for a laser wavelength tuned to the resonance for this case. To verify the values of \( U_{\text{trap}} \) found from Eq. (6), we also find it from the simulations using the Maxwell stress tensor. This is simply taking the minima of the curves in Fig. 7(a) and converting them to potential depth relative to the zero potential. The graph with the semi-analytical results from Eq. (6) and from the fully numerical simulation is shown in Fig. 7(b), with dashed line and filled circles, respectively. Again, the results indicate a good agreement between the two approaches.

For the metasurface studied in this work, it is thus sufficient to use the expression in Eq. (6) to fully characterize the trapping potential of the structure. The expression is semi-analytical as it depends on the wavelength shift \( \delta \lambda_L \) that gives maximum potential depth, which in turn is found from perturbation theory, Eqs. (4), and (5).

For one or a few trapped particles, the resonance wavelength of an infinite (or large) array does not change, following Eq. (4), as pointed out previously. By consequence, \( \lambda_L = \lambda_0 \) and \( \Delta = 0 \) in Eq. (6). For many particles trapped and a laser wavelength set to the resonance of the empty cavity, we again have \( \lambda_L = \lambda_0 \) and \( \Delta = 0 \). Thus, we find that for the laser wavelength set to the resonance of the empty cavity, the potential is independent of the number of trapped particles. This potential is also shown in Fig. 7(b). It is almost identical to the potential for periodic trapping with 25% filling for radii up to 20 nm, while for larger radii it is significantly lower. This implies that the conclusion in the previous paragraph, that an intensity of 1 mW/\( \mu \)m\(^2\) is sufficient to trap nanospheres with a radius of 15 nm or larger, is valid for any number of trapped particles.

4. Conclusion

To conclude, we have proposed a new platform for optical trapping and Raman spectroscopy of multiple nanoparticles using a Si\(_3\)N\(_4\) metasurface supporting quasi-BIC. The metasurface consists of an infinite array of unit cells where the unit cell consists of two identical Si\(_3\)N\(_4\) elliptical bars deposited on a SiO\(_2\) substrate. We have optimized the design parameters of the unit cell to obtain resonance at a wavelength of 785 nm and investigated how sensitive the resonance wavelength is to changes in these parameters. The sensitivity is high, particularly to the scaling factor \( S \), implying that it will be challenging to fabricate a metasurface with resonance close to 785 nm. We find that the Q-factor increases significantly when the thickness of the metasurface is reduced. To achieve a high Q-factor, the thickness should thus be optimized, in addition to the asymmetry and geometry of the unit cell. We have shown a very high electric field enhancement in the gap center, allowing a means for nanoparticle trapping in the gap. The array of unit cells, with two trapping locations per unit cell, makes it possible to trap many nanoparticles simultaneously using a low input intensity. We have investigated the interplay between the quasi-BIC cavity and trapped nanoparticles, resulting in a shift in resonance wavelength, and we
have shown how this affects the trapping process. We have used biological nanoparticles, with a refractive index corresponding to small extracellular vesicles, in the simulations. Semi-analytical expressions for wavelength shift and maximum potential depth have been shown to agree well with the simulations, both for many and few trapped particles, and extensive simulations can thus be avoided in future work. We find that a relatively modest power can be used for trapping nanoparticles with diameters of 30–70 nm using near-visible light. The potential depth depends on the wavelength, the radius and the number of particles trapped. Experimentally, a tunable laser must be used, and the wavelength tuned to the peak in reflectance before trapping starts. With few particles trapped, the laser can remain at this wavelength. If the occupancy rate increases significantly, e.g., approaching 25%, it can be adjusted according to Eq. (5) and Fig. 7 to get a deeper potential well. Overall, the results are promising for using a metasurface with quasi-BIC as an on-chip platform for optical trapping of biological nanoparticles. A sufficient signal-to-noise ratio is necessary to combine optical trapping with Raman spectroscopy. The Raman signal increases with the acquisition time. A background signal can be expected due to Raman scattering by the metasurface, and this will also increase with the acquisition time. Consequently, the feasibility of combining trapping and Raman-spectroscopy using quasi-BIC depends partly on the Raman-background of the metasurface. This has not been considered here and will be explored in future experimental work.
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S1. Optimization of scaling factor $S$ and height $h$ of elliptical bars for quasi-BIC at 785 nm

By varying the design parameters of the unit cell, a quasi-BIC can be tuned to a desired wavelength [1]. Here, we separately optimize scaling factor $S$ and bar height $h$ to obtain a resonance wavelength of 785 nm. As mentioned in the main text, the design parameters of the unit cell ($P_x$, $P_y$, $a$, and $b$) can be scaled by varying $S$. First, we vary $S$ from 0.98 to 1.02 with a step size of 0.01 and the reflectance spectrum for each value of $S$ is shown in Fig. S1a. Increasing the $S$ values from 0.98 to 1.02 shows a shift of the resonance wavelength from 770.22 to 799.76 nm. With $S=1$, the design parameters are $P_x=522.1$ nm, $P_y=336.1$ nm, $a=255.05$ nm, and $b=125.03$ nm, giving a resonance wavelength at 785 nm. Second, we vary $h$ from 200 to 260 nm with a step size of 15 nm. The resonance wavelength shows a red shift from 776.4 to 790.63 nm for increasing $h$ from 200 to 260 nm, as shown by the reflectance spectra in Fig. S1b. At $h=230$ nm, the resonance wavelength is 785 nm.

![Fig. S1. Reflectance spectra for the variation of (a) scaling factor $S$ and (b) height $h$. At $S=1$ and $h=230$ nm, the reflectance spectrum shows a resonance wavelength at 785 nm. For (a), $S$ is varied with $h=230$ nm and for (b), $h$ is varied with $S=1$. For optimization of $S$ and $h$, an infinite array of one unit cell is simulated.](image)

S2. Effect of size of trapped nanosphere on the Q-factor and mode volume.

The scattered field of the trapped nanosphere interfere with the quasi-BIC mode of the cavity, resulting in a slight modification of the intra-cavity electric field [2]. The influence on the Q-factor and the mode volume is shown in Fig. S2. The Q-factor increases slightly with the nanosphere radius. The extra dipole moment produced by the trapped nanoparticle increases the Q-factor, as explained in [2, 3]. Likewise, the mode volume is slightly influenced by the increase of the nanosphere radius, showing
a mode volume of \(0.12 \times \left(\frac{\lambda}{n_{\text{water}}}\right)^3\) for two unit cells. As two unit cells have four trapping locations, the mode volume for one location, i.e., a single gap between two bars, is \(0.03 \times \left(\frac{\lambda}{n_{\text{water}}}\right)^3\).

**Fig. S2.** Q-factor and mode volume of the cavity as a function of nanosphere radius. The trapping nanoparticle is placed at \(x = P_x/4, y = 0, z = 100\) nm. An infinite array of two unit cells is simulated, with one trapped particle (12.5% filling of the array).

**S3. Determination of the equilibrium position and the vertical forces \(F_z\).**

To obtain the vertical force \(F_z(z)\), the position of the trapped nanosphere is varied from \(z = 40\) to \(400\) nm with a step size of 10 nm. For each position, \(F_z\) is computed by integrating the Maxwell stress tensor over the surface of the particle. \(F_z\) as a function of \(z\)-position for different radii of the nanosphere is shown in Fig. S3. Due to the high field enhancement, the nanosphere experiences strong optical forces, which increase with nanosphere radius. For \(z < 100\) nm, \(F_z\) is positive and the trapped nanosphere is pushed up towards the equilibrium height. For \(z > 100\) nm, \(F_z\) is negative and the nanosphere is pulled down towards the same equilibrium height. At the top of the elliptical bars (\(z = 230\) nm), \(F_z\) is maximum, as this is where the field gradient is the largest. The force is zero at \(z = 100\) nm, indicating the equilibrium height where the nanosphere can be stably trapped.

**Fig. S3.** Vertical force \(F_z\) as a function of \(z\)-position for different nanosphere radii. The \(z\)-positions of the trapping nanosphere are varied from 40 to 400 nm, while \(x\) and \(y\) positions are set to \(P_x/4\) and 0, respectively. The equilibrium position is close to mid-height of the bars, at \(z = 100\) nm, where \(F_z = 0\). The forces for each nanosphere radius are determined at the wavelength giving the maximum trapping potential depth, corresponding to the wavelength shift \(\delta\lambda_c\).

**S4. Determination of the trapping potential \(U_z\).**

The trapping potential \(U_z\) is calculated by the path integration of the force \(F_z\) found in Fig. S4 along the \(z\)-axis (from 40 to 400 nm). \(U_z\) as a function of \(z\)-position for different radii of the nanosphere is shown in Fig. S4. It can be noticed that the potential wells are broad compared to the case in the \(xy\)-plane, indicating a weaker confinement in the vertical direction. However, the large potential depths confirm strong pulling forces that bring back the nanosphere when it reaches the top of the metasurface. Besides, increasing the nanosphere radius gives a larger depth of the potential well, as expected. At the
equilibrium position \((F_z = 0 \text{ and } z = 100 \text{ nm})\), the deepest trapping potential is achieved for each nanosphere radius. The difference between the potential at \(z = 400 \text{ nm (zero potential)}\) and \(z = 100 \text{ nm}\) is defined as the maximum trapping potential depth \(U_{\text{trap}}\). For the nanosphere with a radius of 35 nm, a \(U_{\text{trap}}\) of 84 \(k_B T\) can be obtained for a modest input intensity of 1 mW/\(\mu\)m\(^2\), where \(k_B\) is the Boltzmann constant and \(T\) is the room temperature.

![Fig. S4. Trapping potential \(U_z\) as a function of \(z\)-position for different radii of the nanosphere. The \(z\)-positions of the nanosphere are varied from 40 to 400 nm while \(x\) and \(y\) positions are set to \(P_x/4\) and 0, respectively. Incident intensity for a unit cell is 1 mW/\(\mu\)m\(^2\).](image)

**S5. Derivation of the wavelength shift giving the maximum trapping potential \(\delta \lambda_L\) and maximum trapping potential depth \(U_{\text{trap}}\).**

A particle trapped in a nanoscale cavity can be described by the following Hamiltonian \(^3\),

\[
\mathcal{H} = \hbar \omega_c(z) a^\dagger a + \hbar \sqrt{\kappa_{\text{ex}}} N_p (c^\dagger e^{i \omega_L t} + c e^{-i \omega_L t}) + \frac{p^2}{2m},
\]

(1)

where \(\hbar\) is the reduced Planck's constant, \(\omega_c(z)\) is the \(z\)-position dependent resonance frequency, \(\omega_L\) is the incident laser frequency, \(a\) is the annihilation operator, \(\kappa_{\text{ex}}\) is the loss rates due to external channels, \(p\) is the momentum of the particle, \(m\) is the mass of the particle, and \(N_p\) is the number of photons injected into the cavity, which is related to input intensity by: \(N_p = \frac{I_0 A}{hc}\). Here, \(I_0\) is the input intensity for the unit cell, \(A\) is the area of the unit cell, \(\lambda_0\) is the resonance wavelength of the empty cavity, \(h\) is Planck's constant, and \(c\) is the velocity of light in vacuum. The total decay rate of the cavity \(\kappa\) can be written as: \(\kappa = \kappa_{\text{ex}} + \kappa_{\text{int}} + \kappa_{\text{scat}}\), where \(\kappa_{\text{int}}\) is the intrinsic loss rates and \(\kappa_{\text{scat}}\) is the loss rates due to the scattering of the trapped particle. Ignoring mechanical damping and thermal effects, the equations of the particle motion read \(^3\),

\[
\frac{dz}{dt} = \frac{p}{m},
\]

(2)

\[
\frac{dp}{dt} = \frac{-n(z) \hbar \frac{d\omega_c(z)}{dz} \beta - \frac{k}{2} \beta + i \sqrt{\kappa_{\text{ex}}} N_p}{(\eta f(z) + \Delta)^2}
\]

(3)

\[
\frac{d\beta}{dt} = i(\omega_L - \omega_c(z))\beta - \frac{k}{2} \beta + i \sqrt{\kappa_{\text{ex}}} N_p
\]

(4)

where \(\beta = \langle a \rangle\) is the expectation value of the photon amplitude and \(n(z) = |\beta|^2\) is the expectation value of the intra-cavity photon number. The value of \(n(z)\) is given by \(^2, 3\),

\[
n(z) = \frac{4 N_p \kappa_{\text{ex}}}{\kappa^2} \frac{1}{(\eta f(z) + \Delta)^2}
\]

(5)

where \(\eta\) is the dimensionless back action parameter, which in turn is defined by \(\eta = \frac{\alpha(\omega)}{\varepsilon f(z) \beta_m} Q\). Here, \(\alpha(\omega)\) is the polarizability of the trapped particle, \(V_m\) is the mode volume of the empty cavity, \(Q\) is the quality factor the cavity, \(\varepsilon_0\) is the permittivity of free space, and \(\varepsilon_i\) is the relative permittivity of the surrounding medium of the particle. The term \(\Delta\) in eq (5) is defined as the dimensionless detuning between the laser frequency \(\omega_L\) and empty cavity frequency \(\omega_0\) and is given by \(\Delta = \frac{2(\omega_L - \omega_0)}{\kappa}\). Note
that a nanosphere in the gap results in $\omega_0 > \omega_L$, thus $\Delta$ becomes a negative quantity. By putting eq (5) into eq (3) and integrating the negative force with respect to $z$, we obtain an equation of the general trapping potential [3],

$$U(z) = -2\hbar N_p \frac{\kappa_{ex}}{\kappa}\text{arctan}[\eta f(z) + \Delta].$$  \hspace{1cm} (6)

In eq (5) and (6), $f(z)$ is defined as a dimensionless spatial intensity profile of the empty cavity, which is normalized to be 0 and 1 at the intensity minimum and maximum, respectively. For the fundamental mode of a Fabry-Perot cavity, the intensity profile is $f(z) = \cos^2(kz)$, where $f(z) = 1$ for at $z = 0$ and $f(z) = 0$ at $z = \pm \pi/2$ (see Fig. S5a). To find a corresponding intensity function for the quasi-BIC of an empty cavity, the simulated intensity as a function of $z$-position is fitted onto $f(z) = \cos^2(kz + a)$ using the Matlab curve fitting toolbox, where $k$ and $a$ are fitting parameters. Here, intensity is rescaled into 0 to 1, while the position is rescaled into $-\pi/2$ to $\pi/2$. The intensity profile of the cavity fits well into $f(z) = \cos^2(kz)$ with an $R^2$ value larger than 99%, as shown in Fig. S5b. The intensity function of the quasi-BIC is thus the same as for the fundamental mode of a Fabry-Perot cavity.

The position with the minimum intensity $z_{\text{min}}$ provides a maximum trapping potential $U_{\text{max}}$ from eq (6),

$$U_{\text{max}}(z_{\text{max}}) = -2\hbar N_p \frac{\kappa_{ex}}{\kappa}\text{arctan}[\Delta].$$ \hspace{1cm} (7)

Likewise, the position with the maximum intensity $z_{\text{max}}$ gives a minimum trapping potential $U_{\text{min}}$, again from eq (6):

$$U_{\text{min}}(z_{\text{min}}) = -2\hbar N_p \frac{\kappa_{ex}}{\kappa}\text{arctan}[\eta + \Delta].$$ \hspace{1cm} (8)

The trapping potential depth $dU$ is then given by,

$$dU = U_{\text{max}}(z_{\text{max}}) - U_{\text{min}}(z_{\text{min}}) \hspace{1cm} \text{ (9)}$$

$$= 2\hbar N_p \frac{\kappa_{ex}}{\kappa}(\text{arctan}[-\Delta] + \text{arctan}[\eta + \Delta]).$$ \hspace{1cm} (10)

Using trigonometric identities and taking the derivative of $dU$ with respect to $\Delta$ gives the maximum trapping potential depth $U_{\text{trap}}$. It follows that $dU$ is maximized, i.e., $dU = U_{\text{trap}}$, when $\Delta = -\eta/2$.

Using perturbation theory, the particle induced frequency shift can be expressed as [3],

$$\delta \omega_c(z) = -\frac{\kappa}{2\eta} f(z).$$ \hspace{1cm} (11)
Rearranging $\Delta = \frac{2(\omega_L - \omega_0)}{\kappa}$ and putting $\Delta = -\eta/2$, we can write $\omega_L = \omega_0 - \frac{1}{4} \kappa \eta$. At the position of the maximum intensity profile, i.e. $f(z) = 1$, we insert $\kappa = \omega_j/Q$ into eq (11) and finally obtain,

$$\delta \omega_L(z) = \frac{\delta \omega_0(z)}{2}$$

(12)

Now using the relation $\frac{\delta \omega}{\omega} = \frac{\delta \lambda}{\lambda}$, eq (13) can be written in terms of wavelength by,

$$\delta \lambda_L(z) = \frac{\delta \lambda_c(z)}{2},$$

(13)

where $\delta \lambda_c(z)$ is the wavelength shift giving the maximum trapping potential depth and $\delta \lambda_c(z)$ is the resonance wavelength shift due to the introduction of a nanosphere in the cavity. $\delta \lambda_c(z)$ can be determined using either perturbation theory or from the shift of the reflectance peak.

**S6. Requirement of a minimum trapping potential for a trapping time $\tau_{\text{trap}} = 10$ seconds.**

The nanosphere trapped by the quasi-BIC stays a certain period before leaving the cavity, which is known as the trapping time $\tau_{\text{trap}}$. A long $\tau_{\text{trap}}$ is highly desirable as the recorded Raman signal increases with $\tau_{\text{trap}}$. $\tau_{\text{trap}}$ can be calculated using the following equation [4],

$$\tau_{\text{trap}} = \tau_0 \exp \left( \frac{|U_{\text{trap}}|}{k_B T} \right)$$

(14)

where $|U_{\text{trap}}|$ is the absolute value of the optical trapping potential and $\tau_0$ is the transit time of the trapped particle in the laser focal spot without optical trapping. The transit time can be expressed as $\tau_0 = \omega_0^2 / 6D$, where $\omega_0$ is the beam waist and $D$ is the diffusion coefficient, which in turn is given by $D = k_B T / 6 \eta_w a$. Here, $k_B$ is the Boltzmann constant, $T$ is the room temperature ($T = 298$ K), $\eta_w$ is the viscosity of water ($\eta_w = 1.0518 \times 10^{-5}$ N.s/m$^2$), and $a$ is the radius of the trapped nanoparticle. To find the waist $\omega_0$, we fit a gaussian profile to the intensity distribution of the quasi-BIC. The curve fitting is shown in Fig. S6a, giving an estimated $\omega_0$ of 138 nm. In passing, we note that the cos$^2$-fit in S5 gave almost the same goodness ($R^2$ of 0.9917 vs. 0.9952). Next, we calculate the minimum trapping potential $U_{\text{trap}}$ required to obtain a given $\tau_{\text{trap}}$. Fig. S6b shows the $U_{\text{trap}}$, as a function of nanosphere radius, required minimum for $\tau_{\text{trap}} = 10$ seconds. To trap the smallest particle ($a = 5$ nm) for 10 seconds, the required minimum $U_{\text{trap}}$ is 12 $k_B T$/mW/$\mu$m$^2$, whereas for the largest particle ($a = 35$ nm), the value is 10 $k_B T$/mW/$\mu$m$^2$. To obtain a reliable Raman-signal, a longer exposure time must be used for the smallest particles, thus increasing the necessary trapping time, and in turn further increasing the required trapping potential for the smallest particles. The values given here for the minimum $U_{\text{trap}}$ are included as an indication only, as the required trapping time depends on several factors, e.g., input power, numerical aperture of microscope objective, transmission of the optical system and sensitivity of the spectrometer used.

![Fig. S6. (a) A gaussian profile (solid line) is fitted to the intensity profile of the quasi-BIC (dotted line). (b) Minimum trapping potential required for $\tau_{\text{trap}} = 10$ seconds as function of nanosphere radius.](image-url)
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Abstract— Dielectric metasurfaces can support quasi-bound states in the continuum (quasi-BICs), which show high Q-factor and electric field enhancement, enabling various applications in nanophotonics. At optical wavelengths, and particularly when moving towards the visible range, the dimensions of the structure are small. Optimizing the design to reduce the sensitivity to fabrication imperfections is thus important. In this letter, a structure with two elliptic, parallel bars and a cylindrical disk is considered. The ellipticity of the bars influences the sensitivity of the resonance wavelength to changes in the radii of the bars and the disk, and it is found that smaller ellipticity, i.e., more circular bars, give reduced sensitivity. Smaller ellipticity also increases the gap between the tips of the bars, making it possible to optically trap nanoparticles with a diameter up to 200 nm. The structure can support both symmetry-protected and resonance-trapped BIC for different sets of design parameters, with a similar sensitivity of resonance wavelength to radii found for both types of BIC.

Index Terms—Bound states in the continuum, metasurfaces, Q-factor, field enhancement

I. INTRODUCTION

Bound states in the continuum (BICs) have been explored theoretically and experimentally in several works [1-5]. A true BIC refers to an electromagnetic state perfectly localized in, e.g., an optical metasurface, without outgoing radiation, thus showing an infinite Q-factor. Material losses and fabrication imperfections limit the Q-factor obtainable in reality [6], thus a quasi-BIC with high, but finite, Q-factor is the real-world alternative to a true BIC. The two main types of BIC are symmetry protected and resonance trapped (also called accidental) BICs [1, 7]. The latter type will be further described in the Results-section. A symmetry protected BIC can be transformed into a quasi-BIC by breaking the symmetry, which is useful for investigating the behavior of the BIC and to control the Q-factor by design, rather than relying on fabrication imperfections. Metasurfaces with elliptical bars have been shown to support quasi-BICs [6], for applications in optical trapping [8, 9] and biosensing [10, 11]. For these metasurfaces, the symmetry can be broken by tilting the elliptical bars [6, 12] or, for parallel bars, by introducing an asymmetrically positioned disk [13]. The dimensions of the bars and the gaps between them are small, particularly when moving towards the visible range. To be able to take full advantage of quasi-BICs, a high Q-factor is solicited within a specified wavelength range. This implies that fabrication tolerances are tight. The aim of this work is to find design parameters that gives a robust behavior in the presence of fabrication imperfections. We focus on the resonance wavelength, and the sensitivity of the resonance wavelength to changes in the radii of the structures. There are several reasons for this. The periodicity of a structure, i.e., width and length of the unit cell, can be accurately controlled by e-beam lithography and the resonance wavelength will typically be linear with the size of the unit cell [9]. Furthermore, the influence of the height of the structure is also limited [9]. On the other hand, when (elliptical) bars and disks are made with lithography and etching, it is notoriously difficult to control over- and under-exposure and etching at the level required here. Thus, it is difficult to control the radius of thin cylinders precisely and deviations from the design will occur. Finding a design that has limited sensitivity to these variations is thus important. As the Q-factor will depend on absorption, scattering and variations from one unit cell to the other, while the resonance wavelength is directly influenced by these variations in radius, even if the structure is perfectly transparent, smooth, and periodic. Although Q-factors are included here, our main focus is on the resonance wavelength. We explore the sensitivity of the resonance to the radii for various positions of a disk, the radius of this disk and, most importantly, the ellipticity of the parallel bars, as defined in the next section.

II. METASURFACE DESIGN AND SIMULATION METHODS

![Schematic diagram of the unit cell](image.png)

**Fig. 1.** (a) Schematic diagram of the unit cell, which contains two identical elliptical bars and a cylindrical disk. (b) An asymmetry is introduced by shifting the disk a distance Δy from the upper edge, which is a symmetry point. The red cross in the center shows the second symmetry point.
For this work, we have chosen to study a metasurface with a unit cell consisting of two elliptical parallel bars and a disk, as shown in Fig. 1(a). The unit cell is square, with periodicity \( P \) along the \( x \)-axis and the \( y \)-axis. The array of unit cells is considered to be infinite. The unit cell contains a cylindrical disk with radius \( r \) and a pair of parallel ellipses with major radius \( a \), minor radius \( b \), and height \( h \). The ellipticity \( e \) can be defined as \( e = \sqrt{1 - b^2/a^2} \). This design gives a relatively large gap \( g = P - 2a \) between the tips of the bars, with high field-enhancement, making it suitable for optical trapping of nanoparticles with a diameter up to 200 nm. The unit cell is always symmetric along the \( x \)-axis. It is also symmetric along the \( y \)-axis for two positions of the disk, on the edge and in the center of the unit cell, as shown in Fig. 1(b). As disks with diameters 2\( r \) larger than the separation between the ellipses are considered, only the symmetry point on the edge is considered here. For this case, the asymmetry parameter is \( \alpha = \Delta y/(P/2) \), with \( \Delta y \) the distance from the edge to the disk.

COMSOL Multiphysics v.6 is used to simulate the unit cell. It is excited by a plane wave polarized along the \( x \)-axis and propagating along the \( z \)-axis using an incident port on the top and a receiving port at the bottom. Periodic boundary conditions are imposed on the faces in the \( x \) and \( y \) directions. The unit cell is submerged in a water medium \( (n = 1.33) \) to make it suitable for optical trapping. The structures are taken to be made of Si$_3$N$_4$ \( (n = 2.02) \) as it is transparent in the visible range [14]. The under-cladding is taken to be SiO$_2$ \( (n = 1.46) \) [15]. The maximum mesh size used is 12 nm.

The initial design parameters are \( P = 506 \) nm, \( a = 148.5 \) nm, \( b = 99 \) nm, \( h = 230 \) nm, \( r = 45 \) nm, and \( \Delta y = 103 \) nm. Wavelength scans are performed, in this case giving a quasi-BIC at 773 nm, as shown in Fig. 2(a). A Fano lineshape function is fitted to the reflection, and the Q-factor for the quasi-BIC is found from the width of the fitted lineshape.

### III. Results and Discussions

We start by considering a fixed ellipticity \( e = 0.74 \) and study the Q-factor as function of the asymmetry parameter \( \alpha \), as shown in Fig. 2(b). As \( \alpha \) approaches zero, the Q-factor tends to infinity. This shows that a symmetric structure supports a true, symmetry-protected BIC, as expected. As the asymmetry increases slightly, the Q-factor decreases according to \( 1/\alpha^2 \), as also found in previous works [4, 6]. For a further increase in the asymmetry, the Q-factor increases again, reaching a peak for \( \alpha = 0.3 \). The Q-factor is indeed high around this peak value, but it is continuous, not tending towards infinity. It is thus not a true BIC. A resonance-trapped BIC can be pictured as a resonance trapped between two resonators, each with 100% reflectivity at the resonance wavelength, and with a separation giving 2\( \pi \) phase-shift [7, 16, 17]. To achieve this, it is normally necessary to tune several parameters. In our case, changing just \( \Delta y \) is not sufficient. By also changing the ellipticity, a higher Q-factor is obtained (shown in the zoomed-in view in Fig. 2b), indicating that there is a resonance-trapped BIC in the vicinity of this point. Finally, when further increasing the asymmetry, the Q-factor is again reduced.

The main aim of this work is to study the sensitivity of the resonance wavelength to changes in design parameters. As fabrication process are likely to change radii in the same way, e.g., by over-etching, a common sensitivity is defined as \( S = \Delta \lambda / \Delta r \), with \( a' = a + \Delta r, b' = b + \Delta r \), and \( r' = r + \Delta r \). Rather than changing the design parameters one-by-one, \( a, b, \) and \( r \) are thus changed simultaneously for \( \Delta r \) within \( \pm 10 \) nm to find the sensitivity \( S \). The wavelength is expected to be less sensitive to disk radius \( r \) than to \( a \) and \( b \) of the ellipses if these are considered individually.

To study the sensitivity as function of ellipticity, the minor radius \( b \) is increased, but with some adjustment also of the major radius \( a \) to keep the resonance wavelength close to the initial value \( (\lambda = 773 \) nm \). Fig. 3 shows the sensitivity \( S \) as function of ellipticity for an offset of the disk \( \Delta y = 103 \) nm. The sensitivity decreases with decreasing ellipticity, to the limit where the two elliptical bars touch each other. The sensitivity of the resonance wavelength to radius is thus smaller for rather round bars, rather than elongated bars. However, the sensitivity is still high, with changes of just 10 nm in the radii giving a shift of the resonance of 12 nm. Inserted in Fig. 3 are also sensitivities for disk offsets \( \Delta y = 8 \) nm and \( \Delta y = 76 \) nm for two values of the ellipticity. For an ellipticity of 0.95, the three values for the disk offset give the same sensitivity, and for an ellipticity of 0.74, the sensitivity is approximately the same. Based on this, it can be concluded that the disk offset has limited influence on the sensitivity.
This implies that the sensitivity is similar close to a symmetry-protected BIC ($\Delta y = 8$ nm) and close to a resonance-trapped BIC ($\Delta y = 76$ nm). Changing the radius of the disk also has limited influence on the sensitivity ($r = 45$, $50$ and $55$ nm tested).

The Q-factor is also shown in Fig. 3 for varying ellipticity. It increases sharply as the ellipticity approaches 0.7. For the right combination of design parameters, there may be a resonance-trapped BIC as the two ellipses almost touch. In general, resonance-trapped BIC can exist for various disk offsets $\Delta y$, whereas a symmetry-protected BIC only exists for $\Delta y = 0$ and $\Delta y = \pi/2$, with the latter only possible for disks smaller than the separation between the bars.

![Graph showing sensitivity and Q-factor as functions of ellipticity](image)

**Fig. 3.** Sensitivity of the wavelength to changes of radii, and the Q-factor, as a function of ellipticity. The filled squares, triangles, and pentagons markers indicate the sensitivities for $\Delta y$ of 103 nm, 76 nm, and 8 nm, respectively. The results shown for the triangle and pentagon markers are considered with ellipticities of 0.95 and 0.74, respectively.

A key feature of quasi-BIC is their ability to provide a high electric field enhancement at the resonance. The field enhancement is the ratio $|E|/|E_0|$ between the total electric field $E$ and the incident electric field $E_0$. Fig. 4 shows, as an example, the field enhancement for $e = 0.74$, $r = 45$ nm and $\Delta y = 76$ nm. This is thus close to a resonance-trapped BIC and the Q-factor is high, at $10^7$. The field enhancement in the $xy$ plane, at mid-height $z = h/2$, reaches approximately 4000 at the tips of the elliptical bars and decreases to $2400$ in the middle of the gap between them i.e., on the edge of the unit cell. The high field enhancements, giving confined hotspots, can be used for optical trapping of nanoparticles, as studied in previous works [8, 9]. The Q-factor obtained in simulations, and thus the field-enhancement, can be increased further by optimizing the parameters further or moving the disk towards symmetry. However, as material and fabrication imperfections will limit the real Q-factor, simulation of this is of limited interest. A more interesting feature is the relatively large gap for this design. For the case considered here ($a = 148.5$ nm, $b = 99$ nm, giving $e = 0.74$), the tip-to-tip gap between the ellipses is 209 nm. It is thus possible to trap nanoparticles with a diameter up to 200 nm. This is relevant for trapping exosome, which typically has a diameter of 30–150 nm. Previous studies were limited to smaller gaps, such as 70 nm in ref. [9] and 81 nm in ref. [8].

![Field enhancement profiles at quasi-BIC resonance](image)

**Fig. 4.** Electric field enhancement profiles at the quasi-BIC resonance in the (a) $xy$ plane and (b) $zx$ plane for $\Delta y = 76$ nm, $e = 0.74$ and $r = 45$ nm. The $xy$ plane is taken at $z = h/2$ and the $zx$ plane is taken at $y = \pi/2$.

V. CONCLUSION

Metasurfaces supporting quasi-bound states in the continuum can offer high Q-factor resonances and intense hotspots as shown by simulations in this letter, e.g., for optical trapping of nanoparticles. The design studied here, with two elliptical bars and a cylindrical disk, can support both symmetry-protected and resonance-trapped BIC, depending on the position of the disk.

To obtain a resonance wavelength within a predetermined range, the dimensions of the fabricated structure must match the design very closely, to within a few nm or, at best, 10s of nm. It was shown in a previous work [9] that the height of the structure is less critical, while the resonance wavelength is proportional to the size of the unit cell. In this letter, the influence of the ellipticity of the bars is studied, and it is found that smaller ellipticity, i.e., more circular bars, are favorable. This can reduce the sensitivity of the resonance wavelength to changes in radii from 2 to 1.2. This is still a high sensitivity and further studies to reduce it are solicited. For different values of asymmetry $\alpha$ and disk radius $r$, similar sensitivities are obtained (but different Q-factors). An interesting result is that the sensitivity is approximately the same close to symmetry-protected and close to resonance-trapped BIC.

For this design, the tip-to-tip gap between the elliptical bars changes with the ellipticity. A lower ellipticity gives a larger gap, and as stated above, simultaneously reduces the sensitivity of the resonance wavelength to changes of the radii. The smallest ellipticity results when the two bars are almost in contact (along $y$-axis) and gives a gap of 209 nm (along $x$-axis). This, combined with the high field-enhancement at resonance, makes the structure suitable for trapping nanoparticles with a diameter up to 200 nm.
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