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Abstract

The human mind wanders spontaneously and pervasively throughout daily life, pursuing trains of thought that are untethered to the world around us. Although mapping the many facets of mind wandering has become a compelling objective in the cognitive neurosciences, researchers have yet to achieve a congruous mechanistic account of its neurobiological underpinnings. In this thesis, a multidisciplinary strategy was implemented to illuminate the various aspects of mind wandering during passive rest and cognitive task performance. To more confidently detect changes in attention, we combined spatially localized and temporally precise features from different neural modalities, subjective experience, and changes in moment-to-moment behavior. Furthermore, we leveraged recent advances in subcortical imaging and atlasing to lay the groundwork for exploring the contributions of understudied regions in the subcortex. Mind wandering is a complex and heterogeneous phenomenon that interacts with situational factors and defies a unitary neural representation. While singular systems, such as the default mode network (DMN), were not unambiguously related to mind wandering, the dynamic coupling between the DMN and its antagonistic network was identified as essential feature. The integration of information processes in these networks during mind wandering was especially enabled by functional connections of the posterior cingulate cortex (PCC), substantiating its role for regulating internal attention. More subtle connections were also spontaneously echoed in the subcortex, demonstrating functional properties analogous to the PCC. Disentangling the interactions between neuromodulatory influences, behavior, and the functional synergy in cortical and subcortical networks, may reveal qualitatively distinct types off-task thought that remain elusive with experience sampling. These findings emphasize that a comprehensive understanding of how the brain orchestrates mind wandering resides in the harmonics between diverse neural systems.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACN</td>
<td>anticorrelated network</td>
</tr>
<tr>
<td>ADHD</td>
<td>attention-deficit/hyperactivity disorder</td>
</tr>
<tr>
<td>AE</td>
<td>approximate entropy</td>
</tr>
<tr>
<td>AGT</td>
<td>adaptive gain theory</td>
</tr>
<tr>
<td>BOLD</td>
<td>blood oxygen level dependent</td>
</tr>
<tr>
<td>BV</td>
<td>behavioral variability</td>
</tr>
<tr>
<td>DAN</td>
<td>dorsal attention network</td>
</tr>
<tr>
<td>dLPFC</td>
<td>dorsolateral prefrontal cortex</td>
</tr>
<tr>
<td>DMN</td>
<td>default mode network</td>
</tr>
<tr>
<td>ECN</td>
<td>executive control network</td>
</tr>
<tr>
<td>EEG</td>
<td>electroencephalography</td>
</tr>
<tr>
<td>ERP</td>
<td>event-related potential</td>
</tr>
<tr>
<td>FC</td>
<td>functional connectivity</td>
</tr>
<tr>
<td>fMRI</td>
<td>functional magnetic resonance imaging</td>
</tr>
<tr>
<td>FPN</td>
<td>frontoparietal network</td>
</tr>
<tr>
<td>FT-RSGT</td>
<td>finger-tapping random sequence generation task</td>
</tr>
<tr>
<td>GLM</td>
<td>general linear model</td>
</tr>
<tr>
<td>HPC</td>
<td>hippocampus</td>
</tr>
<tr>
<td>ICA-DR</td>
<td>independent component analysis-dual regression</td>
</tr>
<tr>
<td>ICN</td>
<td>intrinsic connectivity network</td>
</tr>
<tr>
<td>a/pIPL</td>
<td>anterior/posterior inferior parietal lobule</td>
</tr>
<tr>
<td>LC/NE</td>
<td>locus coeruleus/norepinephrine</td>
</tr>
<tr>
<td>MASSP</td>
<td>multi-contrast anatomical subcortical parcellation</td>
</tr>
<tr>
<td>mPFC</td>
<td>medial prefrontal cortex</td>
</tr>
<tr>
<td>MTL</td>
<td>medial temporal lobe</td>
</tr>
<tr>
<td>PCC</td>
<td>posterior cingulate cortex</td>
</tr>
<tr>
<td>PD</td>
<td>pupil diameter</td>
</tr>
<tr>
<td>RFE</td>
<td>recursive feature elimination</td>
</tr>
<tr>
<td>ROI</td>
<td>region of interest</td>
</tr>
<tr>
<td>RT</td>
<td>reaction time</td>
</tr>
<tr>
<td>SART</td>
<td>sustained attention to response task</td>
</tr>
<tr>
<td>SN</td>
<td>salience network</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>support vector machine-radial basis functions</td>
</tr>
<tr>
<td>tDCS</td>
<td>transcranial direct current stimulation</td>
</tr>
</tbody>
</table>
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Despite being faced with constant demands and potential threats in our environment, humans find themselves frequently lost in thought, unaware of their surroundings or the passage of time. The work presented here is dedicated to deepening our understanding of how the phenomenon of *mind wandering* is orchestrated by the brain and interacts with our subjective internal experience and behavior. In this opening chapter, I summarize the evidence from well-studied behavioral paradigms and functional brain networks, as well as from a less explored perspective that concerns the contribution of subcortical structures and neuromodulation.
1.1 Delimiting the concept of mind wandering

This background review starts with a deceptively simple question: how do we define mind wandering? The term ‘mind wandering’ was first adopted in scientific context by Smallwood and Schooler (2006) as a form of attention that is neither directed nor related to the immediate environment, making it qualitatively distinct from types of attention that encompass the selection of external information. Rather, the phenomenon of mind wandering is described as the internally oriented stream of consciousness comprising thoughts and feelings that do not pertain to the here and now, but are instead often related to personal goals and concerns (Klinger 2013; Smallwood & Schooler 2015; Shepard 2019). In this sense, mind wandering is untethered to constraints from the outside world and can embody a broad range of thought, including retrospective and prospective thinking and self-referential mentation (Smallwood & Schooler 2015). Although ‘stream of consciousness’ might imply that mind wandering is a feature of volitional cognition, it can conduct itself in a manner that is unintentional and unaware (Smallwood & Schooler 2006; Schooler et al 2011).

The scientific interest in internal attention dates back to William James’ famous writings on the ‘flights and perchings’ of the mind in 1890, followed by the rise of behaviorism which nourished the criticism toward introspective psychology. Only more recently, research focus returned to undirected forms of thought such as daydreaming (e.g., Klinger 1971). The past few decades witnessed an explosive growth in publications on mind wandering studied under a varied terminology (Callard et al 2013), among which stimulus-independent thought, task-unrelated thought, attentional lapse, undirected thought, and ‘zoning-out’. This heterogeneity was furthermore expressed in the study of various dimensions of conscious experience, such as temporal focus, self-relevance, emotional valence, and the level of detail of internal trains of thought (e.g., Stawarczyk et al 2011a; Banks et al 2016; Maillet et al 2017; Bocharov et al 2019; Turnbull et al 2019a; Liefgreen et al 2020).

In an attempt to structure the field toward a more unified ontology of mind wandering, several influential frameworks were proposed. Smallwood and Schooler (2015) characterized mind wandering as thoughts that are both self-generated and task-unrelated, thereby placing emphasis on aspects of formation and content. This definition makes an important distinction between mind wandering and external distractions (i.e., task-unrelated thought that is perceptually guided) and spontaneous thoughts that are not independent from the task (e.g., metacognition regarding one’s performance). In contrast, Christoff et al (2016) prioritized the transitory, dynamic properties of mind wandering over its content. Their model consists of a continuum of spontaneous thoughts that can be discerned based on their position amidst two dimensions: deliberate and automatic constraints. Deliberate constraints on thought flow are under control of top-down systems and are stronger for mind wandering compared to dreaming, but weaker compared to creative thinking. Automatic constraints, which arise from bottom-up mechanisms such as saliency, are most pronounced in thought with excessive stability (e.g., ruminating,
obsessing) and are expected to be low to intermediate for mind wandering. Finally, Seli et al (2018a) criticize previous definitions such as ‘task-unrelated’ and ‘stimulus-independent’ thought by arguing that mind wandering can take place in a task-free manner (e.g., daydreaming on the bus) or be directly induced by a perception (e.g., rethinking a past conflict upon seeing that person). These various nuances and facets of mind wandering may therefore be more appropriately described in terms of a graded membership to a larger family. However, a lack of classification by defining, universal features has been argued to hamper empirical progress because it allows disparate internal experiences to be conflated with mind wandering (Christoff et al 2018).

Intriguingly, episodes of mind wandering seem strikingly frequent across different settings, both in daily life and during experimental tasks (Klinger & Cox 1987; Kane et al 2007; Killingsworth & Gilbert 2010; Seli et al 2018b), indicating that our natural ability to generate mental experiences without sensory guidance constitutes a substantial and important part of human brain function. Nonetheless, mind wandering can be maladaptive as it pervasively interferes with tasks that require sustained external attention, such as driving and reading (Smallwood 2011; Baldwin et al 2017), and has been negatively associated with mental health (Smallwood et al 2007; Killingsworth & Gilbert 2010; Deng et al 2014). Understanding the neural mechanisms of mind wandering can thus provide imperative insights into cognitive functioning in general and facilitate the development of tools that reduce its negative impact on performance and psychological well-being. Although research on the function of mind wandering is advancing (e.g., Schooler et al 2011; Smallwood 2013; Shepard 2019), explanatory accounts remain limited by the methodological barriers to reliably detect the onset and cessation of covert, internal phenomena. In the next section, the experimental evidence on mind wandering and its relationship with other cognitive functions are discussed in more detail.
1.2 Interactions with other cognitive functions and behavior

Lapses in externally focused attention were initially detected as performance errors on vigilance tasks, of which the most widely used is the Sustained Attention to Response Task (SART; Robertson et al 1997). The SART was developed to measure failures in sustained attention, or ‘slips of action’, operationalized as the inability to withhold a motor response to rare target among frequent non-target visual stimuli. In the original study, the occurrence of such commission errors was preceded by shorter reaction times (RTs), suggesting ‘a drift from controlled to automatic processing’, and was correlated with the severity of frontal lobe damage and daily-life attention failures in patients with traumatic brain injury (Robertson et al 1997). Early work combining the SART with experience sampling – i.e., periodically probing individuals to report their current focus of attention – demonstrated that periods of task-unrelated thoughts also coincided with shortened RTs, a relationship that was most pronounced when target stimuli were less frequent (Smallwood et al 2004). Henceforth, the SART became a popular paradigm to study mind wandering, followed by reports of robust associations between suboptimal task performance, including response errors and increases in RT variability, and shifts from external to internal attention (e.g., Mooneyham & Schooler 2013; Bastian & Sackur 2013; Hawkins et al 2019; Zanesco et al 2020a).

Such performance decrements due to mind wandering were primarily regarded as the result of ineffective goal monitoring and control, a characterization that was corroborated by the negative relationship between an individual’s working memory capacity and a tendency to disengage from a cognitively demanding task (Kane et al 2007; McVay & Kane 2009). These observations led to the executive failure hypothesis, which states that mind wandering results from an inability to maintain current task goals (McVay & Kane 2010). However, individuals exhibited the reversed relationship between working memory capacity and mind wandering in situations with low cognitive demand (Levinson et al 2012; Rummel & Boywitt 2014), suggesting a degree of flexible regulation rather than a temporary breakdown of top-down control. The capacity to adaptively adjust the inner train of thought according to environmental demands was formulated in the context-regulation theory of mind wandering (Smallwood & Andrews-Hanna 2013). It was hypothesized by Smallwood & Schooler (2006) that this capacity is associated with goal pertinence, in which salient personal goals can outweigh the incentive of an external task and eventually lead to mind wandering. This opposing view, the executive control hypothesis, thus characterizes mind wandering not as a result of executive failure but of an adaptive redirection of resources away from the task, which could be enabled by top-down ‘decoupling’ mechanisms that impair the processing of external information (Schooler et al 2011).

Direct empirical evidence for decoupling emerged from the analysis of cortical event-related potentials (ERPs) derived from electroencephalography (EEG). Specifically, reductions in the poststimulus amplitudes of early sensory ERPs, including N1 and P1 (Kam et al 2011), as well as P300
– a positive component at later latency reflecting cognitive processes – were associated with task errors and probe-caught mind wandering (Smallwood et al 2008; O’Connell et al 2009; Kam et al 2013), even for stimuli that were task-irrelevant distractors (Barron et al 2011). Similarly, mind wandering was related to smaller stimulus-evoked pupil dilations (Smallwood et al 2011) and decoupling attention from perceiving painful sensations (Kucyi et al 2013). Together, these findings were interpreted as evidence for a domain-general mechanism that actively inhibits the selection and processing of sensory information in favor of mind wandering (Smallwood 2013). If the function of perceptual decoupling is indeed to protect the integrity and maintenance of task-unrelated thoughts from external interference, it can be considered a hallmark of mind wandering conceptualized as goal-directed cognition (Smallwood & Schooler 2006; Schooler et al 2011; Kam & Handy 2013; Smallwood et al 2021). The preferential selection of internal information is not implausible given the nature of vigilance tasks employed in most studies, which are dull and low in extrinsic motivation. Hence, performance on such tasks likely competes with internally guided thoughts that are more engaging because they better align with personal concerns and goals (Smallwood & Schooler 2006; Shepard 2019).

The precise interplay between mind wandering and executive control remains, however, unresolved. For example, Franklin et al (2013a) argued that the observation of perceptual decoupling should not be mistaken for its functional significance in perpetuating the internal train of thought, as the phenomenon may simply reflect a depletion of attentional resources. Rather than being a process that is purposefully shielding from distractions, mind wandering could likewise be the result of enduring failures to redirect attention back to the external task. Furthermore, the SART was criticized for inducing speed-accuracy tradeoffs, where strategies that prioritize being fast over being accurate are conflated with mind wandering (Seli et al 2013). The Metronome Response Task (MRT) was subsequently developed to circumvent this issue by requiring individuals to respond in tune with a rhythmic tone, which allows researchers to derive mind wandering from gradual changes in response variability rather than a dichotomy based on the presence or absence of errors (Seli et al 2013). It was argued that consistent responding on the MRT requires executive resources to be focused on the task, and that the observed increases in RT variability preceding self-reports of mind wandering indicate the withdrawal of such resources (Seli et al 2013; Anderson et al 2020). Importantly, the temporally coarse measurement of both mind wandering and behavior in previous studies has set limitations for tracking interactions between attentional focus and executive control (Franklin et al 2013a; Boayue et al 2020a). Despite pivotal efforts toward developing paradigms that enable continuous monitoring of executive resource use at high temporal resolution (Boayue et al 2020a), a consensus regarding the validity of either executive hypotheses has not been established.
1.3 Interplay between default mode, executive, and attention networks

The human brain is naturally organized into stable or recurrent patterns of synchronized activity in distributed regions, often described as intrinsic connectivity networks (ICNs). Using functional magnetic resonance imaging (fMRI), these networks have been robustly observed during both spontaneous mentation and cognitive demand (e.g., Yeo et al 2011; Cole et al 2016; Smitha et al 2017). Particularly, a set of regions that was found to consistently deactivate in the presence of an external task – collectively termed the default mode network (DMN, Figure 1) – became a spotlight for neuroscientific investigation (Raichle et al 2001). Activity in these regions, including the medial prefrontal cortex (mPFC), posterior cingulate cortex (PCC), posterior inferior parietal lobule (pIPL), temporoparietal junction (TPJ), medial temporal lobe (MTL) including the hippocampal formation (HF) and tentatively the lateral temporal/temporopolar cortex (LTC), was subsequently associated with the mental operations that are solicited during passive states, such as episodic memory retrieval, future simulations, and theory of mind (Buckner et al 2008; Spreng et al 2009). Not surprisingly, the DMN quickly became synonymous to the spontaneous thought processes that take place during mind wandering (e.g., Andrews-Hanna 2012; Smallwood & Schooler 2015).

The notion of the DMN as the predominantly implicated functional network, however, contradicts the behavioral evidence that typifies mind wandering as a dynamic cognitive process that interacts with executive control and competes for attentional resources. Several important findings from fMRI research favor this latter depiction. First, the majority of evidence for a link between mind wandering and the DMN traces back to studies in which changes in attention were not directly probed but inferred from behavioral performance, experimental manipulations, or retrospective reports (Weissman et al 2006; McKiernan et al 2006; Mason et al 2007; Andrews-Hanna et al 2010). In contrast, the first study that combined task-based fMRI with online experience sampling observed increased neural activity in the DMN as well as in nodes of the executive control network (ECN), including the dorsal anterior cingulate cortex (dACC) and dorsolateral prefrontal cortex (dlPFC), preceding self-reports of mind wandering (Christoff et al 2009). Similarly, Stawarczyk et al (2011b) reported activity in the DMN as well as the inferior frontal gyrus (IFG) relating to periods of stimulus-independent thought. Together, these results provided strong initial evidence that mind wandering partially relies on brain regions associated with executive functions and therefore likely shares functional processes with externally directed, higher-level cognition (Smallwood 2013). Indeed, significant meta-analytic clusters of neural activity associated with spontaneous and task-unrelated thoughts were most often confined to the DMN and ECN, including the (rostral) mPFC, PCC, precuneus (PCUN), IPL, left parahippocampal cortex, right (rostral) dlPFC, left ventrolateral PFC, dACC, and left temporopolar cortex (Fox et al 2015).

Furthermore, consistent with the perceptual decoupling theory, Christoff et al (2012) observed that activity in the PCC was negatively correlated with sensorimotor and visual cortices during mind
wandering. In another study, Greicius and Menon (2004) found that individuals with more persisting DMN recruitment throughout a passive task demonstrated attenuated responses to sensory stimuli. The DMN is intrinsically anticorrelated with the dorsal attention network (DAN; Figure 1), which is associated with top-down attentional control of external information selection and includes the intraparietal sulcus (IPS), middle temporal/visual motion area (MT/V5), and frontal eye field (FEF) in the inferior precentral sulcus (Fox et al 2005). In an experimental study, Spreng et al (2010) showed that autobiographical and visuospatial planning tasks strongly discriminated regional brain recruitment, where the former engaged the DMN and the latter the DAN. Crucially, ECN nodes including the dACC, rostrolateral PFC (rlPFC), middle frontal gyrus (MFG), and anterior IPL (aIPL) – also referred to as the frontoparietal network (FPN; Figure 1) – were coactivated during both tasks, presumably to supply the executive resources needed for external as well as internal planning performance. Together, these findings led to the proposal of a ‘global workspace’ model, in which the FPN adaptively couples with either the DMN or DAN in order to amplify the processing of internally or externally focused information, respectively (Smallwood et al 2012a). Specifically, by reinforcing the winner of these competing attentional foci, the FPN is proposed to govern the integrity of the stream of consciousness, whether it being fueled by self-referential, autobiographical content (i.e., DMN) or perceptual input (i.e., DAN).

Figure 1. Coarse topography of functional brain networks. Parcellation is taken from the 7-network cortical parcellation by Yeo et al (2011) and based on clustering of 1000 resting-state datasets. The default mode network (red) generally constitutes the pIPL and LTC laterally (top row) and the PCC, mPFC, and HF medially (bottom row). The dorsal attention network (blue) often includes the IPS, MT/V5, and FEF. The frontoparietal network (green) consists of lateral frontoparietal regions including the dIPFC, MFG, and aIPL, and the dACC medially.

The parallel activation of these seemingly functionally opposite networks during mind wandering could indicate that their cooperation is necessary for enabling a cohesive train of thought, for example by guiding and evaluating the pursuit of internal goals (Christoff et al 2016; Fox et al 2015). Although it could be similarly argued that their co-recruitment simply reflects the metacognitive awareness of failing task goals followed by the exertion of cognitive control to restore attention to the external task,
the executive failure view falls short in explaining several key observations, among which the relative increase in dACC and dlPFC activity when individuals were unaware of their thoughts wandering away from the task (Christoff et al 2009).

Nonetheless, not all neural evidence converges on support for executive control during mind wandering. For example, Mittner et al (2014) employed a sophisticated approach in which neuroimaging data were integrated with a cognitive process model on a Stop-Signal task, which requires individuals to periodically inhibit a habitual motor response to stimuli that are followed by a stopping cue. Based on the modeled behavior, the authors characterized mind wandering as deficient task monitoring and executive failure. At the neural level, this was preceded by stronger recruitment of the DMN and deactivation of its data-driven anticorrelated network (ACN), consisting of the IPS, supplementary motor area (SMA), dlPFC, and insula. Additionally, both the positive connectivity within either network and the negative connectivity between them were stronger prior to self-reported mind wandering compared to task-focused attention. Although expected for the IPS which is typically considered part of the DAN (Fox et al 2005; Buckner et al 2008), the decoupling of the other ACN nodes from the DMN during mind wandering – including the dlPFC as a key region of the FPN – contradicts previous findings (Christoff et al 2009; Spreng et al 2010). In another study, Kucyi et al (2017a) measured ongoing behavioral performance as an indicator for attentional focus by quantifying the variability in rhythmic finger-tapping. Interestingly, they similarly observed that the dynamic connectivity among nodes of the DMN was increased during periods of ‘out-the-zone’ attention – i.e., tapping with greater variability – but contrary to the finding of Mittner et al (2014), they also reported stronger coupling (or weaker anticorrelation) between the mPFC and the right anterior insula. Such a reduction in anticorrelation during periods of mind wandering was supported by several other studies (Kelly et al 2008; Esterman et al 2013; Thompson et al 2013) and suggests that the persistent antagonism between these two networks is likely required for maintaining optimal, less variable task performance. Kucyi et al (2017a) also reported a surprising pattern of general network activity, as ‘out-the-zone’ attention was correlated with regional activation of the DAN and salience network (SN), including the anterior insula, mid cingulate cortex (MCC), FEF, superior parietal lobule (SPL), SMA, middle temporal gyrus (MTG), and cerebellum (lobule V/VI, left lobule VII/VIII), whereas regions predominantly in the DMN, including the mPFC, PCC, right dlPFC, and cerebellum crus I/II, were more active during stable, ‘in-the-zone’ tapping behavior. Similarly, Kucyi et al (2016) found that higher levels of response variability on a gradual-onset Continuous Performance Task (CPT) were significantly correlated with the DAN/SN, but not with the DMN or FPN. Instead, the DMN was most strongly associated with stable response behavior combined with self-reported mind wandering, even though those measures themselves were negatively correlated. Contrary to expectations of DMN and FPN coactivation, their findings thus describe an opposite pattern of elevated DAN/SN activity during periods of variable response behavior that are strongly linked to mind wandering. As neither response variability nor mind wandering reports predicted
DMN activity on their own as well as they did jointly, the authors argued that recruitment of the DMN may reflect separate neural processes associated with fluctuations in attention.

Chiefly, these studies dispute the unequivocal role of the DMN in mind wandering and appeal to its potential function beyond internally driven cognition. Intriguingly, they may conform to a recently proposed model by Mittner et al. (2016), in which a tentative, subconscious ‘off-focus’ state is discerned from an ‘active mind wandering’ state, each characterized by distinct behavioral and neural signatures. Csifcsák & Mittner (2017) asserted that the overrepresentation of off-focus attention rather than mind wandering could reconcile the initial counterintuitive pattern of increased DMN activity without impaired behavioral performance, and also explain the absence of MTL recruitment that is thought to provide the necessary content for the active mind wandering state. Their model hence suggests that different components of the DMN may support different facets of mind wandering, and that distinct types of mind wandering may be more recurring in certain settings. However, given that self-reports are unlikely to capture completely unaware, off-focus episodes and that both self-reports and behavior independently predicted DMN recruitment, Kucyi et al. (2017b) argued that alternative explanations should be considered.

The notion that the DMN has functionally heterogeneous characteristics is corroborated by evidence that it can be partitioned into multiple, interacting subsystems that play distinct roles in spontaneous cognition. For example, Stawarczyk et al. (2011b) observed that midline DMN regions (i.e., mPFC and PCC) were involved in different kinds of thought unhelpful to task performance, such as task-related interference (e.g., performance appraisal), mind wandering, and external distractions, whereas the LTC was only associated with the two former (stimulus-independent) and the pIPL only with the two latter (task-unrelated) types. Among the different types of thought they measured in their study, mind wandering elicited the strongest neural activation, which was unique to the mPFC and PCC, indicating their particular involvement in self-referential thinking, while other parts of the DMN also supported unfocused monitoring of the external environment. Buckner et al. (2008) argued that regions situated in the MTL provide associative content from episodic memory, the dorsomedial PFC facilitates the formation of self-relevant material, and both systems are strongly connected to the ventromedial PFC (vmPFC), PCC and IPL, that together form a cohesive core. Christoff et al. (2016) further shaped this model by proposing that the MTL subsystem in particular is recruited under circumstances of weak deliberate constraints to enable memory-based simulations and promote variability and diversification of thought flow. While the FPN – predominantly the dlPFC – is a source of deliberate constraints, the DMN-core system together with the DAN and regions responsible for saliency detection exercise automatic constraints on MTL output, thereby facilitating more stability in salient thought patterns. Furthermore, the DMN-MTL subsystem, in particular the hippocampus (HPC), has been proposed to play a crucial role in generating mind wandering episodes by initiating a switch toward internally
focused attention whenever a memory reaches a given threshold of saliency (Buckner 2010; Smallwood 2013).

Finally, the DMN-core system has received considerable scientific attention, both in relation to mind wandering and regarding its role as a specialized convergence zone for ICNs involved in cognition and attention (e.g., Braga et al 2013; Mittner et al 2016). In particular, the PCC may possess ‘hub-like’ properties by integrating functional processes from the DMN and other distributed regions, making it a likely site to coordinate switches in attentional focus (Leech et al 2011; Leech et al 2012; Kucyi & Davis 2014). For example, Leech et al (2011) showed that at rest, the PCC is strongly interconnected with other DMN nodes, including the vmPFC and medial and lateral parietal cortex, as well as with frontoparietal regions involved in cognitive control. Although the entire PCC deactivated as difficulty on an n-back working memory task increased, a more posteroventral part became less connected to the rest of the DMN and more connected (less anticorrelated) to cognitive control regions, whereas a more anterodorsal part behaved in the opposite way. The ventral PCC’s cooperation with the DMN during low demand and the dorsal PCC’s cooperation with the FPN during high demand was thought to represent distinct roles in thought that is either directed internally or externally, respectively. Similarly, Leech et al (2012) reported a high degree of functional heterogeneity within the PCC. Using a data-driven ‘echo’ analysis, the authors found that multiple independent signals from separate – yet somewhat overlapping – spatial subregions correlated with the pattern of activity in different ICNs during rest and performance on a simple Choice Reaction Time (CRT) task. Interestingly, only the ventral PCC was connected to other DMN nodes and was unaffected by changes in external demands. Instead, dorsal subregions that correlated with left and right lateralized frontoparietal areas showed significant deactivation during the CRT compared to rest, suggesting that dorsal PCC-FPN functional connectivity reflects the monitoring of environmental changes and ceases when attentional focus is sustained on a specific task. Although the result of Leech et al (2012) do not substantiate the precise ventral-dorsal functional roles of the PCC as interpreted previously (Leech et al 2011), they support the finding that the PCC can adjust its connectivity profile depending on the demands from the outside world.

In summary, previous work has yielded inconsistent results regarding the pattern of activity and connectivity of ICNs, behavior, and mind wandering, likely highlighting the multifaceted nature of mind wandering as well as that of the DMN. Although originally regarded as the ‘task-negative’ network, the DMN has a heterogeneous functional architecture that may support highly integrated information processing and is involved in task-related cognitive functions (e.g., Crittenden et al 2015; Margulies et al 2016; Smith et al 2018; Sormaz et al 2018). Given the contemporary neural evidence, the precise role of the DMN in mind wandering therefore remains debatable. Moreover, there exists a large diversity across studies regarding the patterns of neural recruitment attributed to spontaneous forms of thought indicating that activity in neither the DMN nor FPN alone is sufficient to explain its neural basis (Fox et al 2015).
1.4 Neuromodulation of mind wandering

As becomes clear from the previous section, research into mind wandering has focused heavily on the activity and connectivity of regions confined to large-scale cortical networks. The dynamics of these networks, however, are influenced by neuromodulatory systems ascending from subcortical nuclei deep in the brain. In a separate line of research, it has been shown that neuromodulators such as norepinephrine (NE), dopamine, and acetylcholine govern brain states by altering the sensitivity, or gain, of receptive neuronal populations (e.g., Lee & Dan 2012; Ferguson & Cardin 2020). Concentrations of cortical, hippocampal, and cerebellar NE are almost exclusively supplied by the locus coeruleus (LC), a thin and elongated structure situated in the dorsal pons. The diffuse release of NE across the cortex is thought to adaptively regulate task (dis)engagement in terms of exploration-exploitation tradeoffs by modulating the gain of computational processes across the cortex (Aston-Jones et al 1999; Aston-Jones & Cohen 2005). In their adaptive gain theory (AGT), Aston-Jones & Cohen (2005) propose that NE modulates behavior through two distinct modes of neuronal firing in the LC: a phasic mode that facilitates exploitation by coupling strong, transient bursts of activity to relevant external events that selectively enhance task performance, and a tonic mode that facilitates exploration through general, uncoupled increases in firing rate that deprioritize task-relevant information and promote competing representations.

In line with the hypothesis that mind wandering transpires in a functional manner as a consequence of cognitive control processes (Shepard 2019), the AGT states that transitions between the LC/NE modes occur adaptively based on top-down evaluations of the goal utility – likely rendered by the ACC and orbitofrontal cortices (Aston-Jones & Cohen 2005). In other words, when pursuing a task is considered no longer sufficiently rewarding, reconfiguring the system toward a state of exploration allows a search for alternative and potentially more rewarding goals. Mittner et al (2016) hypothesized that exploration characterizes a high-gain, off-focus mode of mind wandering that intersects two more stable states with external and internal foci of attention, both of which instead rely on optimal tonic NE levels to sustain the ongoing conscious experience. Given evidence for increased clustering of established network connections during tonic NE modes (Eldar et al 2013) and a high degree of amalgamated network signals within the PCC and mPFC (Leech et al 2012; Braga et al 2013), it was proposed by Mittner et al (2016) that the off-focus state is neurally reflected in the converging network activity in the DMN-core hubs. In contrast, episodes of mind wandering are expected to recruit functionally specific networks, such as the DMN-MTL, whilst suppressing widely distributed connectivity, and hence should theoretically not be reflected in increased DMN-core activity (Figure 2).

Like other neuromodulators, LC/NE dynamics follow a Yerkes-Dodson curve, such that both low and high levels of tonic NE generate a suboptimal milieu for selective phasic responses, resulting in the demotion of task-related information processing and subsequently impaired behavioral performance.
Evidence indicates that changes in pupil size covary with LC firing patterns in non-human primates (Rajkowski et al. 1993; Joshi et al. 2016) and show the expected Yerkes-Dodson relationship with task performance in humans (e.g., Gilzenrat et al. 2010; Jepma & Nieuwenhuis 2011; Murphy et al. 2011; Van den Brink et al. 2016). Since the LC is challenging to visualize with standard fMRI methods due to its high neuromelanin content and location deep within the brain (Liu et al. 2017; Tona et al. 2017), researchers have accordingly utilized baseline and evoked changes in pupil diameter (PD) as a proxy for LC/NE-driven tonic and phasic states, respectively (Mathôt 2018). However, the neurobiological pathways underlying the relationship between LC firing rates and pupil size are unidentified, and there is substantial inconsistency in findings that link changes in PD to episodes of mind wandering (e.g., Smallwood et al. 2011; Smallwood et al. 2012b; Franklin et al. 2013b; Grandchamp et al. 2014; Mittner et al. 2014; Konishi et al. 2017; Pelagatti et al. 2018; Unsworth & Robison 2018; Robison & Unsworth 2019; Jubera-Garcia et al. 2019).

**Figure 2. Neural model of mind wandering.**

Mittner et al. (2016) proposed three distinct states through which an individual cycles during a cognitive task. The on-task state is featured by strong task-engagement, optimal performance, strong stimulus-locked bursts of NE, and recruitment of attention networks (blue). As the task progresses, an off-focus state emerges periodically that is characterized by stronger functional connectivity that converges on the DMN-core (red). When internal representations are prioritized over task-relevant information, the brain enters an active mind wandering state during which network configurations depend heavily on mental content (e.g., the DMN-MTL subsystem for autobiographical retrieval, green). Similar to the on-task state, tonic NE is at optimal levels to facilitate phasic responses that are linked to salient internal events but decoupled from task-relevant information, resulting in poor task performance. *(Copied from Mittner et al. 2016)*

Eldar et al. (2013) demonstrated with a simple but elegant neural simulation that *globally* elevated (tonic) gain resulted in more focused attention selection that enhanced task performance for stimuli with specific features to which the system was predisposed. Instead, low global gain weakened this bias by reinforcing broader information processing. While the former was associated with stronger clustered brain activity, the latter was represented in more distributed, equally competitive neural connections. These results contradict the AGT, which poses that *selective* increases in (phasic) gain through temporally coupled NE release enhance the system’s signal-to-noise ratio by driving neurons more...
toward binary function, whereas global, non-specific increases in NE amplify neuronal responsivity indiscriminantly, thereby making the system more sensitive to distracting events (Aston-Jones & Cohen 2005). Although the findings from Eldar et al (2013) could perhaps be interpreted as resulting from the selective, phasic influences on gain, the authors additionally reported smaller phasic pupil responses to task events for individuals whose task performance strongly matched their predisposition.

Whereas Eldar et al (2013) argue that increases in tonic gain support a narrow focus of attention, Mittner et al (2016) instead propose that high tonic gain and the associated increase in clustered brain activity represent an expansion of attentional focus during which different functional networks compete for dominance. Indeed, stronger within-network connectivity of the DMN and ACN as well as attenuated phasic pupil responses to task-events were associated with mind wandering but not task-focused attention (Mittner et al 2014). However, a conflicting observation of simultaneously reduced baseline PD instead suggests that task disengagement was associated with the lower end of the Yerkes-Dodson curve, theoretically indicating a hypoaroused state leading to inattentiveness or mind blanking (Murphy et al 2011; Unsworth & Robison 2016, 2018). Thus, although measures of PD provide opportunities to more objectively gauge internal and covert processes in humans, the previously observed discrepancies question the exact nature of the relationship between mind wandering and LC/NE-dependent neuromodulation of gain as derived from pupillometry, or at least emphasize a level of heterogeneity that complicates one-to-one mappings.
1.5 The role of the subcortex

Besides deep neuromodulatory nuclei, there is an abundance of subcortical structures situated in the fore- and midbrain that are anatomically and functionally embedded in extensive cortico-subcortical circuitry (e.g., Forstmann et al 2017; Ji et al 2019). Although subcortical structures have been relatively neglected in human fMRI studies compared to the cortex, they are asserted to play numerous and diverse roles in cognition (Keuken et al 2018a; Janacsek et al 2022). Furthermore, subcortical dysfunction is implicated in a range of neuropsychiatric disorders – e.g., attention-deficit/hyperactivity disorder (ADHD), obsessive-compulsive disorder (OCD), major depressive disorder (MDD), and Alzheimer’s disease (AD) – that are also associated with deviations in mind wandering (Bonelli & Cummings 2007; Seli et al 2015; Marchetti et al 2016; Seli et al 2017; Bozhilova et al 2018; El Haj et al 2019). Recent findings have revealed widespread functional connectivity between subcortical areas on the one hand, including the basal ganglia, thalamus, and midbrain, and cortical networks including the DMN on the other (Bär et al 2016; Zhang et al 2016; Alves et al 2019; Li et al 2021), and some studies even reported specialized subcortical integration zones that facilitate the dynamic communication between distributed regions to support higher-level cognition (Jarbo & Verstynen 2015; Bell and Shine 2016; Greene et al 2020; Marek et al 2021). Recent studies show that basal forebrain and thalamic nuclei are especially integrated with DMN functioning (Alves et al 2019; Harrison et al 2022) and may be prominent subcortical drivers of the dynamic organization of complex and self-guided mental representations during internally focused states.

Few studies have reported recruitment of subcortical structures during periods associated with self-generated mental experience. Particularly the striatum (i.e., caudate nucleus and putamen dorsally and nucleus accumbens ventrally), together with the ACC, has been argued to support the maintenance of the ongoing brain state and hence sustain episodes of mind wandering (Tang et al 2012). Indeed, during performance of the SART, significant activation of the caudate nucleus and thalamus was found, among other regions, in relation to self-reports of mind wandering and unawareness of mind wandering, respectively (Christoff et al 2009). Furthermore, Chou et al (2017) observed that functional decoupling of the caudate nuclei from the left insula was related to the continuity of mind wandering, possibly indicating a reward-related inhibitory connection that suppresses switches in attentional focus governed by the insular cortex (Tang et al 2012). In a study using resting-state connectivity clustering, it was demonstrated that increased variability in network participation of the caudate nucleus was correlated with retrospective reports of more intrusive, past-oriented mind wandering (Schaefer et al 2014). Speculatively, the recruitment of the caudate nucleus as part of cortico-striatal-thalamic circuitry could reflect the regulation of bottom-up (“automatic”) constraints on the train of thought that, when too strong, results in repetitious, inflexible patterns (Christoff et al 2016). Contrarily, Hasenkamp et al (2012) reported recruitment of the caudate body, thalamus, and frontoparietal cortex (dLPFC and IPL) directly after practiced meditators became consciously aware of their mind wandering during focused breathing,
indicating a goal-directed shift in attention back to the task, whereas the period directly prior to self-caught mind wandering sollicited the anterior insula together with the dACC, midbrain regions, and motor cortex. Instead, in another study, predisposed (i.e., trait-level) mindfulness – a construct described as attentiveness to experiencing the present moment and arguably opposite of mind wandering – was correlated with weaker functional coupling between the thalamus and PCC (Wang et al 2014). Although the precise functional roles of striatal and thalamic activity and connectivity are unidentified, these findings together provide preliminary evidence for their involvement in mind wandering. Since prior efforts have mostly focused on these larger structures, the potential contributions of the majority of subcortical nuclei remain, however, largely obscured.
1.6 Aims of the thesis

The wide range of identified neural and behavioral correlates of self-generated, ‘off-task’ types of thought have provided important clues into how the brain orchestrates episodes of mind wandering. More or less independent lines of research have implicated the DMN, attention and executive control networks, and neuromodulatory systems as established partakers, but empirical evidence for their interactions and relative importance in giving rise to mind wandering is at present incomplete. The divergent findings on the role of functional networks are especially emblematic for the, at best, modest understanding of the complex neural dynamics that underlie changes in attentional focus. Importantly, the contemporary literature reveals a poverty of approaches that combine fMRI with other neurophysiological methods such as EEG and pupillometry, subcortical imaging, and the application of more temporally refined and cognitively demanding behavioral paradigms. Although descriptive accounts have been proposed, these shortcomings likely underlie the absence of contemporary explanatory accounts of mind wandering.

To uncover new mechanistic insights into the neural underpinnings of mind wandering, a triangulation strategy was employed by integrating behavioral and neurophysiological evidence obtained during external tasks as well as wakeful rest. Through this multidisciplinary approach, this thesis aimed to disentangle the complex interplay between the various implicated neural systems and more closely delineate the multifaceted architecture of the wandering mind and its impact on behavior. Firstly, Paper I (‘Probing the neural signature of mind wandering with simultaneous fMRI-EEG and pupillometry’) focused on assessment of the spatiotemporal signature of mind wandering during a sustained attention task by identifying informative features from simultaneously acquired multimodal data using supervised classification learning. In Paper II (‘Catching wandering minds with tapping fingers: Neural and behavioral insights into task-unrelated cognition’), the neural substrates of direct and indirect markers of mind wandering were investigated with a finger-tapping paradigm that requires highly controlled executive functions for generating random response sequences. Lastly, we aimed to chart the presence of amalgamated signals from diverse functional networks associated with spontaneous cognition within a varied set of subcortical nuclei in Paper III (‘Echoes from intrinsic connectivity networks in the subcortex’). In the final chapter, the findings from these three independent studies are integrated with the aim to foster new mechanistic knowledge on how large-scale network dynamics, subcortical contributions to the whole-brain functional landscape, and neuromodulatory influences together shape the human wandering mind.
To advance our knowledge of the neurobiological basis of mind wandering, a multidisciplinary strategy was adopted involving a wide range of techniques. Three independent research works utilized both established and innovative methodologies, among which experience sampling, functional neuroimaging, pupillometric modeling, and supervised machine learning. In the following sections, I will describe these aspects in detail.
2.1 Participants and ethics

An overview of the three separately conducted experiments is presented in Table 1. The studies were approved by the local Ethics Review Board of the Faculty of Social and Behavioral Sciences at the University of Amsterdam (Paper I, II, III) and the Regional Committees for Medical and Health Research Ethics in Norway (Paper III). Data were collected from healthy volunteers between the ages of 19 and 45 years recruited from the general population in The Netherlands and Norway for Paper I and III, respectively, and from the Amsterdam ultra-high field adult lifespan database (AHEAD; Alkemade et al 2020) for Paper II. All participants met the following general inclusion criteria by self-report: normal or corrected-to-normal vision and no (history of) psychiatric or neurological illness. Due to the rhythmic finger-tapping task employed in Paper II, experienced or professional musicians were excluded to avoid individual biases in tapping performance. It should be noted that the participants in all three studies were predominantly Caucasian, thereby underrepresenting other ethnic groups. To ensure the safety of participants, careful screening for MRI-related contraindications took place prior to any experimental procedure. All participants signed written informed consent forms and were compensated for their time with a monetary reward (Paper I, II) or gift card (Paper III). The collected data for this thesis are stored on secure university-based servers and shared with other researchers through open access platforms following thorough anonymization procedures to guarantee the privacy of all those who participated.

<table>
<thead>
<tr>
<th></th>
<th>Paper I</th>
<th>Paper II</th>
<th>Paper III</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample</strong></td>
<td>(N=30) (25 female)</td>
<td>(N=27) (12 female)</td>
<td>(N=40) (21 female)</td>
</tr>
<tr>
<td></td>
<td>age: (M=21, SD=2.51)</td>
<td>age: (M=27.5, SD=7.20)</td>
<td>age: (M=26.5, SD=5.50)</td>
</tr>
<tr>
<td><strong>Data acquisition</strong></td>
<td>3T fMRI, EEG, pupillometry</td>
<td>3T fMRI, pupillometry</td>
<td>7T fMRI</td>
</tr>
<tr>
<td><strong>Paradigm</strong></td>
<td>Sustained Attention to Response Task (SART)</td>
<td>Finger-Tapping Random Sequence Generation Task (FT-RSGT)</td>
<td>Resting-state (eyes open, fixation cross)</td>
</tr>
<tr>
<td><strong>Mind wandering</strong></td>
<td>Probe-caught</td>
<td>Probe-caught</td>
<td>No explicit measure</td>
</tr>
<tr>
<td><strong>Main analysis</strong>*</td>
<td>SVM-RBF</td>
<td>Whole-brain GLM</td>
<td>ICA-DR</td>
</tr>
</tbody>
</table>

*Support vector machine with radial basis functions (SVM-RBF), general linear models (GLM), independent component analysis - dual regression (ICA-DR).
2.2 Measuring mind wandering and behavior

2.2.1 Experience sampling

In Paper I and II, mind wandering was periodically sampled by interrupting the experimental task with a thought probe that prompted participants to report their current focus of attention (Figure 3a). This experience sampling technique is to date considered the most direct way to measure periods of task disengagement and is ubiquitously used in mind wandering research (e.g., Klinger & Cox 1987; Kane et al 2007; Killingsworth & Gilbert 2010; Seli et al 2018b). In contrast to the ‘self-caught’ method, which depends on individuals’ ability to consciously report episodes of mind wandering as they arise, the probe-caught method allowed us to capture ongoing mind wandering that transpired either with or without awareness, which has been argued to provide more reliable estimates of the amount of mind wandering throughout a task (Smallwood & Schooler 2006). Participants were given instructions to report ‘off-task’ thoughts when they introspected content that was not related to the primary task, performance appraisals, or external distractions. Consequently, we assume that at least the majority of self-reports classified as mind wandering in this thesis consisted of both self-generated and task-unrelated mental processes, such as self-referential, episodic, and prospective thoughts (Smallwood & Schooler 2015).

In Paper I, thought probes were formulated as the following question: ‘Where was your attention during the previous trials?’, to which participants answered using a four-point Likert scale ranging from ‘off-task’ to ‘on-task’. To maximize the probability of capturing ongoing episodes of mind wandering, probe onsets were manipulated by an online algorithm that continuously monitored changes in behavioral performance. That is, when trial-by-trial RT variability dropped below or exceeded a certain threshold, the algorithm initiated the onset of a thought probe. A similar, previous approach demonstrated that thought probes whose onsets were controlled by task performance were more successful in catching mind wandering than did randomly occurring thought probes (Franklin et al 2011). However, to achieve a sampling frequency comparable to other studies, the online algorithm was constrained to produce a thought probe at most every 21s and at least every 63s, resulting in an average of 44 probes presented to each participant. In Paper II, we reproduced the method from Boayue et al (2020a) by probing for mind wandering with the question: ‘Where was your attention (i.e. your thoughts) focused just before this question?’, accompanied by a six-point Likert scale annotated with: ‘clearly on-task’, ‘partly on-task’, ‘slightly on-task’, ‘slightly off-task’, ‘partly off-task’, ‘clearly off-task’. Thought probes appeared once every 55-65s, independently of task performance, with a fixed number of 27 probes per participant.

Although there are numerous ways of thought probing, the common use of Likert scales offers several methodological advantages. For example, dichotomization of probe responses into separate categories for contrast analyses (e.g., Christoff et al 2009) is less complicated compared to continuous
response scales. Additionally, a wide range of response options may make it more difficult for individuals to select the appropriate choice and may be more sensitive to biases such as primacy effects and satisficing (Weinstein 2018). Following previous studies, we used a simple split-the-middle approach to separate the four options in Paper I into off-task and on-task categories, which were subsequently used as labels to train a supervised classification algorithm. To account for possible biases arising from individual variation in introspective judgments and response tendencies, some studies employed modifications to this dichotomization. For example, Mittner et al (2014) incorporated subject-specific minimum and maximum responses only, resulting in exclusion of almost half the thought probes on average. In Paper II, we implemented a similar approach while avoiding such loss of data by determining subject-specific split-points that resulted in approximately equal proportions of off-task and on-task responses for each subject. Both traditional and custom dichotomies were subsequently contrasted in a whole-brain fMRI analysis to investigate the difference in neural activity prior to self-reported attentional states.

### 2.2.2 Experimental paradigms

A fast-paced version of the SART with thought probes was employed in Paper I. Stimuli were presented as digits (1 to 9) that briefly replaced a centered fixation cross at the start of each trial (Figure 3b). Participants were instructed to respond to every digit as fast and accurate as possible by pressing a button with their right index finger, except when that digit was the target ‘3’. Digits were presented every 1400 ms with an average 9:1 ratio of non-targets to targets, inducing a monotonous yet attention-demanding environment suitable for eliciting mind wandering (Smallwood & Andrews-Hanna 2013). Although the utility of the SART in mind wandering research is undisputable, it has several drawbacks. First, the majority of the task can be performed without recruiting executive functions, and the temporal resolution at which decrements in executive control can be measured is limited to incidental target trials. Second, performance on target trials is quantified into a dichotomous decision (error versus correct), preventing a gradual expression of the underlying attentional state. Hence, it has been argued that more complex paradigms are necessary to investigate the interaction between mind wandering, other cognitive functions, and behavior (e.g., Mittner et al 2014; Boayue et al 2020a). Driven by this need, Boayue et al (2020a) developed the Finger-Tapping Random Sequence Generation Task (FT-RSGT) by combining simple, metronome-cued finger tapping (Seli et al 2013; Kucyi et al 2017a) with random number generation (Teasdale et al 1995; Baddeley et al 1998) and probe-caught experience sampling. Participants are tasked with using left and right index fingers to tap in a rhythm that is synchronized with an auditory cue (metronome paced at 750 ms) whilst generating a sequence of left and right taps that is as random, or unpredictable, as possible (Figure 3c). Whereas the degree of response variability is regarded a particularly sensitive marker for mind wandering (e.g., Seli et al 2013; Bastian & Sackur
the aspect of response randomization is known to reflect strategic and goal-directed behavior that requires self-monitoring, planning, and suppression of habitual responses (e.g., Teasdale et al 1995; Miyake et al 2000; Jahanshahi et al 2000; Peters et al 2007). Crucially, changes in both indices can be continuously monitored throughout the course of the experiment at subsecond temporal resolution and related to self-reported attentional state. The repetitive character of the FT-RSGT was shown to elicit comparable levels of task-unrelated thought as the SART (Boayue et al 2020a), making it a suitable new paradigm to study the interplay between mind wandering and executive control. In Paper II, the FT-RSGT was supplemented with pseudo-random interspersed blocks of alternating finger-tapping to provide a control condition identical in terms of stimulus pacing, motor responses, and probe frequency but without the randomization criterion and hence demand on executive functioning.

Figure 3. Methods for measuring mind wandering and behavior during cognitive task performance. 

a) Experience sampling probes were interspersed throughout the cognitive task, asking participants to self-report their current focus of attention by moving an arrow above a slidebar ranging from ‘off-task’ to ‘on-task’. The question and response scales were slightly different for Paper I and II. 

b) Flowchart of the Sustained Attention to Response Task (SART), showing the presentation of target (digit 3) and non-target (digits 1-9 except 3) stimuli that was occasionally interrupted by a thought probe. 

c) Overview of the Finger-Tapping Random Sequence Generation Task (FT-RSGT) and Alternating finger-tapping task. Participants were instructed at the start of each one-minute block whether they should tap their left and right index fingers in synchrony with the metronome in an alternating order (ALTERNATE) or in a random order (RANDOM), followed by a thought probe.
No cognitive task was administrated in Paper III. Instead, participants were instructed to stay awake and keep their eyes fixated on a crosshair presented centrally on the screen for two resting-state sessions of 15 minutes each. Resting-state fMRI is a widely used technique to map the intrinsic activity of the human brain that is undetermined by changes in the environment (e.g., Smitha et al 2017). Intriguingly, descriptions of ICNs – i.e., endogeneous patterns of staticalily correlated voxel timeseries – show a strong spatial similarity to networks that are activated in a task-dependent manner, suggesting that during rest, the brain cycles through states that relate to cognitive and perceptual processes recruited during external demands (Ingvar 1979; Smith et al 2009; Spreng et al 2010; Kristo et al 2014). More directly, a growing body of work demonstrates that the brain dynamics during wakeful rest can be translated to – both retrospective and online – measures of mind wandering (Schaefer et al 2014; Van Calster et al 2017; Chou et al 2017; Karapanagiotidis et al 2020). Together, these findings strongly indicate that unfolding self-generated experiences explain a large portion of the variability in the spontaneous brain signal observed during resting-state fMRI. Consequently, the task-free paradigm in Paper III permitted the investigation of how stable patterns of intrinsic functional connectivity are represented, or echoed, in a varied set of subcortical regions, thereby generating data on the synergy between cortical networks and the subcortex during periods that are dominated by mind wandering.

2.2.3 Behavioral analysis

For the SART, four aspects of behavioral performance were assessed based on the trials preceding thought probes, including mean RT, RT variability, proportion of errors of omission (not responding to a non-target), and commission (responding to a target). For each of these indices, the difference in behavior leading up to on-task versus off-task self-reports was statistically tested by means of paired T-tests to investigate the impact of mind wandering on task performance. For the FT-RSGT, two features of task performance features were extracted: behavioral variability (BV) was calculated as the standard deviation of inter-tap intervals and (ii) approximate entropy (AE) was based on the formula developed by Pincus and Kalman (1997). While descriptive or rank order statistics do not discriminate between a binary sequence whose pattern is predictable (e.g., 0-1-0-1-0-1-0) and one whose pattern is more random (e.g., 0-1-1-0-1), AE instead quantifies the degree of irregularity in the tapping series by calculating the average of the logarithms of the frequency with which subsequences remain identical when moved up by one position in the sequence. Higher values of AE indicate a higher degree of randomness and imply greater executive control over the self-determination of complex response sequences. Similar to Paper I, the relationships between task performance and self-reports of mind wandering were assessed by statistically testing the difference in BV and AE values based on the trials prior to the thought probes for the different probe responses. Rather than imposing a dichotomy on the six-point Likert scale, we followed a previous approach by using the ordinal scale as dependent variable in a more statistically
appropriate Bayesian hierarchical ordered probit regression model (Boayue et al 2020a, 2020b). This modal is particularly useful for experience sampling data as the hierarchical implementation (i.e., random intercepts at subject level) accounts for interindividual variation in mind wandering propensity and self-report tendencies. The resulting Bayesian model coefficients are expressed as posterior means ($b$) with corresponding 95% highest-density intervals (HDI) and evidence ratios favoring a positive (ER+) or negative (ER-) relationship with the outcome variable.
2.3 Functional neuroimaging

There are numerous contemporary functional neuroimaging techniques that provide exciting ways to study the human central nervous system non-invasively, of which EEG and fMRI are the most widely used. Particularly fMRI has proven an extremely useful tool in the cognitive neurosciences with an overwhelming amount of studies capitalizing on the finding that changes in neuronal firing relate to regional changes in blood supply (Logothetis 2008). While EEG directly records the summed electrical activity of postsynaptic potentials from neuronal populations in the cortex, fMRI generates images based on the difference in magnetic properties between oxygenated and deoxygenated hemoglobin in the blood, called the blood oxygen level-dependent (BOLD) contrast. Both methods have advantages and limitations, but their relative strengths are mostly expressed in terms of spatiotemporal detail. Given that EEG samples real-time yet averaged neuronal activity through electrodes attached to the scalp and fMRI measures a delayed but local increase in oxygenated blood, the former provides a superior temporal resolution (i.e., order of milliseconds) whereas the latter has a higher spatial resolution (i.e., up to submillimeter depending on field strength and pulse sequence). Two fMRI techniques were utilized in this thesis: task-based (Paper I, II) and resting-state (Paper III). Whereas task-based fMRI allows investigation of activity patterns during specific experimental conditions, resting-state fMRI contributes to a better understanding of the endogenous neural rhythms that underlie intrinsic brain organization. Interestingly, task-induced changes in brain activity reflect only a fraction of the metabolic energy that is consumed during quiescent, task-free states, emphasizing the behavioral relevance of studying neural dynamics with resting-state fMRI (Raichle 2010).

2.3.1 Defining intrinsic connectivity networks

The identification of synchronized patterns of neural activity from the fMRI voxel timeseries across the brain can be statistically achieved with functional connectivity (FC) analysis. Two commonly used static FC methods, seed-based correlation and independent component analysis (ICA), were employed in Paper I and III, respectively. Data in Paper I were first subjected to a preprocessing step to regress out all systematic, task-evoked BOLD signal (e.g., motor responses, visual stimuli) and obtain the residual signal presumed to capture underlying, spontaneous fluctuations in brain activity. Subsequently, voxel-wise seed-based correlation analysis was used to define the spatial boundaries of the DMN (5% most positive correlations) and its ACN (5% most negative correlations) based on the temporal pattern of the averaged signal in the PCC as a predefined seed-region. Whole-brain spatial maps of the DMN and ACN were then automatically parcellated into seven and six regions of interest (ROIs), respectively, to investigate their relationship with self-reported mind wandering during the SART. The ROIs were labeled manually as PCC/PCUN, mPFC, bilateral pIPL (angular gyri), bilateral SFG, and left MTG for the DMN, and SMA, bilateral insula, bilateral dIPFC, and right pIPL (supramarginal gyrus) for the ACN.
Although seed-based correlation analysis is widely used and easy to implement, it has several limitations, among which the requirement of an *a priori* seed region and the relatively large impact of exact seed location on the resulting spatial map (Cole et al 2010). Following ROI definition, single-trial activity as well as dynamic FC based on sliding window correlations were extracted for every node and node pair, respectively.

In Paper III, we utilized a fully data-driven approach by determining ICNs at group level using ICA, which is a multivariate, exploratory technique that decomposes the fMRI timeseries by finding maximum independence in its constituent components. It does so by assuming that the data represents a Gaussian mixture of separate ‘hidden’ signals that are themselves non-Gaussian. Although the purpose of ICA is conceptually similar to, for example, principal component analysis (PCA) and factor analysis (FA), it uses higher-order statistics to reveal independence instead of variance and does not enforce orthogonality of components. Consequently, ICA tends to produce more reliable results for datasets with multiple and correlated sources of variability (Cole et al 2010). To find group-level independent components, individual datasets are often concatenated along the time dimension and treated as a single, extended dataset. However, it has been argued that temporal concatenation, especially for data with a high degree of interindividual variability and when using higher model order, can lead to artifacts such as spatial fragmentation of the DMN (Hu & Yang 2021). Given this potential drawback, we chose to implement a hierarchical approach, in which individual datasets were decomposed prior to a canonical correlation analysis that identified commonalities at group level (Varoquaux et al 2010). The resulting network components demonstrated satisfactory spatial overlap with an established cortical network parcellation (Yeo et al 2011) and generally greater correlations with subcortical connectivity profiles, further validating our approach.

### 2.3.2 Exploring network echoes in the subcortex

Compared to the cortex, the subcortex has been relatively neglected in human connectome mapping and atlasing efforts (Johansen-Berg 2013; Alkemade et al 2013; Forstmann et al 2017) and only a small proportion of subcortical structures are systematically investigated in relation to cognitive functions (Keuken et al 2018a). Likely, this gap is due to the challenges associated with subcortical imaging. The subcortex consists of hundreds of individual structures with highly variable magnetic susceptibilities (i.e., differences in iron, myelin, and neuromelanin content) and has a larger distance from the radiofrequency coil that results in generally lower signal-to-noise ratio (SNR) compared to the cortex (De Hollander et al 2017; Keuken et al 2018b; Miletić et al 2020; Miletić et al 2022). Consequently, MR protocols that optimize BOLD sensitivity in the cortex do not necessarily generalize to the subcortex. Given that increases in magnetic field strength produce gains in SNR without considerably increasing acquisition time, the use of ultra-high field MRI (i.e., 7 Tesla) poses strong benefits for
achieving the fine-grained spatial resolution needed to resolve small structures deep in the brain and elucidate subcortical structure-function relationships (e.g., Forstmann et al 2017; Keuken et al 2018b; Tian et al 2020).

In Paper III, we exploited a subcortical-tailored functional imaging protocol at 7 Tesla to optimize the BOLD signal in a varied set of 14 subcortical ROIs generated by the Multi-contrast Anatomical Subcortical Structures Parcellation algorithm (MASSP; Bazin et al 2020), among which basal ganglia, midbrain, and brainstem nuclei – including those rarely considered in human fMRI research (Keuken et al 2018a). MASSP takes advantage of quantitative MRI to determine priors for subcortical delineation, providing a strategy that could ultimately abolish the need for time-consuming and laborious manual work (Bazin et al 2020). We simultaneously studied the intrinsic functional architecture of 12 MASSP-derived ROIs in addition to parcellations of the hippocampus (Yeo et al 2011) and locus coeruleus (Ye et al 2021). To further boost the subcortical signal, we implemented retrospective image-based correction for removing the prominent effects of physiological noise (Glover et al 2000) as well as minimal spatial smoothing for reducing the risk of signal blurring among adjacent structures (De Hollander et al 2015).

Following preprocessing, canonical ICAs were performed on the whole-brain timeseries to extract a set of data-driven networks as well as within each subcortical ROI to identify spatiotemporal independent subregions, followed by a dual regression (DR) analysis to assess the spatial overlap between the whole-brain FC pattern of each subregion and every network component. Critically, ICA-DR is a multivariate technique that allows estimation of the subject-specific subregional timecourses and corresponding voxel-wise FC patterns while accounting for the variance in the remaining timecourses within each ROI, thereby revealing a connectivity profile that is more unique to that subregion. This approach was previously successful in identifying heterogeneous patterns of network signal repetitions within transmodal cortical regions, which has been argued to reflect evidence for multi-network information integration (Leech et al 2012; Braga et al 2013). The objective of Paper III was to establish the presence of such ‘echoes’ – i.e., a mixture of dissociable signals from multiple intrinsic networks – within often understudied subcortical regions, which could provide a compelling future approach for charting the functional significance of network topology and its convergence in the subcortex for orchestrating spontaneous cognitive processes such as mind wandering. Echoes of ICNs were quantified by calculating the spatial correlations between subregional FC maps and data-driven reference networks derived from a whole-brain canonical ICA. The number of above-threshold spatial correlations in each ROI was counted to provide a comparative summary measure, taking the 97th percentile of all spatial correlations as arbitrary threshold.
2.3.3 Modeling the neural correlates of mind wandering

General linear models (GLMs) are commonly used for the preprocessing and statistical analysis of fMRI data and were implemented in Papers I, II, and III for various purposes. Denoising of fMRI data is a necessary step to remove the influence of numerous sources of nuisance, including artifacts due to head motion, tissue movement related to physiological dynamics, and low-frequency signal drifts caused by the scanner hardware. In voxel-wise, whole-brain GLMs, a design matrix is fitted to the measured BOLD signal in every voxel, consisting of the weighted sum of a set of explanatory variables that represent nuisance or that model the expected timeseries under a certain experimental condition. Consequently, voxels whose measured timeseries correlates with a given explanatory event produce large regression coefficients that can be statistically tested in a second-level analysis.

In Paper I and III, GLMs were implemented for denoising purposes and included nuisance parameters (e.g., average signal from white matter, head rotation and translation) so that the residual, unexplained variance would reflect fluctuations in neural activity rather than noise. In Paper II, GLMs were used in the primary analysis to model the neural correlates of task performance, pupillary dynamics, and periods of probe-caught mind wandering. Specifically, statistical contrast images were generated to assess: (i) the difference in neural activity between random and alternating finger-tapping tasks and between self-reported mind wandering and task-focused attention, and (ii) the voxel-wise correlations with ongoing task performance and pupillary dynamics. To create regressor functions for behavior, BV and AE were calculated with sliding windows, such that each individual trial was assigned a value for BV and AE based on the preceding 25 tapping responses (approximately 18-19s). This procedure led to smoothed and time-lagged regressor functions that, after resampling to the resolution of the fMRI timeseries, mimicked the distribution of a hemodynamic response function (HRF)-convolved event.

2.3.4 Simultaneous fMRI-EEG

One of the research questions in Paper I concerned the influence of combining sources of data rich in spatial (i.e., fMRI) or temporal (i.e., EEG) information on classification of mind wandering episodes with supervised machine learning. Given that periods of task-disengagement are thought to occur transiently and frequently throughout a task, temporally resolved methods such as EEG and pupillometry are theoretically well-suited to complement fMRI in tracking ongoing changes in attention. Fast recurrent oscillatory dynamics in the EEG signal have been shown to underlie the slower fluctuating activity that gives rise to brain networks observed with resting-state fMRI (Britz et al 2010; Hunyadi et al 2019) and specific EEG signatures are consistently associated with mind wandering, such as increases in alpha band frequency power and reductions in ERP magnitude (Compton et al 2019; Jin et al 2019; Kam et al 2022). In accordance with these findings, we supplemented the SVM in Paper I with single-
trial features for prestimulus oscillatory power in delta, theta, alpha, and beta frequency bands across electrodes positioned over frontal, bilateral parietal, and occipital cortices, as well as event-related amplitudes at midline occipital (relating to P1 topography), occipitotemporal (N1), midline parietal (P300), and midline frontal electrodes.

Concurrent imaging techniques are vitally important for facilitating investigations in the interactions between modalities that are temporally refined and precisely localized (e.g., Scheeringa et al 2008; Neuner et al 2014; Marino et al 2019) as well as their relative potency for detecting non-stationary internal states. However, fMRI components introduce strong artifacts that obscure the EEG signal and in turn, electromagnetic inference from EEG can lead to image distortions (Krakow et al 2000; Bullock et al 2021), emphasizing pronounced disadvantages of simultaneous fMRI-EEG acquisition. Particularly, cardioballistic artifacts arising from subtle movements within the magnetic field (i.e., blood pulsation and heartbeat-related whole-body motion) are prominently present in EEG. To negate some of these effects and achieve data quality comparable to that outside of the fMRI environment, we utilized carbon-wire loops (CWL) integrated within the EEG equipment for providing a motion reference signal that can be used for efficient, offline regression-based correction (Van der Meer et al 2016).
2.4 Estimating neuromodulation with pupillometry

Investigating pupillary dynamics in relation to mind wandering is theoretically attractive because (i) patterns of pupil dilation are a presumed correlate of LC/NE-modulated exploration-exploitation tradeoffs (e.g., Gilzenrat et al 2010) and (ii) reduced pupil responses to external stimuli are thought to reflect a perceptual decoupling mechanism during mind wandering (e.g., Smallwood et al 2011). In addition, pupillometry has several appealing methodological aspects. For example, eye-tracking can be performed at both high spatial and temporal resolution (~0.25-0.50 degrees of visual angle, submillimeter pixel resolution, 2000 Hz sampling rate) and the hardware set-up allows easy combination with other techniques, including fMRI and EEG. Importantly, previous studies reported evidence that variations in pupil diameter (PD) relate to changes in the underlying attentional state (e.g., Mittner et al 2014; Grandchamp et al 2014; Unsworth & Robison 2016), indicating that pupillometry can provide a useful tool to objectively gauge processes that have little behavioral manifestations or are difficult to self-report.

Standard approaches for PD analysis often consist of signal averaging in fixed prestimulus (baseline) and poststimulus (evoked) intervals. However, it has been argued that the buildup of stimulus-evoked increases in PD can resemble slower baseline fluctuations, especially in fast-paced paradigms where visual or auditory stimuli are presented in quick succession (Mittner 2020). Consequently, spillover of evoked pupil responses can contaminate subsequent trials’ baseline measures, hampering estimations of the underlying tonic state. To circumvent this issue, a novel modeling method was developed to separate tonic and phasic components (Mittner 2020). With this technique, high-prominent negative peaks in the ongoing pupil signal were identified and enveloped by means of cubic spline interpolation (Paper I) or two iterations of B-spline basis functions (Paper II). This resulted in a smooth delineation consistently positioned underneath the raw pupil signal, thereby providing an estimate of tonic fluctuations that is relatively unaffected by the accumulation of phasic responses. To measure the magnitude of task-evoked pupillary dilations, single-trial GLMs with regressors for both stimuli and response onsets convolved with a canonical pupil response function (Hoeks & Levelt 1993) were fitted after subtraction of the modeled tonic signal. This approach allowed us to more reliably index the different behavioral states associated with LC firing rates: the phasic mode that prioritizes task-relevant information and supports optimal performance, and the tonic mode that facilitates task-disengagement and exploration of alternative behavioral goals (Aston-Jones & Cohen 2005).
Machine learning of multimodal data

Machine learning-based identification of patterns in neural and behavioral data is frequently leveraged to better understand the mechanisms of latent cognitive processes such as mind wandering (e.g., Bastian & Sackur 2013; Dhindsa et al 2019; Jin et al 2020; Zanesco et al 2020b). Rather than being restricted to data that are temporally linked to a self-reported state (i.e., the trials directly preceding a thought probe), a supervised learning algorithm trained on probe responses can generalize to periods uninterrupted by experience sampling and therefore provides a powerful instrument to analyze the full extent of a dataset. Researchers have implemented non-linear support vector machines (SVM) for this purpose, demonstrating successful detection of mind wandering episodes based on self-report in various task settings (Grandchamp et al 2014; Mittner et al 2014; Faber et al 2018; Jin et al 2019). Essentially, SVMs create a hyperplane to separate two classes by maximizing the distance between observations from the opposite class, called support vectors. To model non-linear relationships, SVMs are augmented with a kernel trick that transforms the data into a higher-dimensional space. Without altering the algorithm, a linear hyperplane can be fitted through the kernelized landscape, generating a non-linear decision boundary when the data are projected back to original space. Gaussian radial basis functions (RBF) are commonly used and parameterized by kernel parameter gamma, which determines kernel shape and hence influences model fit: a too small gamma can cause underfitting because kernels with a large variance might not match the complexity of the data, and a too large gamma can result in overfitting because kernels with a small variance may only capture the support vectors and thus poorly generalize to out-of-sample data.

In Paper I, we trained an SVM-RBF on a large set of neurophysiological features obtained from simultaneous fMRI-EEG and pupillometry, using the dichotomized thought probe responses as training labels. Parameters were optimized by means of grid search and leave-one-out (LOO) cross-validation (CV), during which the SVM-RBF was trained on all datasets but one and tested on the one left out. This was repeated for all possible permutations (i.e., every individual dataset was left out once), generating a mean CV accuracy at every step of the search to identify the parameters that yielded the best classification performance. Subsequently, recursive feature elimination (RFE) was performed to eliminate redundant features, thereby reducing data dimensionality and risk of overfitting. At every iteration of the RFE, mean CV accuracy was determined for every combination of sets leaving one feature out, such that the highest performing set could continue to the next round and one feature was permanently dropped. In a second RFE procedure, different combinations of feature sets depending on modality (e.g., dynamic FC, pupil diameter, oscillatory power) were evaluated with separate SVM-RBFs to assess the performance of modalities collectively and individually, as well as in all possible pairs, triples, and quadruples. This procedure generated an ‘importance score’ for every feature depending on its pattern of elimination across the classifiers, providing an indication of the utility for differentiating between the two self-reported attentional states. Thus, this RFE procedure was instrumental in assessing
the relative importance of both domain-specific and feature-specific information for detecting mind wandering during the SART.

2.6 Open Science practices

Open Science refers to the practice of sharing materials, code, and data through channels that are freely available to other researchers, students, clinicians, and the general public with the purpose of making scientific progress more accessible and increase its use for society. To adhere to this principle, all three research works in this thesis were published as preprints and linked to an Open Science Framework (OSF) repository (Table 2). Besides facilitating transparency, collaboration, and replication, Open Science can provide researchers with access to costly neuroimaging data and state-of-the-art analytical tools. For example, the work in this thesis strongly took advantage of publicly available databases (AHEAD; Alkemade et al 2020), cortical and subcortical parcellations (e.g., Yeo et al 2011; Bazin et al 2020), and pupil modeling software (Mittner 2020).

<table>
<thead>
<tr>
<th>Paper</th>
<th>Data</th>
<th>Code</th>
<th>Materials</th>
<th>Preprint</th>
<th>Repository</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groot et al <em>preprint</em></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>osf.io/wt3uc</td>
</tr>
<tr>
<td>Groot et al 2022, <em>Cereb Cortex</em></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>osf.io/56fcx</td>
</tr>
</tbody>
</table>

Table 2. Overview of data sharing and repositories.
Chapter 3

Summary of Results

Three empirical studies were conducted with the objective to contribute new knowledge to the field by examining mind wandering signatures across a broad spectrum of neurophysiological features, its interaction with the organization of complex behavior, and how the intrinsic architecture of task-free states within functional networks is echoed throughout the subcortex. This chapter serves to provide a summary that focuses on the key findings and outcomes for each study.
3.1 Probing the neural signature of mind wandering with simultaneous fMRI-EEG and pupillometry

In this study, we sought to obtain a more comprehensive understanding of the spatiotemporal signature of mind wandering by identifying robust neurophysiological features from fMRI, EEG, and pupillometry. We expected that the different modalities provide complementary information for detecting changes in attentional focus by means of supervised machine learning. An SVM-RBF was trained on the probe responses using preceding single-trial data features that were grouped in five domains: activity in DMN and ACN nodes, dynamic FC of node pairs within and between networks, prestimulus oscillatory power, magnitude of event-related components, and tonic and phasic PD.

In accordance with the expected decrements in SART performance during mind wandering, we found significantly higher RT variability and error rates prior to off-task reports. The SVM-RBF achieved a mean CV accuracy of 65% with 74 surviving features representing all five domains, indicating above chance-level ability to detect episodes of mind wandering. As hypothesized, each modality contributed unique information that improved classification accuracy (Figure 4, left). Notably, all classifiers that excluded dynamic FC features performed worse on average, thereby demonstrating that time-varying connectivity within and between the DMN and ACN best captured transient changes in attentional focus.

The off-task classified trials were contrasted with on-task trials for every feature (i.e., the average difference in standardized single-trial feature activity) to summarize the spatiotemporal signature of probe-caught mind wandering during the SART across the various domains (Figure 4, right). Relative to sustained external attention, off-task probes were on average preceded by deactivation of DMN nodes, activation of ACN nodes, and stronger functional coupling between them. Since coherence within either network was also weaker, mind wandering was represented by widespread functional integration rather than clustering. Several nodes were eliminated, including the PCC, right SFG, and right dlPFC, indicating that their general activity was not perceived as helpful for tracking either attentional state over and above the other features. However, dynamic FC between nodes from both networks and the PCC was more often positively associated with mind wandering, suggesting that the PCC coupled with both the DMN and ACN to coordinates switches from external to internal attention. Except for the beta band, prestimulus oscillatory power was generally increased and was most pronounced for frequencies within the alpha range. While poststimulus amplitudes reflecting early perceptual processes (i.e., P1, N1) were relatively unaffected by mind wandering, midline frontal and parietal components at later latencies (>250 ms) were predominantly reduced, indicating a degree of decoupling from the task at deeper stages of information processing. Despite PD contributing least to classification performance, tonic dilatory patterns survived feature elimination and showed a relative increase preceding off-task reports, theoretically indicating elevated levels of tonic NE to facilitate task-disengagement.
Figure 4. Supervised classification learning of multimodal signatures of probe-caught mind wandering. **Left** Means and standard errors of SVM-RBF mean CV accuracy as a function of number of included modalities, plotted separately for network activity (blue), dynamic FC (red), oscillatory power (purple), event-related amplitudes (green), and pupil diameter (yellow) features as excluded modality. The black line represents the performance across the all-inclusive permutations, i.e., five singles, 10 doubles, 10 triples, five quadruples, one quintuple. **Right** Means and standard errors of the difference between off-task and on-task single-trial standardized feature activations, illustrating on average relatively stronger activation in off-task trials if above zero and relatively stronger activation in on-task trials if below zero.
3.2 Catching wandering minds with tapping fingers: Neural and behavioral insights into task-unrelated cognition

Previous experiments demonstrated suitability of the FT-RSGT for investigating the interplay between mind wandering, behavior, and executive functioning at high temporal resolution. Here, the FT-RSGT was combined with concurrent fMRI and pupillometry in order to identify the neural correlates of task performance and PD as indirect markers for mind wandering as well as their relationship with direct self-reports.

First, neural recruitment during the FT-RSGT was contrasted with an alternating finger-tapping task to confirm the hypothesis that random-sequence generation requires strategic, goal-directed cognitive processes that rely on frontoparietal brain regions associated with attention and executive control, among which the dIPFC, SPL, and IPS in the right hemisphere and bilateral anterior insula and SMA (Figure 5, top left). Although the marked increase in task difficulty resulted in a significant deterioration of rhythmic stability as indexed by BV, it did not amount to significant differences in the frequency of probe-caught mind wandering. Yet, a Bayesian probit model revealed consistent increases in BV and decreases in the degree of sequence randomness as indexed by AE as Likert scale ratings indicated stronger engagement in off-task thought, although the HDI of the AE effect did not exclude zero. While neither single-trial tonic nor phasic PD significantly related to off-task reports on their own in a second Bayesian probit regression, they showed an interaction that indicated that the expected relationship between mind wandering and reduced phasic responses was dependent on relatively larger tonic PD.

As expected, the neural regions that covaried with increases in AE resembled the general pattern of the FT-RSGT but to a lesser extent, including the right posterior MFG, right IPS, and SMA, while the right dIPFC and bilateral anterior insula did not significantly covary with this aspect of task performance. Both periods of behavioral stability and alternating finger-tapping in general, but not probe-caught mind wandering, were associated with the DMN. Specifically, the left SFG, vACC, and vmPFC correlated with low BV, whereas the PCC/PCUN and left pIPL were more active during alternating finger-tapping compared to the FT-RSGT. Instead, increases in BV – which were robustly related to self-reported mind wandering – recruited bilateral dorsal attention and salience network regions, including the SPL, pIPL, MT/V5 (posterior MTG), anterior insula, MCC, lingual gyri, and cerebellum (Figure 5, top right).

Prior to self-reports of off-task contrasting to on-task attention, significant neural activity was detected in the left inferior occipital gyrus (IOG) and cerebellar regions during the easier, alternating task, and the right striatum during the FT-RSGT (Figure 5, bottom). These patterns demonstrate a strong dissociation from the correlates of behavioral performance, indicating a clear divergence between direct and indirect markers of mind wandering.
Figure 5. **Neural correlates for task performance and self-reported mind wandering.** **Top left)** Significant brain activity during the FT-RSGT when contrasted with alternating finger-tapping (red) and vice versa (blue), demonstrating recruitment of frontoparietal and default mode networks, respectively. **Top right)** Brain regions significantly correlating with increases (red) and decreases (blue) in tapping variability as indexed by BV, indicating activation in dorsal attention and default mode networks, respectively. **Bottom)** Significant clusters preceding probe-caught mind wandering compared to task-focused attention during alternating finger-tapping (red) and the FT-RSGT (blue). Labels: M1 (primary motor cortex), SPL (superior parietal lobule), IPS (intraparietal sulcus), DLPFC (dorsolateral prefrontal cortex), aINS (anterior insula), SMA (supplementary motor area), AG (angular gyrus/posterior inferior parietal lobule; pIPL), PCC/PCUN (posterior cingulate cortex/precuneus), SMG (supramarginal gyrus/anterior inferior parietal lobule; aIPL), MTG (middle temporal gyrus/visual motion area; MT/V5), MCC (mid cingulate cortex), LG (lingual gyrus), SFG (superior frontal gyrus), ACC (anterior cingulate cortex), vmPFC (ventromedial prefrontal cortex).
3.3 Echoes from intrinsic connectivity networks in the subcortex

The efficient integration of information from distributed brain regions is necessary for orchestrating higher-level cognition. Despite the subcortex being well-positioned to support network convergence, these dynamics are seldomly explored beyond the cortex. To investigate the largely uncharted substrates of multi-network integration in the human subcortex, we leveraged recent advances in deep brain imaging and atlasing to extend an established multivariate connectivity analysis to 14 subcortical structures. Similar to previous findings in transmodal cortex, we expected that the subcortex would exhibit a composite of dissociable neural signals from different ICNs during rest, including those implicated in spontaneous cognition.

ICNs that were most often represented, or echoed, included the data-driven counterparts of Salience B, Default A, Control A, and Visual Peripheral networks. Varying degrees of functional heterogeneity were detected, with the strongest diversification in connectivity profiles being observed in subdivisions of the thalamus, striatum, hippocampus, and claustrum (Figure 6, left). Coarse topographical maps for these structures broadly concurred with prior work. For example, ventral thalamic subregions echoed somatomotor and salience networks, while dorsomedial subregions were more strongly connected to the DMN. Within the striatum, DMN, control, and salience networks converged mostly on subregions within the caudate head and tail. The connectivity profile of the dorsomedial head of the caudate nucleus overlapped with both DMN and control network regions, whereas the nucleus accumbens echoed DMN and salience network regions. In the hippocampus, topography was more lateralized, with a left posterior area demonstrating a functional connection with the DMN and a right posterior area with the DAN and visual cortex (Figure 6, right).

While the globus pallidus externa, substantia nigra, and ventral tegmental area each echoed more than one ICN – although the signals were localized to only one subregion – the amygdala and pedunculopontine nucleus demonstrated singular network affiliations (i.e., Default A and Salience B, respectively) and were thus less compatible with integrative capabilities. The remaining structures, including the LC, subthalamic nucleus, globus pallidus interna, red nucleus, and periaqueductal grey, did not show evidence of cortical network echoes. Based on these findings, we can speculate that while the aforementioned subcortical structures are more equipped to converge and propagate transmodal information, others are more embedded in local circuitry and likely support segregated functional processing.

In summary, features indicative of multi-network convergence were most prominent in centrally located subcortical structures contiguous to the cortex, suggesting that these are more likely to participate in large-scale functional integration compared to remote, deep brain structures. Together, these findings underscore the rich functional architecture of the subcortex and potentially provide a mechanism through which subcortical structures engage in dynamic cognitive processes during rest.
Figure 6. Intrinsic cortical network echoes in the subcortex. **Left)** The number of subregions (purple) that exhibited at least one network echo and the total number of networks (green) that were represented among the subregions in subcortical ROIs, counting only above-threshold spatial correlations ($r \geq .16$). **Right)** The topographical pattern of network echoes for the thalamus, striatum, claustrum, and hippocampus, color coded according to the strongest echo at subregional level or made translucent if the maximum spatial correlation did not exceed threshold. *Labels:* thalamus (Tha), striatum (Str), claustrum (Cl), hippocampus (HPC), amygdala (Amg), pedunculopontine nucleus (PPN), substantia nigra (SN), ventral tegmental area (VTA), globus pallidus externa (GPe), Somatomotor A (SomA), Control A/B (ConA/B), Dorsal Attention A (DorA), Default A/B (DefA/B), Visual Central (VisC), Visual Peripheral (VisPer), Limbic A (LimA), Salience A/B (SalA/B).
Chapter 4

General Discussion

In this final chapter, I aim to bring together the various findings from each study and synthesize new mechanistic insights into the neurobiological underpinnings of mind wandering. Particular emphasis is placed on exploring the interplay between the diverse neural and behavioral features that characterize this complex phenomenon. Moreover, the methodological strengths of the studies and the limitations of my findings are reviewed along with relevant implications for future research.
4.1 From neural and behavioral correlates to underlying mechanisms

This thesis aimed to achieve a more profound understanding of the neural mechanisms of mind wandering, a dynamic and multifaceted construct that dominates a substantial part of our mental experience. The underlying neurobiology of this fleeting phenomenon continues to be a compelling question for neuroscientists, and its solution has undoubtedly been hindered by methodological limitations regarding the reliable detection of cognitive states when attention is directed inward. Three empirical studies were conducted that elucidated the diverse aspects of self-generated, ‘off-task’ trains of thought, focusing on its neurophysiological signatures, interactions with behavior and executive functions, and the intrinsic functional synergy between the cortex and subcortex. The overarching key findings are elaborated upon in the following paragraphs.

4.1.1 Mind wandering signatures across task contexts

In Paper I, we combined multiple sources of information by means of simultaneous fMRI-EEG and pupillometry that together produced a comprehensive description of the spatiotemporal signature of mind wandering during the SART. We found that mind wandering as opposed to task-focused attention was associated with poor task performance, relatively increased tonic PD, greater oscillatory power in predominantly alpha and delta frequencies, reduced event-related cortical components at later latencies, stronger activity within frontal and salience regions (i.e., dIPFC, SMA, insula) and increased dynamic FC between these regions and the DMN-core (i.e., PCC, mPFC, pIPL). Collectively, this signature describes mind wandering as a state that involves the attenuation of task-relevant information processing in favor of mental explorations, possibly guided by top-down control. In contrast, in Paper II, while the difference in executive task demand on a rhythmic finger-tapping task strongly differentiated between regional recruitment of the DMN-core versus frontoparietal and salience networks, mind wandering reports were not preceded by similar cortical patterns of brain activity. Instead, mind wandering was associated with decrements in both rhythmic and executive task performance, reduced phasic PD when tonic PD was relatively high, and recruitment of cerebellar, visual, and subcortical regions depending on task demand.

Together, these findings are in stark contrast with several prior studies describing clear patterns of DMN activity preceding probe-caught mind wandering (e.g., Christoff et al 2009; Mittner et al 2014). The inevitable question arises as to how it is possible that a similarly operationalized construct that produces comparable decrements in task performance across studies yields such inconsistent neural correlates. Given that the literature reveals interacting relationships between mind wandering and task contexts, one explanation could be that different types of internal experiences and their neural correlates are dependent on task-specific factors. For example, experimental manipulations were shown to influence the temporal orientation of mind wandering (Liefgreen et al 2020) and the extent to which it
was independent from task-stimuli (Maillet et al 2017). In turn, the emotional valence of task-unrelated thoughts differentially affected task performance (Banks et al 2016). Thinking along these lines, it seems plausible that the marked difference between the cognitive processes required for performing the SART and FT-RSGT – the former involving visual target detection and response inhibition and the latter requiring sensorimotor coordination while evaluating and planning complex response sequences – partially resolves the observed disparity. Speculatively, the SART may have permitted the adaptive redistribution of executive and attentional resources for guiding cognition toward exploring goals alternative to the task, whereas the higher cognitive load and faster pace of the FT-RSGT may have prevented prolonged deprioritization of task-relevant information processing, merely allowing transient ‘breaks’ from self-monitoring sequence-generation performance. As a consequence of such contextual demands, mind wandering during the SART could have been dominated by thought that is more deliberate, for example by preparing scenarios that help anticipate the future (Stawarczyk et al 2011a). Instead, departures from task-focused states during the FT-RSGT could have been mainly reflected in the reduced suppression of external distractions and task-related interferences, such as perceiving the metronome sound. This would explain why self-reported mind wandering was associated with striatal and cerebellar activation, both regions that have been implicated in beat perception (Merchant et al 2015; Paquette et al 2017), and why increases in tapping variability throughout the task were correlated with regions associated with external attention and salience detection (i.e., SPL, MT/V5, anterior insula, MCC). If external processing was indeed temporarily enhanced, we would expect concurrent increases in the modeled pupillary responses to task events prior to mind wandering reports. There was indeed some evidence for this relationship, but it was dependent on periods of generally reduced tonic PD. Instead, when pupil measures indicated relatively higher tonic gain, we observed the reversed pattern consistent with perceptual decoupling. Although preliminary, disentangling these interactions may thus allow the critical separation between active mind wandering and external distraction on a scale that is more temporally refined than what can be achieved with experience sampling.

A primary outcome in mind wandering research frequently concerns experience sampling data, and robust relationships between mind wandering and behavioral outcomes were replicated in Paper I and II. Mind wandering as captured by experience sampling thus seems to converge well at the behavioral but not the neural level, and contrasting brain activity directly preceding thought probes has led to neural patterns that diverge from those correlating with behavioral performance (e.g., Paper II; Kucyi et al 2016). These effects are not likely attributed to sampling frequency, as thought probes were presented at a rate similar to prior research, for example 44-60 s (Kucyi et al 2016), ~60 s (Christoff et al 2009), and 40-80 s (Boayue et al 2020a), compared to 21-63 s (Paper I) and 55-65 s (Paper II). Similarly, we observed levels of mind wandering comparable to other work using various paradigms (e.g., 42%, Paper I; 36%, Paper II; 43%, Christoff et al 2009; 30.2%, Boayue et al 2020a; 37%, Boayue et al 2020b; 35%, Dhindsa et al 2019; 12-60%, Seli et al 2018b). Given that mind wandering propensity does not seem
significantly different across studies, an intriguing conclusion would be that the aforementioned contextual factors do not necessarily alter the amount of time engaged in self-generated thought or its impact on task performance, but rather its phenomenological and dynamic aspects, such as the depth of the experience or extent to which fleeting thoughts develop into a cohesive stream. For example, they might influence the proportion of off-focus cognition versus deep mind wandering, which are theoretically reflected different neural correlates (Mittner et al 2016; Csifcsák & Mittner 2017). Additionally, there is evidence that thought probe responses are generated from underlying states that are gradual and varied rather than distinctly off-task or on-task (Zanesco et al 2020b). Perhaps, these dimensions of variance constitute the reason why correlates of probe-caught mind wandering fail to focalize into replicable neural patterns.

In summary, the results in this thesis strongly support mind wandering as a heterogeneous construct that – while debilitating behavior in relatively uniform ways – corresponds to neural correlates that are influenced by external factors. Alternatively, some of the discrepancies could be rooted in attempts to directly contrast functional processes based on the assumption that mind wandering and on-task attention are mutually exclusive, while in reality they might exhibit partially overlapping neural signatures. For example, in paradigms where performance relies less on continuous processing of perceptual input and more on internal monitoring and planning (e.g., the FT-RSGT), the neural representations of task-related cognition could display similar spatiotemporal properties as those transpiring during self-generated thoughts that are not related or helpful to the task. As a consequence, contrast analyses do not produce a strongly differentiating neural pattern (Paper II). Moreover, the positive contrast for brain regions involved in executive control could be a direct consequence of a cognitive task with a weak reliance on those regions (e.g., the SART). Hence, comparative neurobiological descriptions of mind wandering across paradigms should be balanced against potential task-dependent effects of both phenomenological and methodological origin.

4.1.2 The intricate relationship with the default mode network

The precise role of the DMN in mind wandering remains elusive, with studies reporting diverging, if not contradictory, findings regarding the patterns of DMN activity and connectivity during periods associated with spontaneous, task-unrelated cognition. In neither of the task-based fMRI studies in this thesis was the DMN directly associated with periods of mind wandering. Instead, part of the DMN-core was significantly more active during periods of simple, alternating finger-tapping compared to a more demanding task with response randomization (i.e., PCC and left pIPL). While the alternating task can be performed without explicit evaluation of past and upcoming responses in the longer sequence, random sequence generation requires ongoing monitoring of the immediate tapping history in order to achieve the most optimal entropy with the next choice. Markedly, this difference in more automated
versus deliberate behavior strongly dissociated DMN-core and frontoparietal/salience network recruitment, which is consistent with earlier work that inferred a relationship between mind wandering and the DMN by comparing easy and difficult task conditions (e.g., Mason et al 2007). Two other regions associated with the DMN (i.e., mPFC and left SFG) were correlated with periods of stabilized finger-tapping that were robustly introspected as attending to the external task. Interestingly, activity in these four DMN nodes was also relatively increased in Paper I during SART trials that were classified as on-task attention. Very similar to the monotonous alternating finger-tapping task, the low target frequency of the SART meant that optimal performance predominantly consisted of repetitive motor responses at stable intervals.

Together with previous observations, these findings suggest that the DMN is recruited under circumstances of automated, effortless behavior (Esterman et al 2013; Shamloo & Helie 2016; Kucyi et al 2017). Specifically, the DMN may govern cognitive states that involve a weaker engagement of goal-directed processing and top-down control, such as during repetitive button pressing in a predictable environment. Since perseverative, entrained motor responses produce little ongoing decrements in performance on rhythmic tasks such as the SART and FT-RSGT, these periods may be less likely introspected as mind wandering, resulting in the link between DMN recruitment and on-task attention as observed in Paper I. When the demands on deliberate processing increase, behavior is no longer effortless and the DMN deactivates, as was observed in Paper II during a more difficult, random finger-tapping task. Besides its tentative role in behavioral automatization, a provoking speculation would be that the DMN is analogously involved in ‘cognitive’ automatization – i.e., undirected thought without conscious effort. For example, Christoff et al (2016) hypothesized that the DMN-core emerges when automatic constraints on the flow of thought are strong while deliberate constraints are weak. Highly automatically constraint thoughts, mostly driven by salient features, are presumed stable or even ‘stuck’ in the same routine. Following this idea, transitions from trains of thought that are more rigid to those more free-flowing could then be reflected in transient increases in response variability and deactivation of the DMN-core, as found in Paper II.

Earlier work argues for a role of the DMN in self-referential and prospective thinking, and more recent studies demonstrate its involvement in conscious experiences that are highly detailed and immersive (e.g., Sormaz et al 2018; Turnbull et al 2019a). Accordingly, the DMN could have reflected, at least partially, a preoccupation with active mind wandering, assuming that task demands were sufficient low to allow ample available resources to mind wander while preserving rudimentary elements of behavioral performance. However, this account crucially fails to explain why such deeply engaging experiences were not reflected in the responses to regular experience sampling in either Paper I and II. Perhaps a more plausible alternative is the DMN’s presumed involvement in conscious monitoring and unspecific information gathering when external demands are low (i.e., the ‘sentinel hypothesis’, Raichle 2001), without necessarily reflecting an absorption with self-generated experiences. In theory, this could
align with the proposed idea that the DMN-core manifests when there is a high degree of converging network activity to support a transient broadening of attentional focus (Mittner et al 2016). The assumed low incentive of the SART and periods of alternating finger-tapping could have elicited this ‘off-focus’ cognitive mode in order to adaptively drive a global state of unfocused exploration. Given that attentional states in off-focus mode are hypothetically subconscious and thus inaccessible to introspection, it would explain why its pattern of neural recruitment is mostly independent from self-report and why blocks of easier, alternating finger-tapping in Paper II did not elicit significantly more mind wandering reports. Furthermore, Mittner et al (2016) propose that off-focus states relatively preserve behavioral performance as attention is not completely decoupled from the external environment compared to active mind wandering, permitting the observed correlation between ventromedial DMN recruitment (i.e., vmPFC, vACC) and stabilized, rhythmic finger-tapping.

Although the off-focus account resolves the correlation between adequate task performance and the DMN, it does not explain why increases in tapping variability correlate with DAN and SN regions, including the SPL, IPL, MT/V5, MCC, PCUN, anterior insula, lingual gyrus, and cerebellum. These regions far extend the somatomotor cortex, which has been interpreted as evidence that response variability sensitively monitors moment-to-moment fluctuations in the underlying attentional state rather than motor performance (Kucyi et al 2017). For example, the DAN/SN have been implicated in the self-regulation and perceived attentional control over self-generated thought, both during rest and cognitive performance (Van Calster et al 2017; Turnbull et al 2019a). However, these correlates strongly diverge from the observed neural recruitment preceding probe-caught mind wandering. This could indicate that changes in response variability represent attentional fluctuations that are not invariably caught by experience sampling, possibly because they are too short-lived to be reflected in the probe responses. It is conceivable that metronome-cued finger-tapping tasks require individuals to flexibly switch between internal and external modes of attention in order to achieve sensorimotor synchronization of responses to the metronome cue. Consequently, the timing of tapping responses may subtly track the diverting focus from self-monitoring one’s rhythmic performance to orienting toward salient features of the external environment – e.g., to correct for response deviations or focus on external distractions – to ultimately more severe disengagements such as mind wandering. Such transient attentional variations are problematic to diagnose with experience sampling, not only because they rely on unbiased introspection but also because thought probes are interspersed at a temporal resolution that is incompatible with such moment-to-moment changes.

Finally, recent work advocates a role for the DMN at the top of the brain’s functional hierarchy (e.g., Margulies et al 2016). The DMN-core has a heterogeneous organization that contains a mixture of dissociable signals from distributed cortical networks (Leech et al 2012; Braga et al 2013), a finding that we replicated in Paper III and that likely reflects its role in integrating transmodal information for regulating switches in attentional focus. Furthermore, we observed that intrinsic fluctuations within
DMN regions were abundantly repeated, or echoed, in various subcortical structures, underscoring its extensive interconnectedness with other cortical as well as subcortical areas. Together with observations that DMN functioning may support aspects of task-relevant processing (Sormaz et al 2018), these findings further weaken a homogeneous functional characterization of the DMN and its specificity as a diagnostic for mind wandering. Perhaps, the DMN has been previously conflated with mind wandering due its diverse involvement in information gathering and integration, off-focus cognition, automatic constraints on thought flow, and automatization of behavior. The results in this thesis suggest that mind wandering transpires largely independent from the DMN, but the DMN’s domain-general operations may allow interactions with mind wandering that are contingent on situational factors. As Csifcsák and Mittner (2017) proposed, a ‘many-to-many’ scheme that takes into account the non-unitary nature of both the DMN and mind wandering is therefore likely necessary to accurately map their equally multifaceted relationship.

4.1.3 Dynamic functional connectivity sensitively tracks changes in attention

Catching internal trains of thought with minimal external manifestations poses a significant methodological challenge. Such detection, however, is crucial to address the current knowledge gap on the neurobiological mechanisms of mind wandering. While experience sampling is the most commonly used technique to probe individuals’ inner conscious experience, it is subject to several confounds. In addition to the necessity to interrupt the task and the uncertainty of introspection, thought probing itself can introduce framing and satisficing effects (Weinstein 2018). One approach that minimizes the need for experience sampling is supervised machine learning, which can extrapolate self-reported states to uninterrupted data such that the analysis is no longer restricted to the periods directly preceding thought probes. In Paper I, we employed an SVM-RBF to investigate the unique contributions of different neurophysiological measures for detecting mind wandering among periods of sustained external attention based on periodical thought probing. The results indicated that while each neurophysiological modality contributed to optimizing classification performance, the most determining information was derived from changes in dynamic FC among nodes of the DMN and its ACN.

Considering mind wandering as a collection of transient experiences that evolve from one thought to another, it is not surprising that relatively rapid alterations in interregional synchronization of brain activity serve as a suitable neural marker (Kucyi & Davis 2014; Kucyi 2018). Specifically, probe-caught mind wandering in Paper I was represented by relatively strengthened dynamic FC between the DMN-core, particularly the PCC, and other cortical regions in the DMN and the ACN. Although some within-DMN connections were also strengthened, mind wandering was overall associated with stronger coupling between the networks. In other words, while activity in the PCC was anticorrelated with these regions over the course of minutes, recurring periods of synchronized activity (i.e., in the order of
seconds) were indicative of mind wandering throughout the task. This heterogeneous pattern is consistent with the hypothesis that the PCC integrates transmodal information to regulate changes in attentional focus. The results of Paper III corroborate this by demonstrating separate functional subdivisions within the PCC that selectively connect with different functional networks, which may indicate a mechanism through which it expresses its prominent functional property as a network hub (Leech et al 2012; Braga et al 2013). Remarkably, comparable characteristics were discovered within several subcortical structures in Paper III, which aligns with proposed functions for the subcortex in network convergence and cross-network information integration (Bell & Shine 2015, 2016) and raises the exciting possibility that these structures contribute to the spontaneous functional architecture that gives rise to mind wandering. Especially the thalamus, striatum, claustrum, and hippocampus exhibited multiple, dissociable signals from functional networks within a specialized, subregional topography, potentially highlighting their role as subcortical analogues to integrative hubs in the cortex such as the PCC and mPFC.

The dynamic FC pattern of the PCC in concert with other cortical, and possibly subcortical, structures holds promise for monitoring transitory episodes of internal and external attention without the need for task interruptions with experience sampling. This also emphasizes the limitations of studying individual systems in isolation (e.g., average activity in the DMN) in relation to mind wandering. While quantifying connectivity patterns in terms of time-varying FC or multivariate echoes may yield sensitive neural markers of mind wandering, contemporary research has yet to determine the precise configurations that pertain to qualitatively distinct internal states. For example, prior studies have reported divergent functional profiles in both cortical and subcortical regions, revealing discrepancies among the preferential network connections at the subregional level (Paper III; Leech et al 2011; Leech et al 2012; Choi et al 2012; Seitzman et al 2020). Such variance may relate to individual differences in the functional connectome or dynamic reorganizations representing ongoing spontaneous cognitive processes or changes in external demand (e.g., Leech et al 2013; Chou et al 2017; Tian et al 2020; Gonzales-Castillo et al 2021). Sources of variability that are challenging to control experimentally contribute to the difficulty to reproduce findings across studies and identify the specific patterns that are consistently attributed to various facets of mind wandering.

### 4.1.4 Mind wandering and executive functioning

An ongoing discussion within the field of mind wandering concerns its interaction with executive functions. Two opposing hypotheses have been proposed: the executive failure hypothesis states that mind wandering arises as a result of failures in the executive system to maintain attention directed to the external task, whereas the executive control hypothesis states that mind wandering operates cooperatively with the same system to synthesize and sustain self-generated trains of thought (McVay et al. 2013).
& Kane 2009; Smallwood & Andrews-Hanna 2013; Smallwood 2013). Although both hypotheses predict that periods of mind wandering negatively impact external task performance, previous observations of perceptual decoupling and context-regulation have been regarded as evidence in favor of executive involvement in mind wandering.

In the first fMRI study with probe-caught mind wandering, Christoff et al (2009) observed parallel recruitment of DMN and ECN nodes preceding mind wandering reports, which was speculated to reflect the engagement of executive control processes in mind wandering. In Paper I, we found additional evidence that these two systems flexibly cooperate to support episodes of mind wandering, which was expressed in increased dynamic FC between the DMN-core and ACN nodes among which the dIPFC, insula, and SMA. Simultaneously, we observed reduced amplitudes of midline frontal and parietal EEG components, indicating attenuated cortical responses to external stimuli. Although more superficial sensory processing was relatively unaffected (i.e., N1, P1, evoked pupillary dilation), reductions that reflected impairments at later, cognitive stages of processing (i.e., P300 and frontal) are consistent with prior work (Handy & Kam 2015; Kam et al 2022) and may reflect the deprioritization of task-related cognitive processes when individuals are occupied with mind wandering. Together with relatively increased recruitment of frontal and salience regions, these results are consistent with the involvement of top-down regulation and insulation of task-unrelated thoughts, perhaps because they are regarded as more salient or rewarding relative to pursuing the primary task.

Such top-down control, particularly from the dIPFC, may entail specific contextual modulation of mind wandering, for example depending on task difficulty (Turnbull et al 2019b). Interestingly, we found in Paper II that the right dIPFC and anterior insula were recruited together with the IPS and SMA during the FT-RSGT compared to a non-demanding alternating finger-tapping task, but did not significantly covary with the performance index of executive resource use (i.e., sequence randomness as quantified with AE), nor was their recruitment apparent prior to self-reports of mind wandering. This could indicate that while the IPS and SMA are more important for self-determined complex motor action, the right dIPFC and insula were activated in a manner that was not strictly dependent on either optimizing sequence randomness or mind wandering. Correspondingly, the RFE procedure in Paper I revealed that average activity in the right dIPFC and insula were not perceived by the classifier as predictive for mind wandering among periods of task-focused attention on the SART. Together, these results imply that the right dIPFC and insula – like the PCC – surpass functionally specific roles in governing either internal or external foci of attention during cognitive performance, but rather act in a more a general fashion, i.e., by evaluating task utility and tuning mind wandering in line with environmental demands. Given that mind wandering was present at comparable levels across the different tasks (i.e., SART, FT-RSGT, alternating finger-tapping), it could be speculated that such adaptive tuning pertains to thought dimensions other than frequency, for example the degree of self-relevance or coherence of the train of thought. Alternatively, the amount of time spend mind wandering
during a task is significantly altered depending on contextual demands but was not adequately captured by the periodical experience sampling in Paper I or II.

Flexible context-dependent regulation has been argued to feature an aspect of higher-level, controlled cognition. Nonetheless, engagement of an executive system that decides when it is more appropriate (or less detrimental) to mind wander does not necessarily imply that mind wandering itself involves goal-directed processes. Conclusive remarks on this relationship may rely on our ability to experimentally manipulate extent of available executive resources and assess its effect on mind wandering. That is, if the executive failure hypothesis were true, increasing the amount of resources would lead to improved task performance and reduced mind wandering. Several studies have attempted to investigate this premise by means of transcranial direct current stimulation (tDCS), but have produced contradictory results on mind wandering propensity (Axelrod et al 2015; Filmer et al 2019; Boayue et al 2020a, 2020b). For example, Boayue et al (2020a) observed slightly reduced mind wandering during the FT-RSGT with anodal tDCS over the left dIPFC. However, as executive functioning (i.e., AE) was not modulated by tDCS, the difference in mind wandering could not be confidently related to changes in available executive resources. An important point to consider is that if mind wandering is indeed adaptively regulated according to contextual factors signaled by the dIPFC, we would not expect a one-sided change in mind wandering upon dIPFC stimulation but rather more effective tuning based on external demands or perceived task utility. The evidence presented here suggests that the dIPFC is not unambiguously associated with sustaining either mind wandering or task-related attention, but stimulation of the (right) dIPFC might be fruitful for calibrating episodes of mind wandering depending on situational factors.

4.1.5 Gain modulation and subcortical mechanisms

An unambiguous outcome of Paper I is that episodes of mind wandering among task-focused attention are best described by dynamic changes in the coordinated activity of large-scale functional networks. Previous studies have produced inconsistent results regarding the exact patterns of connectivity and it remains unclear how naturally anticorrelated networks are driven into a cooperative architecture to enable self-generated trains of thought. One prominent candidate system for orchestrating dynamic reconfigurations that facilitate mind wandering during external cognitive demand is LC/NE-dependent neuromodulation of cortical gain (Aston-Jones & Cohen 2005; Mittner et al 2016).

In Paper I, we observed on average weaker coherence within and stronger between the DMN and its ACN during mind wandering compared to task-focused attention. Concurrent pupillometric measures indicated relatively larger tonic PD, indexing globally elevated levels of NE. This finding contradicts the simulated influences of temporally uncoupled increases in neural gain, which showed enhanced binary function that resulted in the strengthening of strong connections while weakening weak
connections (Eldar et al 2013). In rather opposing perspectives, it was argued that such heightened clustering in FC patterns support more narrowly focused attention (Eldar et al 2013), versus expanding the scope of attention in order to promote the exploration of competing internal representations (Mittner et al 2016). Although Mittner et al (2014) indeed found increased dynamic coupling among nodes within the DMN and ACN in relation to mind wandering, this observation was not simultaneously associated with increases in neural gain. Together with the findings in Paper I, this may suggest that diffuse, unselective increases in tonic NE foster recurrent amplification in integrative processing among distributed regions. This aligns with theory regarding the non-specific effects of tonic gain on neural responsiveness (Aston-Jones & Cohen 2005; O’Callaghan et al 2021) and recent empirical findings of greater functional integration (i.e., weaker clustering) with increases in neural gain (Shine et al 2018).

If this representation is accurate, previous reports of stronger intra-network DMN connectivity preceding self-reported mind wandering (Kucyi & Davis 2014; Mittner et al 2014) and during periods of poor behavioral performance (Kucyi et al 2017a) may indicate the presence of task-disengagement that is not driven by the LC/NE tonic mode. In recent theoretical work, it was postulated that various levels of tonic NE govern qualitatively distinct attentional states (Mittner et al 2016). While the off-focus state depends on high tonic NE, both active mind wandering and task-focused attention rely on the phasic LC/NE mode to induce an optimal cortical gain milieu for facilitating the exploitation of ongoing goals, whether directed internally or toward the primary task. Consequently, the degree to which gain increases are temporally selective to task events is thought to maximally discriminate these two states at intermediate levels of tonic NE. In Paper II, the Bayesian model revealed that the relationship between phasic PD and probe-caught mind wandering was dependent on tonic PD, which could indicate evidence for dissociable states based on the underlying LC-modulated gain mode. Specifically, phasic dilatory responses to task events indicated enhanced external processing for task-focused attention and perceptual decoupling for mind wandering only during relatively large tonic pupil size. This relationship reversed when tonic pupil size was reduced, potentially indicating a separate mechanism of task-disengagement that was instead characterized by the amplification of external information processing. Together with previous work, the findings in this thesis suggests that LC/NE dynamics are involved in facilitating the global architectures that may relate to functionally heterogeneous attentional states.

However, pupillary dynamics are not likely an exclusive indicator for LC/NE activity but may relate to diverse neuromodulatory influences (Reimer et al 2016; De Gee et al 2017; Larsen & Waters 2018; Van Slooten et al 2018). In a recent paper, O’Callaghan et al (2021) proposed that specific concentrations of multiple neuromodulators are ultimately responsible for shaping the neural architecture that is conducive to mind wandering. They hypothesized that mind wandering occurs through distributed information processing during moderate arousal driven by heightened NE and low levels of acetylcholine and serotonin. Empirical evidence has linked cholinergic and dopaminergic
systems to spontaneous changes in the global brain signal (Turchi et al 2018) and exploration-exploitation tradeoffs (Cohen et al 2007; Frank et al 2009; Chakroun et al 2020). Intriguingly, we found in Paper II that periods of enlarged tonic PD correlated with increases in blood supply to a large brainstem and midbrain voxel-cluster that likely covered the LC as well as other neuromodulatory nuclei, including the ventral tegmental area (VTA), substantia nigra (SN), pedunculopontine nuclei (PPN), and raphe nuclei. Thus, the pupillary findings as described here may reflect an amalgamation of interacting neuromodulatory systems, rather than the isolated effects of NE on mind wandering. One proposed mechanism through which neuromodulatory tone elicits the onset of a mind wandering episode is a spontaneous signature of the HPC called the sharp-wave ripple that propagates to other functional systems such as the DMN (O’Callaghan et al 2021). Although we failed to demonstrate direct evidence for hippocampal activations preceding mind wandering reports, we showed that the right HPC significantly covaried with increases in tonic PD (Paper II), intrinsic activity in the bilateral HPC was moderately correlated with neuromodulatory nuclei (LC, SN, VTA, PPN; $r=.47–.57$), and functional subdivisions within the HPC echoed spontaneous signals from default, salience, and visual networks (Paper III). In conjunction with previous work, a tempting speculation based on these findings is that the HPC couples with various functional networks under the influence of neuromodulatory interactions to trigger the generation of spontaneous thought processes.

Besides the HPC, multiple well-described ICNs were represented in the thalamus and striatum, further substantiating their role as subcortical zones for network convergence and information integration. Consistent with prior work, both these structures displayed subregional connectivity profiles that overlapped with data-driven default, attention, salience, and control networks. The dorsomedial thalamus in particular has been strongly implicated in the DMN and self-generated thought (Alves et al 2019; Harrison et al 2022), and correspondingly showed evidence for signal echoes from the DMN in Paper III. Additionally, in agreement with the proposal of ‘cognitive integration zone’ (Greene et al 2020), functional topography of the striatum – particularly the caudate head and tail – was organized to support the convergence of default, control, and salience networks. Importantly, the right striatum was significantly activated preceding probe-caught mind wandering during the FT-RSGT in Paper II. One careful interpretation of these findings might be that the thalamus and striatum play a role in dynamic thought processes such as mind wandering, possibly through mediating the balance between thought continuity and state switching during high cognitive demand (e.g., Tang et al 2012; Christoff et al 2016; Chou et al 2017).
4.2 Methodological considerations

By capitalizing on established methodological frameworks combined with novel applications for multimodal data and the subcortex, the work in this thesis collectively entails a multidisciplinary approach to investigate the neural mechanisms of mind wandering. Whereas Paper I and II exploited more temporally resolved methods by means of single-trial state classification and trial-by-trial performance monitoring, respectively, Paper III took advantage of the fine-grained spatial resolution of ultra-high field fMRI. Notwithstanding, each study also presents several limitations. In Paper I, the fMRI analysis was restricted to a set of predefined anatomical ROIs within the DMN and ACN, preventing assessment of the functional contributions from regions beyond these networks, including the subcortex. The whole-brain analyses in Paper II revealed substantial neural activity outside the boundaries of the DMN and ACN that related to task performance and probe-caught mind wandering, among which the cerebellum, lingual gyrus, occipital cortex, and striatum, emphasizing the utility of whole-brain versus ROI-based analysis. Conversely, omitting assessment of dynamic FC and its relationship with behavior and self-reported experience is an eminent limitation of Paper II, especially given the results of Paper I. Finally, a disadvantage of Paper III concerns the absence of explicit online or retrospective measures for mind wandering that could be correlated with intrinsic neural architecture during resting-state. Consequently, no inferences on the functional significance of subcortical echoes for the spontaneous generation of mental content can be drawn.

Generally, fMRI data are confounded with numerous sources of noise and variability that can bias the results, including artifactual signals, individual variation in the BOLD response, and magnetic field distortions. For example, the temporal lobe includes important lateral and medial structures implicated in mind wandering, yet is prone to fMRI signal dropouts that may obscure its functioning. Indeed, we observed the lowest temporal SNR (tSNR) values in the anterior temporal cortex, resulting in an underrepresentation of temporal lobe networks in the analysis in Paper III. Similarly, the evidence for functional heterogeneity of the thalamus, striatum, claustrum, and hippocampus may have been confounded by their relatively large size and high tSNR compared to the other subcortical ROIs. In addition, regardless of structure size or position, the number of ICA components was fixed at 10. Given that the results were not validated against alternative model orders, the possibility of underfitting (i.e., not accounting for true independent signals) or overfitting (i.e., splitting true signal) in individual subcortical structures can not be fully excluded.

There are several obstacles more specific to mind wandering research, including its covert manifestation that creates challenges for reliable detection and the fact that spontaneous forms of cognition can not be consistently induced or prevented under experimental control. Contemporary research still relies mostly on subjective reports to derive underlying mental states such as mind wandering. Thought probes as implemented in Paper I and II inherently set constraints on the type of
experiences being reported. That is, by collapsing all thoughts in categories of ‘on-task’ and ‘off-task’, potential heterogeneity in task-unrelated states was reduced into a single quantification. Consequently, we could not discriminate thoughts that emerged involuntarily versus deliberately, were more coherent versus elusive, or were oriented to the past or future. Blending together these diverse aspects of mind wandering as if it were a uniform construct has likely contributed to mischaracterizations of its relationships with both behavior and the DMN and may explain some of the controversies in the field. Triangulation strategies that combine subjective and objective features are necessary to validate mind wandering derived from self-report.

The reported inconsistencies may be partially attributed to different dichotomization methods of ordinal probe responses (e.g., Christoff et al 2009; Mittner et al 2014). In Paper II, we attempted to negate response biases arising from individual differences in introspective ability and willingness based on the idea that the per-subject maximum would always reflect mind wandering while the per-subject minimum would always reflect task-focused attention. Through implementation of this customized algorithm, significant clusters of brain activity preceding mind wandering reports were observed that were otherwise absent using a standard, split-the-middle approach, revealing a vulnerability of probe categorization for neural analysis. Furthermore, it is not inconceivable that varying degrees of executive resource use may influence individuals’ introspective abilities. For example, during moments of low meta-awareness or ‘mind blanking’, individuals may resort to evaluating their own performance when probed with a question about their internal state. Since we did not measure confidence ratings or self-caught mind wandering, we can not account for potential inconsistencies arising from varying degrees of meta-awareness.

Some of these limitations may be addressed with multidimensional experience sampling – i.e., probing for subtypes of self-generated thought with a series of questions that assess different temporal and phenomenological facets of the mental experience (e.g., Sormaz et al 2018; Wang et al 2018; Turnbull et al 2019a). Yet, even the most all-encompassing multidimensional thought probes are unable to describe how changes in attentional focus and thought content evolve moment-to-moment. As argued by Smallwood (2013), the factors that drive the initiation of a mind wandering episode (i.e., its occurrence) can therefore not be distinguished from those that are involved in its continuation (i.e., its process). For example, a task-unrelated thought may arise involuntarily but develop into a coherent stream of thought that is more intentionally pursued once consciously detected. Instead, the evolution of a mind wandering episode and its shift to or from other internal and external states may be more accurately modeled with unsupervised learning algorithms. For example, Hidden Markov Models (HMM) estimate ‘hidden’ latent states and their transition probabilities from the temporal dynamics of the data (e.g., Bastian & Sackur 2013; Karapanagiotidis et al 2020; Zanesco 2020b). An exciting prospect is the combination of such models that capitalize on temporal dynamics in the data with fast-paced paradigms such as the FT-RSGT in order to more precisely estimate the onset and offsets of a
mind wandering episode. Theoretical and empirical work indicates that perpetuating self-generated cognition recruits various neural components in a sequential manner in order to support the dynamic aspects of the train of thought (Christoff et al. 2016; Ellamil et al. 2016). Indeed, organized patterns of functional activity are not invariant but have been shown to reconfigure over time and with changes in external demand (Leech et al. 2012; Braga et al. 2013; Schaefer et al. 2014; Tian et al. 2020; Gonzales-Castillo et al. 2021). Therefore, capturing these fluctuations with time-varying methods likely provides more adequate neural representations of the cognitive mechanisms during mind wandering. While we included dynamic FC features in Paper I, the ICA-DR analysis in Paper III did not allow separation of stable configurations that may reflect correlates at trait-level from those dynamically transitioning – e.g., between segregated or integrated modes of processing – that may more accurately describe transient latent states.

Finally, it should be noted that the potential impact of interindividual variability in mind wandering propensity and interacting constructs such as working memory capacity and executive functioning was not accounted for in this thesis. Mittner et al. (2014) reported high variance in Bayesian posterior distributions of a cognitive process model of the Stop-Signal task with experience sampling, indicating that the impact of mind wandering on behavioral outcomes varied across individuals. Similarly, pronounced individual differences in classification accuracy of mind wandering based on EEG (Jin et al. 2019) and variations in the functional connectome using fMRI (e.g., Sylvester et al. 2020; Greene et al. 2020; Marek et al. 2021) may have distorted our interpretation of the neural features of mind wandering phenomena at group level. An interesting future endeavor could thus be to map the facets of mind wandering that share variance at the population level versus those that vary within individuals, for example with precision functional mapping (Greene et al. 2020; Marek et al. 2021).
4.3 Implications

The omnipresence of mind wandering accentuates an integral, natural ability to generate multifarious cognitive content without perceptual input or guidance. Identification of the neurobiological mechanisms that control when mind wandering takes over our mental experience could reveal crucial insights into how and why our central nervous system is organized to make tradeoffs between internally driven cognition and meeting the demands of an external task. Mind wandering is thought to serve important adaptive functions, such as preparing for future events by simulating hypothetical scenarios and exploring creative solutions to solve problems (Smallwood & Schooler 2015; Shepard 2019). Simultaneously, mind wandering perseveres in situations when sustaining external attention is necessary to avoid errors with potential catastrophic consequences and cultivates in ways that can negatively impact psychological well-being (Smallwood et al 2007; Killingsworth & Gilbert 2010).

Both aspects of thought content and temporal flow have been related to psychological cost, such as profuse amounts of retrospective thinking (Smallwood & Schooler 2006). As such, identification of the neurobiological markers of undesirable thought patterns would be necessary to design specific therapeutic interventions while unharming the adaptive functions of mind wandering. For example, focal modulation of the neural system that is responsible for exerting constraints on the flow of thought may alleviate symptoms such as rumination and obsessive thought by releasing automatic constraints or improve thought stability and coherence for individuals with ADHD by reinforcing deliberate constraints (Christoff et al 2016). Although functional neuroimaging does not allow causal inferences between neural activity and cognitive processes, evidence for regional activation patterns and connectivity profiles can inform target selection for therapeutic non-invasive brain stimulation (NIBS) protocols. Understanding the neural mechanisms that underlie mind wandering might thus improve our knowledge of the neurobiological basis of cognitive dysfunction in several psychiatric diseases and facilitate a path toward effective interventions aimed at negating some of the negative consequences of mind wandering on sustained attention and psychological well-being.
4.4 Conclusions

The majority of past studies on mind wandering have focused on measurements within a single imaging modality, producing a vast amount of valuable yet isolated findings. Given the sustained uncertainty surrounding many neural and behavioral correlates, the contemporary literature does not converge on a mechanistic explanatory account. The work presented here emphasizes that a comprehensive understanding of the neurobiology that drives, maintains, and guides heterogeneous self-generated experiences requires the study of dynamic interactions between neuromodulatory systems, functional networks, and subcortical connectivity.

Mind wandering is a complex and heterogeneous construct that includes a wide variety of processes that are not exhaustively measured by experience sampling. The combination of direct and indirect measures at high spatial and temporal resolution holds promise for improving the detection of mind wandering among task-focused attention. While single-trial classification based on multimodal neuropsychological features shows comprehensive spatiotemporal neural signatures of self-reported attention, demanding cognitive tasks such as the FT-RSGT are paramount for disentangling ongoing interactions between mind wandering and highly controlled behavior governed by executive functions. Finally, recent advances in subcortical imaging and atlasing encourage the exploration of the extensive functional synergy between subcortical and cortical systems and its role in higher-level cognition.

The evidence in this thesis contributes to an increasingly complex mechanistic understanding of mind wandering and highlight several key features of its neurobiological underpinnings. Dynamic changes in the functional coupling and decoupling of regions within the DMN and frontal and salience networks seem to best capture the fleeting and transient nature of mind wandering above and beyond other neurophysiological domains. Global patterns of interregional clustering and segregation may be driven by shifts in exploration-exploitation tradeoffs governed by the LC/NE system, while transmodal hubs like the PCC and subcortical structures such as the thalamus and striatum are organized to integrate distributed information processing and may mediate transitions between attentional states. The diverging observations from direct and indirect markers and their interactions with situational factors furthermore underscore the non-unitary nature of mind wandering that can not be adequately described by an invariant system or feature, such as the DMN. Instead, charting the harmonics between the various neural systems provides a more realistic representation that will ultimately lead us to understand how we guide ourselves through a rich landscape of multifaceted internal experiences.
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\textbf{A B S T R A C T}

Mind wandering reflects the shift in attentional focus from task-related cognition driven by external stimuli toward self-generated and internally-oriented thought processes. Although such task-unrelated thoughts (TUTs) are pervasive and detrimental to task performance, their underlying neural mechanisms are only modestly understood. To investigate TUTs with high spatial and temporal precision, we simultaneously measured fMRI, EEG, and pupillometry in healthy adults while they performed a sustained attention task with experience sampling probes. Features of interest were extracted from each modality at the single-trial level and fed to a support vector machine that was trained on the probe responses. Compared to task-focused attention, the neural signature of TUTs was characterized by weaker activity in the default mode network but elevated activity in its anticorrelated network, stronger functional coupling between these networks, widespread increase in alpha, theta, delta, but not beta, frequency power, predominantly reduced amplitudes of late, but not early, event-related potentials, and larger baseline pupil size. Particularly, information contained in dynamic interactions between large-scale cortical networks was predictive of transient changes in attentional focus above other modalities. Together, our results provide insight into the spatiotemporal dynamics of TUTs and the neural markers that may facilitate their detection.

1. Introduction

Humans pervasively engage in shifting attentional focus from demands in the environment toward self-generated, task-unrelated trains of thought (TUTs), leading to performance errors during tasks that require sustained vigilance (Smallwood and Schooler, 2015). Although this phenomenon, also termed mind wandering, has been of increasing interest in the past decades, its underlying neural signature remains a question of interest.

Converging evidence from functional magnetic resonance imaging (fMRI) studies indicates an association between activity in areas in the default mode network (DMN) and mind wandering (Mason et al., 2007; Christoff et al., 2009). These areas behave antagonistically with a task-positive, or anticorrelated network (ACN) that generally constitutes regions of frontoparietal control (FPCN) and dorsal attention (DAN) networks (Fox et al., 2005; Mittner et al., 2014). Although these findings support a major role for the DMN in internal mentation, more recent accounts argue that its transmodal architecture allows flexible coupling with other networks in order to support a variety of task-relevant cognitive functions (Elton and Gao, 2015; Margulies et al., 2016; Sormaz et al., 2018). Furthermore, observations of coincident activity in FPCN/DAN regions suggest recruitment of networks beyond the DMN during mind wandering (Christoff et al., 2009; Fox et al., 2015). In a recent study, Turnbull et al. (2019a) demonstrated the involvement of DAN and ventral attention network (VAN) systems in regulating TUTs, whereas activity in the posterior cingulate cortex (PCC), a central node of the DMN, was related to detailed ongoing thought during working memory performance. Together, these findings highlight the complexity of neural patterns during mind wandering and negate the notion of a single task-negative system represented by the DMN.

Accordingly, recent findings emphasize the importance of dynamic changes in cortical functional connectivity (FC) to support transient cognitive processes (Kucyi, 2018; Kucyi et al., 2018; Maillet et al., 2019). Although the DMN and ACN are intrinsic connectivity networks...
(ICNs) that demonstrate a stable functional organization across individuals and mental states when measured statically (Gratton et al., 2018), studies investigating the dynamic FC (at a temporal resolution of seconds) between them have described opposite associations with behavior, with greater DMN/ACN anticorrelation during vigilant attention (Thompson et al., 2013) as well as during periods of mind wandering (Mittner et al., 2014).

Cortical dynamics during internal states have also been examined with more temporally precise measures including electroencephalography (EEG). A robust finding from these studies concerns the decrease in amplitude of event-related potentials (ERPs) prior to performance errors and self-reported TUTs (Smallwood et al., 2008; Kam et al., 2011), supporting the idea that attention is perceptually detached from external input during mind wandering episodes (Schoolder et al., 2011). The attenuation of sensory processing may arise from concurrent increases in alpha power that have been observed over widespread cortical areas, alpha-band activity may serve as a reliable electrophysiological correlate of mind wandering (O’Connell et al., 2009; Compton et al., 2019; Jin et al., 2019).

New lines of research suggest that fluctuations in attention are modulated through the locus coeruleus/norepinephrinergic (LC/NE) system (Aston-Jones and Cohen, 2005; Mittner et al., 2016). Specifically, changes in tonic and phasic NE levels are proposed to facilitate transitions between exploratory and exploitative states in order to optimize behavior. These dynamics have been derived from changes in pupil size at baseline and in response to stimuli (Gilzenrat et al., 2010). Whereas (phasic) pupil responses seem consistently smaller during TUTs, changes in (tonic) baseline pupil size have yielded different results across experiments (Smallwood et al., 2012a; Grandchamp et al., 2014; Mittner et al., 2014; Konishi et al., 2017). This suggests that there are distinct forms of mind wandering characterized by varying levels of tonic arousal and neural gain (Mittner et al., 2016; Unsworth and Robson, 2016, 2018).

The possibility to detect the occurrence of mind wandering episodes has been examined with machine learning techniques using neural markers from different imaging modalities. For example, non-linear support vector machines (SVM) built for EEG data were trained on mind wandering probes during SART and visual search tasks (Jin et al., 2019, 2020) and live lectures (Dhindsa et al., 2019). These studies demonstrate that EEG markers can be used to predict TUTs, and that this predictive ability can be generalized across tasks and settings. In another classification study, Mittner et al. (2014) successfully predicted self-reported TUTs across subjects with a non-linear SVM based on single-trial fMRI activity, functional connectivity, as well as pupillometric measures. Rather than excluding all measures that cannot be directly related to a self-reported attentional state, machine learning allows examination of data that is not interrupted by thought probing and offers a powerful tool for single-trial detection of latent cognitive processes. However, the predictive power of classifiers based on multimodal imaging datasets remains unexplored.

The interplay between temporally well-defined neural responses and spatially-localized functional networks can be assessed by multimodal neuroimaging. Although studies have been conducted combining EEG with resting-state MRI to determine the electrophysiological correlates of the DMN (Neuner et al., 2014; Bowman et al., 2017; Marino et al., 2019), to our knowledge none exist that investigate the neural substrate of TUTs during a cognitive task. We expected that the complementary contributions of neural modalities offers unique spatial and temporal information for detecting TUT episodes. Therefore, we present the first study of mind wandering that utilizes simultaneous fMRI-EEG and pupillometry measures during task performance. By combining multimodal neural information with machine learning, we aimed to explore the markers sensitive to the fluctuations in attention that underlie mind wandering to ultimately gain a better understanding of its neural mechanisms. Specifically, we aimed to replicate the methods previously employed by Mittner et al. (2014) with addition of exploring more temporally refined features from EEG.

2. Materials and methods

2.1. Overview

Simultaneous fMRI-EEG, and pupillometry data were collected during performance of a sustained attention task with probe-cued experience sampling. Features of interest were selected based on prior findings and extracted from each modality after preprocessing. We aimed to extend the single-trial analysis approach introduced by Mittner et al. (2014) by exploring activity and synchronicity within and between ICNs as well as changes in EEG markers and pupil size in relation to fluctuations in attentional focus. To this end, we employed a supervised learning algorithm trained to classify single trials as either ‘on-task’ or ‘off-task’ states. We then analyzed and compared the spatiotemporal signatures of respective states. Additionally, we performed recursive feature elimination procedures across different combinations of modalities to assess the relative importance of individual features in distinguishing between on and off-task states. Data and code are publicly available and can be found at https://osf.io/43dp5.

2.2. Participants

Ethical approval was obtained from the ethics review board of the University of Amsterdam. Thirty healthy adult volunteers (25 female, aged 21 ± 2.51 years) were recruited and screened for MRI compatibility with a standard safety questionnaire. Participants were eligible when none of the following exclusion criteria were met: having a (record of) neurological or psychiatric disease, impaired vision, or any contraindication for MRI such as certain medical implants or prostheses. Written informed consent was obtained prior to the experiment. Participation was compensated with a €20,- reward for a total duration of approximately 1.5 h. Two participants were excluded due to ending the experiment prematurely. Therefore, we performed data analysis on 28 datasets of which two were incomplete (one without EEG and another without eye-tracking) due to technical issues.

2.3. Sustained attention to response task

Participants performed a fast-paced sustained attention to response task (SART) that consisted of a series of non-target and target digits at an average 9:1 ratio. Stimuli were presented on a 32 inch BOLD screen using the Presentation software (Neurobehavioral Systems, Inc., Berkeley, CA). The SART was divided into two runs of 700 trials each, with a 1.4 s trial duration. At the start of each trial, a centered fixation cross was presented on a gray background for 400 ms before it was replaced by a random stimulus (digits 1 to 9) for 400 ms. Participants were instructed to respond to every digit with a button press using their right index finger unless the target stimulus appeared (digit 3). The train of stimuli was occasionally interrupted by a thought probe to track ongoing fluctuations in attentional focus, which was formulated as the following question: “Where was your attention during the previous trials?”. To respond to the probe, participants had to use left and right response buttons to move an arrow above a 4-point slider ranging from 1 (off-task) to 4 (on-task). After a fixed duration of 6 s, the location at which the arrow was positioned was registered as the response to the probe and the task continued. Participants were instructed to respond with ‘off-task’ when their attention was not primarily focused on the task or environmental distractions but on internal processes such as memories or personally relevant thoughts.

An online iterative algorithm was implemented to optimize the onsets of thought probes in order to maximize the probability of capturing off-task thought episodes throughout the task. To achieve this, the reaction time coefficient of variability (RTCV) was tracked as a continuous index of attentional focus based on previous findings relating mind wandering to increases in RTCV (Bastian and Sackur, 2013). For every trial that returned an RT, the RTCV was computed over the previous eight
trials (RTSD / RTmean). When a threshold was crossed of either above 80% or below 20% of the entire RTCV history, the algorithm searched for a peak or trough, respectively, in the previous RTCV values. Specifically, a peak was identified if the RTCV of the second last trial (T–2) was higher than that of the third last trial (T–3) and the last trial (T–1), and the RTCV of T–1 was also higher than that of the current trial (T). Similarly, a trough was identified if the RTCV of T–2 was lower than that of T–3 and T–1, and the RTCV of T–1 was also lower than that of T. If such a pattern was detected, a probe onset was triggered. The algorithm was not activated when the current trial did not return an RT or when the RTCV did not cross the initial threshold. Thought probe onsets were constrained to have no less than 15 trials (21 s) and no more than 45 trials (63 s) between them. Thus, a probe onset was omitted if one had occurred within the past 15 trials but forced if one had not occurred for 45 trials, regardless of whether the current trial’s RTCV reached threshold. On average, 22 thought probes (min = 19, max = 25) were presented per SART run. A short practice run of the task was completed prior to the experiment to ensure participants understood all task instructions.

2.4. Behavioral analysis

Thought probe responses were dichotomized by collapsing response options 1 and 2 into ‘off-task’ and response options 3 and 4 into ‘on-task’. Behavioral indices of mind wandering were calculated for windows spanning 10 pre-probe trials (14 s) separately for off-task and on-task thought probes and included: (i) RT coefficient of variability (RTCV = RTSD / RTmean); (ii) omission error rate (failure to respond to non-targets); and (iii) commission error rate (failure to withhold a response to targets). We selected a 10-trial window a priori based on the assumption that mind wandering occurs in slowly fluctuating episodes spanning multiple seconds and to include sufficient data for detecting differences in error rates, which are relatively low in this experimental paradigm.

2.5. Functional neuroimaging

2.5.1. Acquisition

Participants were scanned with a 3 Tesla Philips Achieva MRI system with a 32-channel head coil. T1-weighted (T1w) images were acquired with a turbo field-echo (TFE) sequence in 220 transverse slices with 1 mm slice thickness (FOV = 240 × 240 × 188 mm, TR = 8192 ms, TE = 3760 ms, voxel size = 1 mm isotropic). Whole-brain functional images were acquired with a fast-echo (FE) echo-planar imaging (EPI) sequence in 38 transverse slices with 2.5 mm thickness and a 0.25 mm slice gap (FOV = 200 × 104 × 200 mm, TR = 2250 ms, TE = 29.94 ms, flip-angle = 80°, voxel size = 2.5 mm isotropic).

2.5.2. Preprocessing

Standard image preprocessing was performed in FSL (v6.0; Jenkinson et al., 2012) with custom Python scripts (v2.7.15; Van Rossum and Drake, 2011) using the Nipype framework (v1.1.8; Gorgolewski et al., 2011). Each of the two functional BOLD runs was spatially smoothed with a 6 mm full-width half-maximum Gaussian kernel using SUSAN (Smith and Brady, 1997), motion-corrected with MCFLIRT (Jenkinson et al., 2002) and slice-time corrected with slicetimer. The signal was then high-pass filtered at 1/44 Hz to remove slow fluctuating noise such as scanner drift. The brain was extracted from T1w images with BET (Smith, 2002) and segmented into gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) with FAST (Zhang et al., 2001). To investigate task-unrelated patterns of brain activity, a general linear model (GLM) was constructed using FEAT (Woolrich et al., 2001) and included: (i) task regressors that were prepared by convolving stimulus, thought probe, and response onsets with a standard hemodynamic response function to model task-dependent BOLD signal; and (ii) nuisance regressors including six motion (direction and amplitude) parameters as well as mean time courses in WM and CSF masks. The modulated data were obtained via ordinary least-squares linear regression and subtracted from the preprocessed signal. The residual time-series were then merged across the two runs for each subject, normalized, and used for further analyses.

2.5.3. Feature extraction

We followed the procedure described by Mittner et al. (2014) to determine regions of interest (ROIs) by performing a seed-based correlation analysis with a prior mask of the posterior cingulate cortex (PCC; Van Maanen et al., 2011) as seed-region. First, the mask was transformed to native space using FLIRT (Jenkinson and Smith, 2001) and the mean time course of voxels within the mask was correlated with all other voxels in the brain, yielding a connectivity map for each subject. Next, individual connectivity maps were registered with FLIRT to MNI space, Fisher z-transformed, and averaged to create a group-level connectivity map. The group-level map was then thresholded to locate the voxels with the 5% strongest positive and 5% strongest negative correlations with the PCC to determine the DMN and ANC, respectively (Fig. 1). Automated segmentation of the group-level thresholded maps into spatial clusters resulted in seven nodes for the DMN (posterior cingulate cortex/precingueous [PCC/PCUN], medial prefrontal cortex [mPFC], bilateral angular gyr [AG], bilateral superior frontal gyr [SFG], and left middle temporal gyrus [MTG]) and six nodes for the ACN (supplementary motor area [SMA], right supramarginal gyrus [SMG], bilateral insular cortex [INS], and bilateral dorsolateral prefrontal cortex [DLPFC]). The thresholded ROI maps were projected back to native space in order to extract the mean time-series from a 3 × 3 × 3 cube centered around the peak-correlation voxel of each ROI for each subject. These individual time-series were linearly interpolated to find the signal at stimulus onset at every trial, resulting in 13 single-trial node-activity features per subject. Additionally, the mean time-series of every ROI was correlated with that of every other ROI using sliding-window correlations of 45 s, resulting in another 78 single-trial node-connectivity features per subject (i.e., 21 pairs for intra-DMN connectivity, 15 pairs for intra-ACN connectivity, and 42 pairs for inter-network connectivity).

2.6. Electroencephalography

2.6.1. Acquisition

Continuous EEG data were concurrently acquired with an MRI-compatible, 64-channel HydroCel Geodesic Sensor system and Net Amps 300 amplifier (Electrical Geodesics, Inc., Eugene, OR, USA) and processed with Net Station (v4.5.2; Eugene, OR, USA). The cap was fitted with carbon-wire loops sensitive to movement-induced variations in the magnetic field, serving as a reference for cardioballistic artifacts (Van der Meer et al., 2016). The signal was collected at a sampling rate of 1000 Hz, online high-pass filtered at 0.1 Hz, and referenced to the Cz electrode. Electrooculography (EOG) was recorded from four electrodes positioned above and below and outer canthi of the eyes.

2.6.2. Preprocessing

Data were analyzed in EEGLAB (v14.1.2; Delorme and Makeig, 2004) using MATLAB (R2018b; Mathworks, Natick, MA, United States) and BrainVision Analyzer (v2.1.2; Brain Products GmbH, Gilching, Germany). First, data were filtered with a fourth-order zero phase-shift Butterworth filter (24 dB/oct) with a low cut-off of 0.33 Hz followed by a high cut-off of 125 Hz. Next, average artifact subtraction (AAS; Allen et al., 2000) with a sliding window of 21 artifacts was used to correct for MR gradient artifacts. In addition, cardioballistic artifacts were removed with the regression-based method described by Van der Meer et al. (2016) and artifacts related to eye-movement were removed with independent component analysis (ICA). Bad EEG channels were interpolated before re-referencing data to the average reference. Subsequently, data were high-pass and low-pass filtered at 1 Hz and 30 Hz, respectively, segmented into epochs from −1000 ms to 600 ms post-stimulus, and DC trends were removed.
2.6.3. Feature extraction

Based on previous findings, we were interested in local changes in prestimulus oscillatory power across multiple frequency bands. To extract prestimulus frequency power, data were first baseline corrected (1000 ms prestimulus) and pooled into four channel clusters centered above frontal, bilateral parietal, and occipital scalp locations (Supplementary Figure A.1A). These clusters were selected to provide both sufficient coverage of widespread cortical areas and allow inferences on local changes with respect to the underlying functional anatomy and comparison to other studies. Data were then re-epoched from −1000 ms to 0 ms post-stimulus and processed with Fast Fourier Transform (Hanning window of 10%, resulting in a frequency resolution of 0.977 Hz. The sum of the power values was then extracted for four frequency bands (delta [1–4 Hz], theta [4–8 Hz], alpha [8–12 Hz], and beta [12–30 Hz]) at each channel cluster, yielding 16 single-trial prestimulus frequency power features per subject.

Furthermore, we were interested in differences in amplitudes of event-related EEG signals across midline occipital (MidOcc), occipitotemporal (OccTem), midline parietal (MidPar), and midline frontal (MidFro) channel clusters, roughly corresponding to the scalp distributions of P1, N1, P300, and associated frontal ERPs, respectively (Supplementary Figure A.1B). Where the posterior P1 and N1 are believed to signal early perceptual processes in the visual domain, the later P300 component is thought to index working memory and related cognitive processes (Shendan and Lucia, 2010). We used an offset of 8 ms to correct for the delay from the anti-aliasing filter of the Net Amps 300 amplifier. Data were baseline corrected (100 ms prestimulus) and pooled into aforementioned ERP clusters. Semi-automatic artifact correction was performed (gradient threshold 50 μV/s, amplitude criterion ±100 μV, and low activity criterion 0.5 μV/100 ms) and applied to the full epoch after visual verification. The 0 to 600 ms post-stimulus time window was then subdivided into 24 bins of 25 ms and the mean of raw amplitudes was extracted for each bin at each ERP channel cluster, which generated 96 single-trial ERP features per subject.

2.7. Pupilometry

2.7.1. Acquisition

Pupil diameter (PD) of the left eye was continuously recorded with EyeLink 1000 and EyeLink 1000 Plus tracking systems (SR Research, Ottawa, Canada) at a sampling rate of 1000 Hz.

2.7.2. Preprocessing

Blinks were identified using EyeLink’s built-in online saccade and blink detection algorithm and linearly interpolated using the start-saccade and end-saccade markers as start and end points of each blink, respectively. Visual inspection showed that blink offset was registered prematurely across the majority of blinks and a correctional buffer of 70 ms was added to the end-saccade markers. If blink duration exceeded 1500 ms, data between the start-saccade and end-saccade markers were removed. Remaining artifacts were identified by thresholding single-trial PD ranges (−400 ms to 1000 ms post-stimulus) at the 95th percentile. Most of these extreme PD ranges were caused by large eye movements or technical issues with pupil tracking rather than physiological changes in pupil size. Trials containing such artifacts or with more than 40% missing data were excluded from further analysis (12.7% of trials across all subjects).

2.7.3. Feature extraction

Due to the tempo at which stimuli were presented, we found that baseline pupil fluctuations were contaminated by evoked dilations from preceding trials, preventing selection of single-trial time windows for determining baseline PD. We therefore developed a novel method for modeling pupilometric changes for fast-paced task designs, which is documented in detail in the recently developed package Pupilometry (Mittner, 2020). First, the preprocessed signal was low-pass filtered with a zero-phase shift second-order Butterworth filter, preserving signal fluctuations slower than 2 Hz. The lower peaks in the signal were then identified based on their prominence and connected through cubic spline interpolation. This resulted in a lower-peak envelope that was used as an estimation of the tonic, baseline fluctuations on which the phasic, pupil responses are superimposed. Consequently, single-trial baseline pupil diameter (BPD) was fitted as the value of the lower peak-envelope at stimulus onset for each trial. To determine evoked pupil diameter (EPD), single-trial regressors with a delta-peak at each stimulus and response onset (if any) were prepared and convolved with an Erlang gamma function: \( h = s x^e \times e^{-n/x_{\text{max}}}, \) where \( s = 1/1024 \) equals a scaling constant and \( n = 10 \) and \( t_{\text{max}} = 930 \) are empirically determined constants (Hoeks and Levelt, 1993). After subtraction of the baseline signal, the data were fitted with a linear regression model. Since pupil diameter cannot physiologically reach a value below zero, the beta coefficients of the model were constrained to be positive with a non-negative least-squares solver as implemented in scipy.optimize.minl() by using the for-
mula: \( \text{argmin}_{\theta} ||X \theta - y||^2 \) for \( b \geq 0 \) (Lawson and Hanson, 1987). Single-trial estimators for EPD were then defined as the estimated \( b \) coefficients at each trial.

### 2.8. Supervised machine learning

Following previous machine learning studies of mind wandering (e.g., Mittner et al., 2014; Jin et al., 2019), we used a non-linear support vector machine (SVM) with radial basis functions (RBF) as kernel to classify single trials into on-task or off-task attentional states with scikit-learn (Pedregosa et al., 2011). SVM classifiers attempt to separate classes with a hyperplane that is optimized by maximizing its margin. Besides generally being well understood and effective in high-dimensionality, SVM’s do not require a linear relationship between target labels and predictor variables and were shown to outperform (linear) logistic regression analysis when predicting mind wandering with EEG (Jin et al., 2019). The SVM-RBF was trained on a dataset containing the three trials (4.2 s) preceding each thought probe, resulting in \( n = 3655 \) trials that were assigned the dichotomized probe responses as target labels. Training was based on a total of 205 single-trial features that could be grouped in five modalities: (i) activation in seven DMN and six ACN nodes; (ii) intra-network and inter-network dynamic functional connectivity ([DMN × DMN], [ACN × ACN], [DMN × ACN]); (iii) prestimulus frequency power in four bands (delta, theta, alpha, beta) at four channel clusters (frontal, bilateral parietal, occipital); (iv) ERP amplitudes at four channel clusters [MidFro, MidPar, OccTemp, MidOcc] in 24 time windows; and (v) baseline and evoked PD. Features in the fMRI and pupil modalities were standardized (z-scored) within each subject, whereas the frequency power features were standardized within subjects and channel clusters. The ERP features were first baseline corrected by subtracting the mean at stimulus onset at each trial for each ERP within subjects and then standardized by dividing by the standard deviation across trials for each subject.

First, tuning parameters for the SVM-RBF were optimized through grid-search over a large range of values (2\(^{-1}\) to 2\(^{15}\) for soft-margin \( C \) and 2\(^{-20}\) to 2\(^{20}\) for kernel-width \( \gamma \)) and leave-one-subject-out cross-validation (LOSOCV), using the F1 metric as objective function. In this procedure, the classifier was trained on all possible combinations of datasets of size \( n - 1 \) in order to predict the one dataset that was left out. Classification performance was measured as the accuracy, recall, and precision averaged across all folds, where recall (sensitivity) reflects the ability to detect positive cases and precision (positive predictive value) is the proportion of positive cases that were correctly identified. Second, the most optimal set of features was evaluated with recursive feature elimination (RFE), in which all possible combinations of feature sets of size \( n - 1 \) were evaluated with LOSOVCV. The feature set with the highest cross-validated (CV) mean F1 score was then selected, resulting in the elimination of one feature at every iteration. This process was repeated until the size of the feature set was \( n = 1 \). The feature set that produced the highest mean CV accuracy across all iterations was then selected as the final set and used to classify the remaining, unlabeled data.

Additionally, we performed a cross-modality RFE procedure for each of the five modalities separately (node activity, functional connectivity, frequency power, ERP amplitudes, and pupil diameter), for each combination of modalities (all doubles, triples, and quadruples), as well as for the full five-modality classifier described above. This resulted in a total of 31 independent classifiers that allowed assessment of the pattern of feature elimination across different combinations of modalities. The proportion of times a feature survived elimination in a classifier relative to the number of times the modality was represented was used to indicate a feature’s importance (0 being always eliminated and 1 being never eliminated), or the amount of predictive information as perceived by the classifier with respect to distinguishing off-task from on-task trials.

![Fig. 2](image-url)  
**Fig. 2.** The effect of dropping modalities from support vector machines on cross-validated (CV) classification performance. Averages and error bars (SE) are calculated across all 31 fits from the cross-modality RFE procedure. Classification performance increases as a function of the number of modalities added to the classifier. Note that exclusion of dynamic functional connectivity features (red) results in the lowest accuracy scores, suggesting that classification of attentional state was mostly driven by information contained in this modality.

### 3. Results

#### 3.1. Behavioral performance is impaired during mind wandering

During the SART, participants indicated on 42.6% of total thought probes that their attention was focused on internal trains of thought rather than on the task or external distractions. In line with our expectations, behavioral performance was significantly worse preceding off-task reports, with higher RT\(_{OFF}\) (ms) (\( M_{OFF} = 236, M_{ON} = 184, t(27) = 4.00, p < 0.001 \)), proportion of omission errors (\( M_{OFF} = 0.046, M_{ON} = 0.014, t(27) = 2.91, p < 0.01 \)), and proportion of commission errors (\( M_{OFF} = 0.064, M_{ON} = 0.025, t(27) = 5.48, p < 0.0001 \)). Mean RT (ms) was slightly but significantly shorter preceding off-task reports (\( M_{OFF} = 373, M_{ON} = 386, t(27) = -2.36, p < 0.05 \)).

#### 3.2. Modalities contribute to the prediction of mind wandering episodes

The optimized SVM-RBF performed single-trial classification with a mean accuracy of 65% (F1 = 0.51, 57% recall and 54% precision) based on a set of 74 features (36.1% of total), indicating an above chance-level ability to predict the incidence of TUT episodes. The cross-modality RFE procedure furthermore revealed a linear increase in accuracy with increasing number of modalities added to the classifier, suggesting that features from each modality contribute unique spatial and temporal information that improves the prediction of TUTs (Fig. 2). Collectively, intra-network and inter-network functional connectivity features carried most of this predictive information, as all classifiers performed worse when this modality was excluded. Individual feature importance scores from the cross-modality RFE procedure are presented in Supplementary Figure A.2.

#### 3.3. The multimodal neural signatures of mind wandering

After supervised classification learning, all features were standardized and averaged separately for all trials classified as either off-task or on-task (Fig. 3). Whether a feature survived the elimination procedure of the optimized five-modality SVM-RBF was interpreted as an indication of that feature’s significance in predicting TUT episodes. Contrary to expectations, all nodes of the DMN showed a stronger mean signal in on-task trials compared to off-task trials. In contrast, all nodes of the ACN were more active during off-task, with the exception of the right-SMG (Fig. 3A). Whereas most nodes were selected in the optimized classifier, the PCC and right-SFG (DMN) and right-DLPFC (ACN) did not survive
Fig. 3. Standardized feature activation across all trials after supervised classification learning. (A) Average difference (off-task minus on-task) in DMN (left) and ACN (right) node activity, where positive values indicate stronger activity during off-task and negative values stronger activity during on-task. (B) Average difference in intra-DMN and intra-ACN node-pair connectivity, where positive values indicate stronger positive correlation (less anticorrelation) during off-task and negative values stronger positive correlation during on-task. (C) Average difference in inter-network node-pair connectivity. (D) Average baseline and evoked PD separately for off-task (red) and on-task (blue). (E) Average amplitudes in bins of 25 ms (0–600 ms post-stimulus) per ERP channel cluster separately for off-task and on-task. (F) Average poststimulus beta (β), alpha (α), theta (θ), and delta (δ) frequency power per channel cluster separately for off-task and on-task, where more positive (less negative) values indicate more power. Features that survived elimination are indicated by larger (vs. smaller) nodes, thicker (vs. thinner) edges, or lightheightblue colored backgrounds (DMN = default mode network; ACN = anticorrelated network; PD = pupil diameter; MidFro = midline frontal; MidPar = midline parietal; OccTem = occipitotemporal; MidOcc = midline occipital).

feature elimination, suggesting that signal fluctuations within these regions were not predictive of TUT episodes. For both networks, nodes were more often positively correlated with each other during on-task trials compared to off-task trials (28 of 36 node-pairs; Fig. 3B). Interestingly, four of five intra-DMN connections that were positively correlated during off-task were connected to the PCC, including: left-MTG, right-AG, and bilateral SFG. From these, the PCC to left-MTG connection was the strongest, whereas the connections with the SFG and the remaining connection (right-SFG to left-MTG) were weakest and did not survive feature elimination. For the ACN, all three node-pairs that were positively correlated in off-task trials were selected by the optimized SVM-RBF (from strongest to weakest: right-SMG to right-INS, left-INS to SMA, and right-SMG to left-DLPFC (visible in the coronal view of the ACNsACN plot in Fig. 3B)).

Whereas most of the intra-network connections were positively correlated during on-task, the majority of inter-network node-pairs were positively correlated during off-task (38 of 42 node-pairs; Fig. 3C). The positive connections that were not selected often included the SMA (from strongest to weakest: left-AG, PCC, right-SFG), PCC (SMA, left-INS, right-DLPFC), left-INS (right-AG, right-SFG, PCC), left-DLPFC (left-AG, right-SFG, mPFC), and right-SFG (SMA, left-INS, right-SMG). Thus, whereas information in the PCC and right-SFG themselves did not distinguish between on-task and off-task states, their functional inter-regional connections seem important for predicting TUT episodes. Similar roles for the SMA and left-INS are unsurprising given their high anatomical and functional heterogeneity and their involvement in domain-general cognitive processes (Uddin et al., 2017; Cona and Semenza, 2017; Ruan et al., 2018).

With respect to the pupil features, BPD was selected in the optimized SVM-RBF and indicated more dilation in off-task compared to on-task trials, indicating higher levels of tonic NE (Fig. 3D). Pupillary response, however, did not seem to differentiate between the two states and was eliminated. Similarly, we observed that early positive and negative peaks reflecting P1 and N1 components, respectively, were more pronounced in off-task states, indicating the absence of attenuated early perceptual processing (Fig. 3E). However, decreased amplitudes at especially the midline frontal and parietal clusters from 250 to 300 ms onward implicates reduced information processing during off-task states at later latencies. Although several early bins did survive feature elimination, the majority of retained features occurred after the 200 ms post-
stimulus mark (of 13 bins), suggesting that late rather than early event-related signals were predictive of mind wandering.

The frequency power analysis revealed a global increase in prestimulus alpha, theta, and delta power during mind wandering, with the exception of delta power over the right parietal cortex (Fig. 3F). In contrast, beta power was consistently reduced in off-task compared to on-task trials across the scalp. Although bilateral parietal alpha and beta features also survived elimination, the greatest changes in power were observed over the occipital cortex. None of the theta features were selected in the optimized SVM-RBF, suggesting that theta power itself did not contribute to classification and that the predictive information contained in theta fluctuations was instead carried by other features.

4. Discussion

The detection of ongoing covert cognitive processes in humans has been a problem facing significant methodological challenges. The present study provides new insights into the neural markers that reflect the attentional shift from externally-oriented cognition toward self-generated trains of thought. By integrating single-trial features across multiple neural modalities in a classification learning algorithm, we showed that specific patterns of fMRI activity and connectivity, EEG markers, and baseline pupil size were predictive of TUTs. Although each neural modality provided unique information that improved classification performance, the greatest predictive power encompassed dynamic interactions within and between intrinsic connectivity networks (ICNs), including the DMN and ACN.

Our results indicate recruitment of ACN nodes during TUTs. This finding is not surprising given the growing body of evidence advocating a role for these regions in spontaneous thought processes (Christoff et al., 2009; Fox et al., 2015; Dixon et al., 2018). Specifically, their recruitment has been suggested to reflect a mechanism in which top-down control systems exert deliberate constraints on the stream of internally-oriented thoughts in order to guide them toward motivationally relevant or rewarding goals (Christoff et al., 2016; Shepard, 2019). According to this view, mind wandering may be characterized by the redistribution of executive and attentional resources toward the internal environment driven by the prioritization of relevant information (Turnbull et al., 2019b).

In line with this, it has been argued that attentional decoupling in the form of suppression of sensory inputs may serve adaptive functions by insulating the stream of thought from external interference (Kam and Handy, 2013; Smallwood, 2013). Although we did not find evidence for deficits in early sensory processing, our results may be interpreted as cognitive disengagement from task-relevant information as reflected in reduced amplitudes of P300 and midfrontal ERPs prior to self-reported TUTs. Correspondingly, task performance was significantly affected as indexed by increased RT variability and error rates. This corroborates an earlier finding (O’Connell et al., 2009) and may imply that the shallow processing of visual information remains relatively unimpaired during mind wandering, whereas later cognitive and decision-making processes involved in assimilating the deeper meaning of stimuli needed to accurately perform the task are disrupted.

Contrary to expectations, we did not observe any increase in DMN activity during mind wandering. Although this finding seems counter-intuitive, previous studies have reported a similar association between the recruitment of DMN regions and optimized behavior (“in-the-zone”), whereas suboptimal behavioral performance (“out-of-the-zone”) was instead associated with DAN activation (Esterman et al., 2014; Kucyi et al., 2017; Yamashita et al., 2020). Although speculative, together these findings may point to DMN activity during task-focused attention as representing a weaker engagement in goal-directed behavior or attentional stability needed to accurately perform the task. Indeed, it is generally assumed that habitual response tendencies are developed early during repetitive tasks such as the SART and thus stable performance may rely more heavily on automatic processes (Hawkins et al., 2019). As previous work has suggested a role for the DMN in automated cognition as opposed to mindful, focused attention (Shamloo and Helie, 2016; Valansever et al., 2017; Scheibner et al., 2017), our findings may be tentatively interpreted as a lesser engagement of top-down resources during the (more automated) task-focused state compared to the (more goal-directed) mind wandering state (Christoff et al., 2016; Selig et al., 2016).

An alternative explanation may be that parts of the DMN, specifically its core nodes (PCC and mPFC), are not directly involved in mind wandering but rather function as a “global workspace” by tailoring their activity to the temporal dynamics of other ICNs (Mittner et al., 2016). Thus, when attention is focused either externally (oriented to the task) or internally (mind wandering), functionally specific networks are recruited to support goal-directed behavior whereas converging network activity is lowered, resulting in deactivation of the PCC and mPFC. While we did not observe that single-trial activity in the PCC itself was predictive of TUTs, our results indicate high importance of the dynamic coupling between the PCC and other nodes of the DMN and ACN during both task-related and task-unrelated thought. Together with previous work (Leech et al., 2012; Kucyi and Davis, 2014; Lin et al., 2016; Zhou et al., 2019), this finding supports the intriguing possibility that the PCC is involved in the coordination of network interactions to regulate shifts in attentional focus by maintaining or suppressing ongoing trains of thought.

Importantly, previous work has demonstrated the significance of context for the role that different networks play in ongoing thought. Activity in both the DMN and ACN has been associated with task-related as well as task-unrelated cognitive operations, depending on task difficulty (Turnbull et al., 2019a, 2019b; Konu et al., 2020). These findings align with the context-regulation hypothesis, which states that mind wandering instances are adaptively regulated depending on environmental demands in order to minimize the negative impact on maintaining task performance (Smallwood and Andrews-Hanna, 2013). Thus, to better understand how complex large-scale network activity gives rise to mind wandering, specific task effects need to be considered. One such task characteristic that varies among studies is pacing of trials. Compared to previous studies showing a link between the DMN and mind wandering, the SART design in the current study was faster paced (stop-signal paradigm; Mittner et al., 2014) and contained a lower proportion of target trials and was overall shorter in duration (SART; Christoff et al., 2009). Therefore, the role that the DMN plays in mind wandering during a sustained task may depend heavily on such effects.

Previous work indicates that the interactions within and between ICNs dynamically reconfigure to transient changes in ongoing cognitive processes such as mind wandering (Thompson et al., 2013; Mittner et al., 2014). Accordingly, we observed high importance of information contained in functional connectivity compared to other modalities. Specifically, our results indicate that mind wandering is associated with overall decreased connectivity within and increased connectivity between the DMN and ACN. Thus, whereas these networks are intrinsically anticorrelated at rest (Fox et al., 2005), the dynamic coupling between them during sustained attentional demands may support spontaneous fluctuations in ongoing internal trains of thought (Smallwood et al., 2012b; Dixon et al., 2018).

The electrophysiological origin of this coupling may concern theta-band oscillations (Kam et al., 2019), which is in line with our observation of a widespread increase in theta power during TUTs, even though theta power itself was not found to be predictive of mind wandering. We also replicated increases in alpha power and reduced beta power across the cortex (Jin et al., 2019; Compton et al., 2019; Van Son et al., 2019). Although the functional significance of alpha oscillations remains ambiguous, our data imply a role in active mind wandering that may involve inhibition of irrelevant representations and top-down interference (Palva and Palva, 2011; Benedek et al., 2011). In addition, the increase in synchronized delta-band activity over frontal, left parietal, and occip-
ital areas may have been involved in the maintenance of ongoing trains of thought by inhibiting interfering information (Harmony, 2013).

Similarly, our findings indicate increases in baseline pupil size during mind wandering compared to task-focused attention, which may reflect higher levels of tonic NE and has been proposed to underlie the reduced sensitivity to external interference favoring mental exploration (Murphy et al., 2011; Smallwood et al., 2012a). Consequently, as exploitation of task-relevant information is no longer prioritized, the cognitive capacity for pursuing alternative goals that are motivationally salient is enhanced (Bouret and Richmond, 2015). Possibly, the low incentive of the SART may warrant the adaptive redistribution of intrinsic motivation, regardless of its detrimental effect on performance. Together with our observations in other modalities, this implies that TUTs in our study were characterized by effortful and guided cognition rather than a state of low alertness or arousal. Although previous work also suggests a linear relationship between phasic NE and task performance, we did not observe any contributions from evoked pupil responses in differentiating attentional state.

One continuing challenge concerns the differences in measuring mind wandering, complicating the comparison of findings across studies. Research has shown that mind wandering is a non-uniform construct that varies along dimensions of intentionality (Seli et al., 2016), meta-awareness (Christoff et al., 2009), temporal locus (Liegreen et al., 2020), emotional valence (Barski et al., 2016), self-relevance (Bocharov et al., 2019), and arousal (Unsworth and Robison, 2018), which likely contributes to the divergent patterns of neural activation. The current study is likewise limited by the use of uni-dimensional experience sampling followed by a coarse dichotomy of attentional state. Therefore, our attempt to capture the spatiotemporal dynamics of TUTs within one signature based on a single task may compromise the generalizability of our results. Although the SART is an attractive and widely used paradigm to study mind wandering, more complex designs are necessary to disentangle the effect of TUTs on other cognitive processes and behavior (Boayue et al., 2020).

The low complexity of the paradigm combined with individual biases in self-report due to variation in meta-awareness or thought content may have negatively influenced classification performance. Although we achieved above chance-level detection of attentional state with 65% accuracy across subjects, a previous study reported 79% accuracy based on fMRI and pupil measures alone (Mittner et al., 2014). However, other EEG classifiers showed similar detection levels of TUTs (Dhindsa et al., 2019; Jin et al., 2019) which substantially improved when models were fitted to individual datasets, suggesting that high inter-individual variability in EEG markers can affect cross-subject classification.

5. Conclusion

Although proven to be detrimental to maintaining attention to task-relevant events, the capability to engage in internal trains of thought is integral to human neurocognitive functioning. More accurate detection of mind wandering episodes will lead to a more profound understanding of its effect on other cognitive processes. However, such detection is complicated as cognition evolves dynamically in complex spatiotemporal patterns. Multimodal classification enabling single-trial analyses may provide effective means to gain mechanistic insights into the neural basis of attentional fluctuations. We hope that our findings will motivate future studies to consider an agnostic, whole-brain approach to better entertain the respective contributions of dynamic interactions. Furthermore, employing paradigms that allow continuous tracking of attentional intensity combined with neuroimaging are better suited to investigate the evolution of task-unrelated trains of thought with higher temporal precision.
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Abstract

When the human mind wanders, it engages in episodes during which attention is focused on self-generated thoughts rather than on external task demands. Although the sustained attention to response task is commonly used to examine relationships between mind wandering and executive functions, limited executive resources are required for optimal task performance. In the current study, we aimed to investigate the relationship between mind wandering and executive functions more closely by employing a recently developed finger-tapping task to monitor fluctuations in attention and executive control through task performance and periodical experience sampling during concurrent functional magnetic resonance imaging (fMRI) and pupillometry. Our results show that mind wandering was preceded by increases in finger-tapping variability, which was correlated with activity in dorsal and ventral attention networks. The entropy of random finger-tapping sequences was related to activity in frontoparietal regions associated with executive control, demonstrating the suitability of this paradigm for studying executive functioning. The neural correlates of behavioral performance, pupillary dynamics, and self-reported attentional state diverged, thus indicating a dissociation between direct and indirect markers of mind wandering. Together, the investigation of these relationships at both the behavioral and neural level provided novel insights into the identification of underlying mechanisms of mind wandering.

Keywords: approximate entropy, executive function, fMRI, mind wandering, pupillometry

Introduction

The phenomenon of mind wandering in humans can be described as the spontaneous stream of consciousness that comprises thoughts, emotions, and memories (Smallwood and Schooler 2015) that are often related to personal goals and concerns (Shepard 2019) and pervasively occur during daily life and experimental tasks (Killingsworth and Gilbert 2010; Seli, Beaty, et al. 2018). Unsurprisingly given this broad definition, mind wandering has been studied in a wide range of settings and under different labels, for example, stimulus-independent, spontaneous, and task-unrelated thought (Callard et al. 2013). Researchers have identified important dimensions of mind wandering, including intentionality (Seli et al. 2016), emotional valence (Banks et al. 2016), temporality (Maillet et al. 2017), and meta-awareness (Schooler et al. 2011). Here, we define mind wandering as self-generated thoughts that arise independently from external sensory input and pertain to any content that is unrelated to the task at hand.

Notwithstanding the diversity of contexts in which mind wandering has been previously investigated, researchers continue in their pursuit to further unravel its underlying neural mechanisms and its effect on other cognitive processes and behavior. In particular, although there is little debate regarding the involvement of executive functions in mind wandering in general, there is no consensus on exactly how mind wandering interacts with executive control systems and whether it is better characterized as executive function use (Teasdale et al. 1995; Smallwood and Schooler 2006) or as the result of executive failure (McVay and Kane 2010; Kane and McVay 2012). Whereas some behavioral research has associated mind wandering with failures of executive control processes (Smallwood et al. 2004; McVay and Kane 2009), converging evidence from neuroimaging studies suggest that mind wandering recruits widespread cortical networks involved in goal-directed behavior, including the frontoparietal control network (FPCN) and dorsal and ventral attention networks (Christoff et al. 2009; Fox et al. 2015; Dixon et al. 2018; Turnbull et al. 2019). Interestingly, there are even reports of associations between task-related attention, as opposed to mind wandering, and greater activation of
the default mode network (DMN; Esterman et al. 2014; Kucyi et al. 2017; Groot, Boayue, et al. 2021), a network previously considered to mainly engage during resting-state and self-referential processing (Raichle 2015). Furthermore, a recent resting-state fMRI study with experience sampling demonstrated that activity in the DMN was associated with self-generated thoughts that were not independent from the external environment whereas activity in the dorsal attention network (DAN) related specifically to increases in perceived control over spontaneous thought (Van Calster et al. 2017). Together, these findings underline the assumption that task-related and task-unrelated states of mind can be independently partitioned into specific functional networks and warrant the development of sensitive behavioral paradigms that disentangle the complex interplay between executive functions and forms of spontaneous thought.

The majority of mind wandering research reports data from self-reports through periodical thought probing and performance errors, usually during a sustained attention to response Task (SART; Christoff et al. 2009; Christoff 2012; Hawkins et al. 2019; Boayue et al. 2019). However, the SART is often slow paced and target stimuli are presented infrequently, preventing more fine-grained tracking of ongoing fluctuations in both attention and executive control. Arguably, a more suitable paradigm to investigate executive functioning is the random number generation task (RNGT; Baddeley et al. 1998) as it is assumed that the generation of random sequences of numbers or letters requires highly controlled executive processes that strategically monitor and inhibit habitual tendencies in order to avoid repetition of response patterns (Jahanshahi et al. 2000; Joppich et al. 2004; Jahanshahi et al. 2006; Peters et al. 2007). Indeed, competing processes such as mind wandering or dual task performance result in the reduced ability to produce such random behavior (Teasdale et al. 1995; Boayue et al. 2020). Thus, investigation of the relationships between the degree of sequence randomness and the occurrence of mind wandering episodes has the potential to provide insights into how the mental processes supporting departures from a task-focused state compete with the cognitive resources needed for executive task performance.

Besides monitoring executive function use, findings from several studies suggest trial-to-trial response time variability as a promising and sensitive marker for fluctuations in attentional focus (Bastian and Sackur 2013; Jubera-Garcia et al. 2019; Zanesco et al. 2020), especially when combined with a monotone and simplistic finger-tapping task that facilitates mind wandering (Seli et al. 2013; Kucyi et al. 2017). Building on these findings, Boayue et al. (2020) recently developed a fast-paced paradigm that combines both these aspects of behavior into a finger-tapping random-sequence generation task (FT-RSGT), allowing ongoing assessment of the degree of self-generated randomness as well as behavioral variability at high temporal resolution. In a series of experiments, it was demonstrated that both measures were consistently related to mind wandering in opposite ways: variability in finger-tapping increased whereas sequence randomness decreased prior to self-reports of mind wandering throughout the task.

Similarly, several studies have attempted to identify psychophysiological markers reliably related to an individual’s attentional state. In particular, a growing body of evidence suggests that spontaneous changes in pupil size are linked to dynamic fluctuations between internal versus external attention and awareness (Laeng et al. 2012; Schneider et al. 2016; DiNuzzo et al. 2019). Changes in slowly fluctuating baseline pupil size as well as fast evoked pupillary responses are thought to be modulated by the locus coeruleus–norepinephrinergic system (LC/NE; Aston-Jones and Cohen 2005; Joshi et al. 2016) and have introduced new opportunities to objectively monitor mind wandering and arousal state (Mittner et al. 2014; Unsworth and Robison 2016). However, research on the relationship between mind wandering and tonic pupil size has yielded more inconsistent results as both larger and smaller tonic pupils have been associated with mind wandering (Smallwood et al. 2012; Grandchamp et al. 2014; Konishi et al. 2017; Jubera-Garcia et al. 2019). This is possibly due to differences in task demands and thereby the required levels of vigilance (Unsworth and Robison 2018) or, as proposed in a recent theoretical model, variations in tonic pupil size may reflect qualitatively distinct task-unrelated states (Mittner et al. 2016).

In summary, the DMN, attention and executive control networks, and the LC/NE-system are all implicated in mind wandering but empirical evidence into how these neural systems interact to give rise to mind wandering is only incomplete. Building on previous findings, we aimed to address this by employing an fMRI version of the FT-RSGT that combines experience sampling with objectively defined measures interpreted as indirect markers for changes in ongoing attentional state, including sensitive behavioral indices and pupillometric measures. Following Boayue et al. (2020), we expected increases in the variability of finger-tapping and decreases in the degree of randomness of the tapping-sequence preceding self-reported mind wandering episodes. Furthermore, we aimed to validate that performance of the FT-RSGT indeed relies on executive control processes that are known to be recruited during the original RNGT. To this end, we contrasted brain activation during the generation of random tapping-sequences with a simple alternating finger-tapping task and expected to observe greater activation in frontoparietal regions involved in executive control during random finger-tapping.

Additionally, we explored the pattern of neural activation in relation to both direct and indirect markers of mind wandering by directly assessing the patterns of network-wide activity in the periods preceding experience sampling probes as well as the brain regions that correlated with behavioral performance. In line with a previous finger-tapping study, we expected to observe...
recruitment of ventral and dorsal attention networks and cerebellum when variability in finger-tapping was high and DMN activation when finger-tapping was more stabilized (Kucyi et al. 2017). The degree of sequence randomness was expected to correlate with activity in frontoparietal and sensorimotor areas associated with executive control and self-determined action (Schubert et al. 1998; Jahanshahi et al. 2000). Direct predictions regarding network activation preceding self-reports of mind wandering are less evident considering the contradictory findings in the literature (Christoff et al. 2009; Mittner et al. 2014; Groot, Boayue, et al. 2021), but similar patterns of neural recruitment are expected for direct (self-report) and indirect (objective task performance and pupil dynamics) measures of mind wandering given that these relationships are replicated on the behavioral level. Finally, dynamic changes in tonic and phasic pupil size were assessed and related to self-reported mind wandering throughout the task. Whereas phasic pupil responses to task-related events are generally expected to be smaller during mind wandering due to perceptual decoupling (Smallwood et al. 2011; Unsworth and Robison 2018), the exact relationship with tonic pupil size is less clear. We therefore also investigated the neural substrates of both pupillary components to explore whether the brain regions correlating with changes in tonic and phasic pupil size would demonstrate similarity to the pattern of neural activity associated with mind wandering.

Materials and Methods

Participants

The study was approved by the Ethics Review Board of the Faculty of Social and Behavioral Sciences at the University of Amsterdam. Participants were 27 healthy adult volunteers aged 20–45 years (15 male, mean age = 27.5, SD = 7.2 years) who were recruited from the Amsterdam ultra-high field adult lifespan database (AHEAD; Alkemade et al. 2020). Participants had normal or corrected-to-normal vision, no self-reported (history of) psychiatric or neurological illness, and no contraindications for MRI as assessed with a standard safety questionnaire. To avoid biases in task performance related to individual differences in rhythmic abilities and finger tapping, experienced and (semi-)professional musicians were excluded from the study. Written informed consent was obtained prior to the experiment and participation was compensated with a standard monetary reward of €15 for a total duration of 90 min. All materials, anonymized data, and code are publicly available in an Open Science Framework (OSF) repository (Groot, Csifcsák, et al. 2021).

Finger-Tapping Random-Sequence Generation Task

Participants completed 18 experimental and 9 control blocks of the finger-tapping random-sequence generation task (FT-RSGT; Boayue et al. 2020; Fig. 1) in a pseudorandomized order. Stimuli were presented on a 32 inch BOLD screen using PsychoPy (Peirce 2007). At the start of each block, instructions appeared for 4000 ms at the center of the screen to indicate whether it was an experimental (“RANDOM”) or control (“ALTERNATING”) block. In the alternating task, participants were instructed to simply press the response buttons with their left and right index fingers in an alternating sequence (L-R-L-R-L-R-etc.). In the random task, they were asked to generate a sequence of left and right button presses with maximum unpredictability, or randomness (e.g., L-R-L-L-L-R-etc.). Hence, the two tasks were identical with respect to stimulus presentation and execution of motor responses but differed in the randomness criterion and thus, in the extent to which executive control processes were necessary to maintain performance. The concept of randomness was explained with a coin flip analogy: Similar to flipping a coin, a left versus right button press should occur at equal probability and be independent from past or future button presses. To ensure that participants understood these instructions, they performed a short practice run of the task and answered quiz-questions about the concept of randomness (e.g., “If there have been three right presses, must there always be a left press?”). If mistakes were made, further instructions and practice were provided until the task was mastered.

Throughout the experiment, participants had to synchronize their finger-tapping with an ongoing metronome that was presented as an auditory stimulus (440 Hz pitch for 75 ms) every 750 ms. Previous experiments determined that this pace is optimal for engaging in generating random sequences compared to slower and faster metronomes (Boayue et al. 2020). During finger-tapping, participants fixated on a centered fixation cross that was presented on a gray background while attending to the stimuli through MR-compatible headphones. Every block consisted of 80 stimuli on average (range = 74–87) and ended with a thought probe so that the onsets of thought probes were pseudorandomized to occur between 55.5 and 65.3 s (60 s on average). Thought probes were presented for 6000 ms plus a random jitter between 0 and 1000 ms, formulated as: “Where was your attention (i.e., your thoughts) focused just before this question?”. Responses to the thought probes were ordered on a six-point Likert scale with the following annotations: “clearly on-task,” “partly on-task,” “slightly on-task,” “slightly off-task,” “partly off-task,” and “clearly off-task”. To indicate their answer, participants pressed left and right response buttons to navigate an arrow pointing at the categories. The starting point of the arrow on either extreme end of the Likert scale was randomized across thought probes. Participants were explicitly instructed that “off-task” included all thoughts unrelated to the task, for example, daydreaming, personal memories, or future plans whereas “on-task” referred to task-related thoughts, such as thinking about which button to press.
next or focusing the rhythm of the metronome. The total duration of the task was ∼30 min.

**Acquisition and Preprocessing**

**Behavior**

Two aspects of FT-RSGT performance were assessed. First, behavioral variability (BV) was calculated as the standard deviation of the intertap intervals (ITIs) of the 25 finger-taps preceding each thought probe. No filtering or preprocessing was performed so that missing or double taps per trial were included in the calculation. The raw standard deviations were log-transformed to approximate a normal distribution. Second, the degree of randomness in the self-generated sequence of left and right finger-taps was measured with the approximate entropy (AE) metric (Pincus and Kalman 1997). As the generated sequences during alternating blocks were completely predictable (i.e., AE = 0), AE was calculated only for the random task condition. Specifically, AE quantifies the regularity in a sequence by evaluating the conditional probability that subsequences of length m that are similar remain similar for subsequences augmented by one position (more details on the calculation of AE are in Supplementary Material A). A previous study showed that AE (m = 2) measured in the FT-RSGT correlated with the entropy measure in a keyboard version of the original RNGT, validating its use as an index for executive control (Boayue et al. 2020). AE was calculated for every thought probe across the same preceding 25-tap window and transformed as −ln(ln2 − AE). Both BV and AE were then standardized (Z-scored) across subjects (i.e., the grand mean and standard deviations were used for standardization). The choice of the 25-tap window was decided a priori based on the assumption that mind wandering occurs in slowly fluctuating episodes spanning multiple seconds as well as for ensuring that sufficient data was gathered for reliable calculations of BV and AE. Additionally, previous experiments revealed that BV and AE based on this window size had the strongest relationship with self-reported mind wandering compared to shorter windows (Boayue et al. 2020).

**Pupillometry**

The pupil area of the left eye was concurrently recorded during the fMRI session at a sampling rate of 1000 Hz with the Eyelink 1000 Plus tracking system (SR Research). The pupillometry package (Mittner 2020) was used to determine subject-specific velocity profiles for blink detection based on the algorithms described by Mathôt (2013). Additional parameters were fine-tuned based on visual inspection of individual datasets, including the margin around blink onset and offset for linear interpolation and maximum distance in time between consecutive blinks for merging. Data were then filtered with a zero-phase shift Butterworth low-pass filter at 5 Hz that was set at 3 Hz for 12 datasets and at 2 Hz for three datasets as visual inspection revealed the presence of abundant high-frequency noise in the pupil signal. These steps ensure rigorous and optimized preprocessing of the pupil signal, circumventing artifacts associated with the high inter-individual variability in blinking transients and frequency. However, due to excessive blinking or technical issues with pupil tracking, the quality of six datasets remained inadequate and these subjects were therefore excluded from all further pupillometric analyses.

Selecting specific windows for extracting the mean pupil signal or peak amplitude is complicated in fast-paced task designs due to the build-up of evoked pupil responses that resemble increases in baseline pupil size and therefore contaminate the baseline estimates of subsequent trials. Therefore, to produce more valid estimates of single-trial tonic (baseline) and phasic
(evoked) pupillary dynamics, a recently developed deconvolution-based approach was applied (Mittner 2020). First, the data were downsampled to 250 Hz. Tonic fluctuations were estimated using B-spline basis functions constrained to pass through high prominence troughs in the pupil signal. A second iteration of this estimation, following subtraction of the first tonic estimate as well as modeled pupil–response functions (PRF; Hoeks and Levelt 1993) located at known task events, ensured that the final tonic estimate constituted a smooth curve that remained below the signal on which the phasic pupil responses are superimposed. Single-trial tonic pupil size was then calculated at every stimulus onset. To model phasic pupil responses to task-related events, regressors for every stimulus and tap onset were convolved with the pupil-response function (PRF; $h = t^n e^{-t/t_{\text{max}}}$, where $n = 10$ and $t_{\text{max}} = 900$; Hoeks and Levelt 1993) and fitted with a nonnegative least-squares solver (Lawson and Hanson 1987) to recover the amplitude of phasic responses as estimated $b$ coefficients. However, predictor multicollinearity was observed as stimulus and tap onsets occurred close in time. Therefore, the final single-trial phasic pupil responses were calculated as the sum of $b$ coefficients from all events located within the 200-ms window before and after each stimulus onset. Finally, single-trial tonic and phasic pupil responses were standardized (Z-scored) within subjects to remove incidental differences in absolute pupil size across subjects. More details on the deconvolution-based pupil analysis are described by Mittner (2021), and an implementation is provided in the pupillometry package (Mittner 2020).

**Functional Neuroimaging**

Participants were scanned with a 3Tesla Philips Achieva MRI system with a 32-channel head coil. $T_1$-weighted ($T_1$w) images were acquired with a turbo field-echo (TFE) sequence in 257 sagittal slices (FOV = 256 × 240 × 180 mm $^2$ $[F-H \times A-P \times R-L]$, $TR = 11$ ms, $TE = 5.1$ ms, acquired voxel size = 0.7 × 0.76 × 0.7 mm, reconstructed voxel size = 0.67 × 0.67 × 0.7 mm). Whole-brain functional images were acquired in a single fMRI run with single-shot fast field-echo (FFE) echo-planar imaging (EPI), collecting 56 transverse slices per volume with 0.2 mm slice gap (FOV = 224 × 224 × 123 mm, $TR = 1800$ ms, $TE = 30$ ms, flip angle = 70°, voxel size = 2 mm isotropic). An additional EPI field map with opposite phase-encoding direction was acquired to measure and correct for field distortions.

Imaging data were preprocessed with fMRIPrep v1.1.7 (Esteban et al. 2018) using Nipype v1.1.3 (Gorgolewski et al. 2011). Structural ($T_1$w) images were corrected for intensity non-uniformity with N4BiasFieldCorrection (ANTS v2.2.0; Tustison et al. 2010), skull-stripped with antsBrainExtraction using the OASIS target template, and spatially normalized to the ICBM 152 Nonlinear Asymmetrical template version 2009c (MNI152Nlin2009cAsym; Fonov et al. 2009) using the nonlinear registration tool in antsRegistration (Avants et al. 2008). Brain tissue was segmented in cerebrospinal fluid (CSF), white matter (WM), and gray matter (GM) using FAST (FSL v5.0.9; Zhang et al. 2001). The functional images were corrected for susceptibility distortion with 3dQwarp (AFNI; Cox and Hyde 1997), using a deformation field estimated from the two EPI references with opposing phase-encoding directions. The unwarped BOLD reference based on the estimated susceptibility distortion was then co-registered to the $T_1$w reference with FLIRT (FSL v5.0.9; Jenkinson and Smith 2001) using the boundary-based registration cost-function (Greve and Fischl 2009) and 9 degrees of freedom to account for remaining BOLD distortions. Head-motion parameters (rotation and translation) were estimated with MCFLIRT (FSL v5.0.9; Jenkinson et al. 2002). The preprocessed data were resampled back to native space as well as to standard space (MNIN152Nin2009cAsym template) and smoothed with a 6 mm full-width half-maximum Gaussian kernel using SUSAN (Smith and Brady 1997). All subsequent fMRI analyses were performed on the smoothed preprocessed timeseries in standard space.

**Data Analysis**

### Bayesian Hierarchical Ordered Probit Regression Models

The relationships between self-reported mind wandering, behavioral performance, and pupillary dynamics were assessed with regression models using the thought probe responses from the experimental blocks (random task) of the FT-RSGT as dependent variable. Treating the ordinal probe responses as continuous introduces a range of statistical problems, including poor model fitting, low power, increasing the risk for type I and II errors, and spurious interaction effects (Liddell and Kruschke 2018). To circumvent these issues, we applied Bayesian hierarchical ordered probit regression (Boayue et al. 2019, 2020; Bürkner and Vuorre 2019; Alexandersen et al. 2021) using the brms package (Bayesian Regression Models using Stan; Bürkner 2017). This method models the probability of each discrete point rather than relying on the assumption that the probe responses are normally distributed. In addition, within-subject variability in mind wandering can be taken into account with subject-level random intercepts. As a consequence, probit models are more suitable and sensitive to detect effects in Likert-scale data. For each regression coefficient, we report the posterior mean, its 95% highest-density interval (HDI), and the evidence ratio in favor of a positive (ER$_+$) or negative (ER$_-$) effect. The ER is calculated as the ratio between the probability of the effect being positive divided by the inverse probability of the effect being zero or negative (ER$_+$) or the inverse of that ratio (ER$_-$) and can be interpreted as an odds-ratio. We consider an effect as reliable when the area under the marginal posterior distribution that is larger than zero for ER$_+$ or smaller than zero for ER$_-$ is > 0.95 (corresponding to an ER of 19 and the 95% HDI excluding zero). The models were fitted with four Hamiltonian Monte Carlo (HMC) chains, each with 1000 warm-up and 4000 post warm-up samples.
In the first probit model, the effects of time (probe number), BV, AE, and the BV × AE interaction on 486 thought probe responses (27 subjects × 18 blocks) were modeled. In accordance with our hypotheses, for time, BV, and BV × AE, we evaluated the evidence for the effect to be larger than zero (ER+) and for AE to be smaller than zero (ER−). Similarly, the effects of tonic and phasic pupillary dynamics as well as the tonic × phasic interaction were assessed in addition to time in a second regression model using the 18 random blocks from the 21 subjects with complete pupil datasets. For every thought probe, the extracted single-trial tonic and phasic features were averaged across the preceding 25 trials (18.75 s), ignoring trials with more than 40% missing pupil data. This criterion resulted in exclusion of six thought probes, therefore the model was fitted on 372 thought probe responses in total. The evidence for effects larger than zero (ER+) for tonic pupil size and the tonic phasic interaction and smaller than zero (ER−) for phasic pupil responses was evaluated.

**fMRI Analysis: General Linear Models**

Whole-brain general linear models (GLM) were fitted to the fMRIPrep-preprocessed time series using FSL FEAT (Woolrich et al. 2001) to explore differences in brain activity between the two task conditions and to investigate the role of brain regions involved in mind wandering using 1) experience sampling probes, 2) task performance, and 3) pupillary dynamics. All first-level GLMs included four task-related regressors (left and right finger-taps, metronome stimuli, and thought probe onsets) that were convolved with a double-gamma hemodynamic response function (HRF). In addition, fMRIPrep-derived nuisance regressors calculated for every volume were added, including mean time courses in CSF and WM masks, framewise displacement (FD), six rotation and translation parameters, and discrete-cosine transform (DCT) basis functions to model low-frequency scanner drifts. The modeled data were obtained via ordinary least-squares linear regression. Second-level analyses were performed with FLAME (Beckmann et al. 2003) to obtain group-level parametric contrast maps. Statistical significance of brain areas was evaluated with cluster z-thresholding (Friston et al. 1994). First, a primary voxel-level threshold of z > 2.3 defined clusters of above-threshold voxel activations. Second, a cluster-level threshold of P < 0.05 was applied to eliminate non-significant clusters.

First, we explored the hypothesis that random-sequence generation recruits more widespread executive and attentional networks compared to alternating finger-tapping. In addition to the task-related and nuisance regressors, the occurrence of random and alternating blocks was modeled by two boxcar functions convolved with a double-gamma HRF. In a second model, patterns of brain activity associated with episodes of mind wandering compared to on-task thoughts were investigated by convolving boxcar functions that modeled the 10s intervals preceding off-task versus on-task thought probes (Christoff et al. 2009). To account for individual differences in response tendencies, the six probe response categories were dichotomized using an algorithm that determined subject-specific boundaries, where the split-point for each subject was chosen to set the proportion of off-task versus on-task probes as close to 50% as possible. This approach allowed us to identify potential episodes of mind wandering in subjects that selected only a very narrow range of response categories to reflect their current attentional state, possibly due to some degree of satisficing, primacy, and social desirability biases (Weinstein 2018; Weinstein et al. 2018). For example, if a subject exclusively answered with “clearly on-task” and “partly on-task,” responses in the latter category were labeled as off-task in the analysis. The total proportion of off-task reports was 49% using the split-point algorithm whereas this proportion was 36% when collapsing the first three categories into on-task and the other three into off-task. With the latter approach no significant brain activations preceding off-task reports could be observed. Since the two task conditions were presumed to differ in terms of executive resources necessary for performance and may therefore interact differently with mind wandering, probe regressor functions were created separately for random and alternating blocks.

Third, regressors for task performance were modeled to evaluate brain activity corresponding to increases and decreases in BV and AE. Starting at the 25th trial (metronome onset) per block, BV and AE (random blocks only) were calculated for every single trial based on the preceding 25 finger-taps. To create parametric regressors, single-trial BV and AE were transformed and standardized across subjects before nearest-neighbor interpolation and resampling to the resolution of the fMRI timeseries (Fig. 2). The use of 25-tap sliding windows resulted in smooth and time-lagged regressor functions that did not require additional convolution with a canonical HRF. Our window size of 25 taps was determined a priori based on previous studies on the latency of mind wandering and on-task episodes (Bastian and Sackur 2013; Pelagatti et al. 2020), in order to ensure comparable measures for BV and AE to the behavioral analysis, and considering the slow nature of the physiological BOLD response. In the final GLM, we explored changes in brain activity associated with increases and decreases in tonic and phasic pupillary dynamics. The single-trial tonic and phasic pupil features were interpolated with nearest-neighbor interpolation and resampled to the resolution of the fMRI timeseries (TR). Whereas tonic pupil was already modeled as a smooth and slowly fluctuating signal, phasic responses were convolved with a double-gamma HRF.

For every resulting group-level statistical map we calculated the overlap with the 7-network parcellation (Yeo et al. 2011), the Harvard-Oxford subcortical structural atlas (Harvard Center for Morphometric Analysis),...
and the probabilistic cerebellar atlas (Diedrichsen et al. 2009) in standard MNI152 space. The cortical network parcellation included visual (VIS), somatomotor (SOM), dorsal attention (DAN), salience/ventral attention (VAN), limbic (LIM), control (CON), and default mode (DMN) networks. The subcortical parcellation consisted of thalamic nuclei, striatum, pallidum, hippocampus, amygdala, nucleus accumbens, and brainstem and were combined into a general subcortical mask for calculating the total percentage overlap and illustration purposes. All three atlases were resampled to the resolution of the functional timeseries using nearest-neighbor interpolation and binarized. The percentage of voxels in the statistical contrast maps that overlapped with each of the binarized atlases was then calculated, ignoring above-threshold voxel clusters that were located in cerebral white matter. Therefore, regardless of the size of significant clusters, every contrast map was always fully accounted for by the parcellation.

Results
Effects of Task Condition on Mind Wandering Reports and Performance
In total, 36% of probe responses were in one of the three off-task categories. The mean probe response given by participants was 2.89 (SD = 1.46, median = 3) on the six-point Likert-scale, demonstrating that participants reported that their thoughts were more often focused on performing the task rather than being engaged in mind wandering. Indeed, five subjects never reported that their thoughts were in any of the three off-task categories. There was no significant difference in mind wandering propensity between the random (M = 2.86, SD = 0.95) and alternating task conditions (M = 2.93, SD = 1.14, t(26) = −0.53, P = 0.602). Mean behavioral variability was, however, significantly higher during random (M = 0.11, SD = 0.57) compared to alternating finger-tapping (M = −0.07, SD = 0.53, t(26) = 3.30, P < 0.01) suggesting that the additional task of generating random sequences interfered with maintaining synchronized motor responses to the externally cued rhythm.

Task Performance and Pupil Dynamics Relate to Mind Wandering Reports
The unadjusted Bayesian $R^2$ for the first probit model was 0.56 [0.52, 0.59]. In line with expectations, the coefficients for time ($b$ = 0.09 [0.07, 0.11], ER$_+$ = $\infty$), BV ($b$ = 0.33 [0.21, 0.45], ER$_+$ = $\infty$), and BV $\times$ AE ($b$ = 0.07 [−0.05, 0.17], ER$_+$ = 7.18) were positive whereas the coefficient for AE ($b$ = −0.09 [−0.20, 0.02], ER$_-$ = 18.61) was negative. Thus, mind wandering self-reports were more frequent as the task progressed and were preceded by increases in tapping variability and decreases in self-generated sequence randomness although the HDI of the latter coefficient did not exclude zero. The direction of the BV $\times$ AE interaction suggests that the relationship between BV and mind wandering was stronger at high levels of AE and weaker (but still positive) at low levels of AE. However, the HDI of this effect included zero, warranting a cautious interpretation of this result. Since BV was significantly higher in the random task, we assessed whether task condition modulated the relationship between BV and mind wandering. We performed a probit model with a BV $\times$ task interaction ($b$ = −0.04 [−0.21, 0.14], ER$_-$ = 1.98), which indicated that the observed positive relationship between BV and mind wandering was independent from task condition.

For the probit model including pupil regressors, the unadjusted Bayesian $R^2$ was 0.53 [0.47, 0.57]. The positive
**Random Sequence Generation Recruits Executive and Attentional Networks**

When contrasted with random-sequence generation, we observed that alternating finger-tapping was associated with localized activity in the posterior cingulate cortex/precuneus and left angular gyrus, both regions that are core nodes of the DMN. In line with our hypothesis, the generation of random tapping sequences instead revealed widespread recruitment of cortical areas generally attributed to attention and executive control networks, including the superior parietal lobe, intraparietal sulcus, primary motor cortex, and dorsolateral prefrontal cortex of the right hemisphere as well as bilateral anterior insula, bilateral medial supplementary motor areas, and bilateral anterior and posterior parts of the cerebellum (Fig. 3, Supplementary Material B). Together, these results provide evidence that the two tasks are qualitatively different regarding the cognitive resources necessary for performance and that random-sequence generation during the FT-RSGT requires the recruitment of brain regions associated with executive functioning.

**Mind Wandering Signatures Diverge for Direct versus Indirect Markers**

Contrary to previous findings, brain activations directly preceding self-reports of mind wandering when contrasted with on-task reports could not be localized to the known cortical nodes of either the DMN or FPC-N/DAN. Instead, we observed clusters of brain activation associated with mind wandering in visual, cerebellar, and subcortical areas that could be distinguished between the two task conditions. Specifically, mind wandering in the alternating task was preceded by activity in the left inferior occipital gyrus, temporal subgyral white matter (not plotted on the surface mesh), and parts of the bilateral anterior and posterior cerebellum, whereas mind wandering during the random task was associated with greater activity in the right striatum (Fig. 4A, Supplementary Material B). To test whether these results were influenced by the selection of the selected data window, the same analysis was performed using 18 s preprobe intervals which resulted in similar activation patterns. In addition, the analysis was repeated combining both task conditions to assess whether separation of the tasks influenced the observed neural correlates of mind wandering. Across tasks, we observed significant activation mainly in the right striatum preceding mind wandering reports when contrasted to on-task reports (Supplementary Material C), showing high overlap (Dice similarity coefficient = 0.68) with the activations preceding mind wandering in the random task condition.

Next, we assessed patterns of neural activity corresponding to variability in finger-tapping (Fig. 4B, Supplementary Material B) and obtained strikingly similar results as reported in a previous rhythmic finger-tapping
study (Kucyi et al. 2017). Increases in finger-tapping variability were correlated with activity in dorsal and ventral attention networks, including the superior parietal lobes, supramarginal gyri, posterior middle temporal gyri, anterior insula, midcingulate cortices, precuneus, lingual gyri of both hemispheres, and bilateral anterior cerebellum. Furthermore, less variable finger-tapping and thus more optimized task performance was associated with greater activity in left superior frontal gyrus, bilateral anterior cingulate cortex, and bilateral ventromedial prefrontal cortex, thereby mostly mapping to the DMN.

Similarly, we observed correlated neural activity in the expected frontoparietal regions for increases in the degree of randomness in the tapping-sequence as

Figure 4. (A) Active brain regions preceding mind wandering reports during the alternating (left) and random (middle) task conditions. (B) Regions correlating with increases (left) and decreases (middle) in behavioral variability. (C) Regions correlating with increases (left) and decreases (middle) in approximate entropy (right). Percentage of contrast maps that overlap with a 7-network cortical, subcortical, and cerebellar parcellation. IOG = inferior occipital gyrus; STR = striatum; SPL = superior parietal lobe; SMG = supramarginal gyrus; MTG = middle temporal gyrus; aINS = anterior insula; SFG = superior frontal gyrus; ACC = anterior cingulate cortex; vmPFC = ventromedial prefrontal cortex; MFG = middle frontal gyrus; IPS = intraparietal sulcus; SOG = superior occipital gyrus; ITG = inferior temporal gyrus; SMA = supplementary motor area; SUB = subcortex; CBM = cerebellum (reproduced from Groot, Csifcsák, et al. 2021).
quantified with AE, namely within the right intraparietal sulcus, right posterior middle frontal gyrus, and left medial supplementary motor area, thus showing a similar pattern of neural network recruitment as observed for the random task condition in general. Decreases in AE, signaling decrements in task performance, were instead associated with the left inferior temporal sulcus (poorly visible on the plotted surface mesh) and the superior and inferior occipital gyri of the left hemisphere (Fig. 4C). Similar results were obtained when the analyses were performed using 20-tap and 10-tap sliding windows for BV and AE regressor calculation, indicating that the observed patterns of neural activation are robust against changes in this analysis parameter.

**Pupillary Dynamics Map to Subcortical and Visual Cortical Areas**

Positive correlations with tonic pupil size were observed almost exclusively in subcortical and cerebellar areas, including the thalamus, internal capsule, and intralobular cortex of both hemispheres as well as the right hippocampus. In addition, a large brainstem cluster covered the locus coeruleus, substantia nigra, and subthalamic and ventral tegmental nuclei. Furthermore, widespread cerebellar activation was observed in the anterior and posterior lobes and dentate nuclei. Interestingly, brain regions that negatively correlated with tonic pupil size largely overlapped with visual and somatomotor cortical network parcellations, including the primary somatosensory cortices, superior frontal gyri, medial primary motor cortices, lateral occipital cortices, superior temporal gyri, hippocampal areas, and cuneal cortices of both hemispheres in addition to the left middle temporal gyrus and right fusiform gyrus (Fig. 5A, Supplementary Material B). In contrast, activity in brain regions that corresponded with changes in phasic pupil responses to task-related events was less extensive and more posteriorly localized. Specifically, larger phasic pupil responses were associated with greater activity in the left lingual gyrus, whereas smaller phasic pupil responses were associated with activation of the left superior temporal gyrus (poorly visible on the surface mesh), right inferior occipital gyrus, and bilateral superior occipital gyri (Fig. 5B).

**Discussion**

To disentangle the complex interplay between mind wandering, executive functions, and behavior, we employed an fMRI version of a recently developed finger-tapping random-sequence generation task (FT-RSGT). This novel paradigm allows assessment of ongoing fluctuations in task-related and task-unrelated attentional states through self-reports and sensitive indices of task performance at high temporal resolution. Concurrent fMRI and pupillometric measures were used to investigate the neural substrates of direct and indirect markers of mind wandering.

Participants completed interleaved blocks of two different finger-tapping tasks, one where they performed alternating sequences and one that required randomized responding, that were otherwise identical in terms of stimulus presentation, task pacing, and thought probe frequency. We therefore hypothesized that the difference in neural recruitment between the two tasks should be mainly reflected in the activation of brain regions associated with executive functioning. Indeed, our results demonstrate greater involvement of attention and executive control networks during the generation of random sequences compared to alternating finger-tapping. Specifically, activation was localized in brain regions previously implicated in random number generation, including the right superior parietal lobe and intraparietal sulcus, primary and supplementary motor areas, right dorsolateral prefrontal cortex (DLPFC), anterior insula, and cerebellum (Mattay et al. 1998; Jahanshahi et al. 2000; Gountouna et al. 2010). The DLPFC has been proposed to play an especially important role in the suppression of repetition in response patterns (Jahanshahi et al. 1998; Jahanshahi et al. 2000; Joppich et al. 2004; Capone et al. 2014) and is a major node in the frontoparietal control network (FPCN) that is typically associated with strategic planning and goal-directed cognition. Thus, the coordinated activity of the DLPFC together with somatomotor areas, insula, and cerebellum likely orchestrates the complex behavior required for this task, including the evaluation and selection of spatiotemporal motor actions, suppression of sequence reiterations, and synchronization of responses to an externally-cued rhythm.

In addition, we observed a similar pattern of frontoparietal cortical activation associated with increases in sequence randomness, including the right intraparietal sulcus, right posterior middle frontal gyrus, and left medial supplementary motor area. This is consistent with an early study employing a finger-tapping task combined with random sequence generation (Schubert et al. 1998) and suggests that these regions are especially important for self-determined action planning and execution. In particular, the intraparietal sulcus has been argued to serve important integrative functions of sensorimotor information required to monitor the ongoing movement sequence and adapt new movements according to the randomness criterion (Schubert et al. 1998; Tanabe et al. 2005). However, the absence of correlated activity in the DLPFC with sequence randomness was surprising given previous findings (Jahanshahi et al. 2000; Joppich et al. 2004). Interestingly, a recent study reported a similar dissociation as anodal tDCS of the left DLPFC failed to modulate sequence randomness as measured with approximate entropy (Boayue et al. 2020). Since we did not find evidence for a difference in mind wandering propensity between the two tasks, it is possible that the DLPFC is not necessary for the optimization of sequence entropy but is rather involved in the task-specific coordination and distribution of executive control processes.
that may also periodically engage in task-unrelated processes such as mind wandering. This interpretation is in line with the proposed role of the dlPFC in context regulation (Turnbull et al. 2019) and conforms to the observation that anodal tDCS of the dlPFC reduced involuntary shifts in task-unrelated attention (Boayue et al. 2020).

Decreases in randomness, as would be expected to occur when thoughts drift away from the task as subjects engage in mind wandering, were instead associated with activity in the left inferior temporal sulcus and left superior and inferior occipital gyri. Although these regions are not typically associated with decrements in task performance, a large-scale meta-analysis (Spreng et al. 2002) reported that the left inferior temporal sulcus is often associated with autobiographical memory retrieval and default mode functions. However, the ordinal regression analysis did not reveal a clear relationship between approximate entropy of the tapping-sequence and mind wandering, suggesting that mind wandering was less detrimental to this aspect of task performance compared to the maintenance of synchronized finger-tapping to the metronome as reflected in the strong relationship with behavioral variability. As we also observed generally higher tapping variability during the random task, participants were possibly more strongly engaged in maintaining task performance by optimizing sequence randomness, leading to the deterioration of tapping rhythmicity.

When executive task demands were low and participants were required to simply produce an alternating finger-tapping sequence, greater activity was observed in the core nodes of the DMN, namely the posterior cingulate cortex/precuneus and left angular gyrus. Given the context-regulation hypothesis, which states that the propensity to mind wander is adaptively adjusted to environmental demands (Smallwood and Andrews-Hanna 2013), it is conceivable that the less effortful alternating finger-tapping task, as opposed to random sequence-generation, was more facilitative of mind wandering as reflected in greater DMN activation (Mason et al. 2007). However, as we failed to observe activation of the DMN
directly preceding self-reports of mind wandering, or any difference in mind wandering propensity between the two tasks, an alternative explanation may be that DMN recruitment rather indicated a greater reliance on automated behavior (Shamloo and Helie 2016; Scheibner et al. 2017; Vatansever et al. 2015). This explanation is in line with our observation of correlated activity in the DMN (ventromedial prefrontal cortex and left superior frontal gyrus) when the rhythm of finger-tapping was more synchronized with the metronome, which is in agreement with previous findings characterizing stable or “in-the-zone” behavior (Esterman et al. 2013, 2014; Kucyi et al. 2016; Kucyi et al. 2017; Yamashita et al. 2020). Together, these results suggest that automatic and repetitive behavior that is considered less effortful might be governed by the DMN and fluctuations in behavioral variability may provide a sensitive marker for changes in attention as reflected in neural correlates of attention rather than sensorimotor networks. Furthermore, increases in finger-tapping variability were predictive of self-reported mind wandering episodes throughout the task, highlighting the robustness of this relationship across different tasks and studies (Bastian and Sackur 2013; Hawkins et al. 2019; Boayue et al. 2020) and additionally substantiating behavioral variability as a sensitive marker for departures from task-focused attention.

We did not observe a difference in mind wandering propensity between the two task conditions, which is surprising given previous studies demonstrating an effect of task difficulty on mind wandering (Seli, Konishi, et al. 2018; Brosowsky et al. 2021). One possible explanation as to why levels of mind wandering during the less demanding alternating finger-tapping task were similar to those during the random task is that exposure to the former, easier task was limited. Specifically, alternating blocks composed only one-third of the experiment and were pseudo-randomized, making it unlikely for two alternating blocks to occur sequentially. Therefore, occasional periods of 1-min lasting alternating finger-tapping were possibly not long enough to induce significantly more mind wandering, resulting in comparable levels of mind wandering between the two tasks.

Contrary to expectations, the patterns of neural recruitment directly preceding mind wandering self-reports and during periods of increased tapping variability did not converge. However, the observed divergence in our study is less surprising given the results of a previous study employing a continuous performance task (Kucyi et al. 2016), in which the authors demonstrated greater activation of the DMN in relation to self-reported mind wandering as well as stable performance even though mind wandering was preceded by increases in response variability. Combined with our results, these findings suggest a certain level of independence in the relationships between the DMN and mind wandering on the one hand, and between the DMN and behavioral variability on the other. Although the authors of that study report DMN activation prior to mind wandering, our results failed to show such a relationship. Instead, we observed that mind wandering self-reports were preceded by local activation of the left inferior occipital gyrus and cerebellum during the alternating task and the right striatum during the random task. Regardless of the discrepancy with the neural recruitment during task performance, these results are puzzling on their own as they strongly deviate from the neural regions typically associated with mind wandering and spontaneous thought (Christoff et al. 2009; Fox et al. 2015). However, several studies indicate that cerebellar regions are functionally connected to cortical intrinsic connectivity networks, including the DMN (Habas et al. 2009; Buckner et al. 2011; Vatansever et al. 2015; Habas 2021), revealing a role for the cerebellum in cognition. In addition, earlier findings are suggestive of a role for the striatum in brain state maintenance through connections with the insula in order to sustain mind wandering episodes (Tang et al. 2012; Chou et al. 2017) and a recent study reported the thalamus and basal forebrain as subcortical nodes of the DMN (Alves et al. 2019). Furthermore, a recent study analyzing the dynamics within and between large-scale networks observed that mind wandering interacted with changes in the segregation and integration of visual and subcortical networks (Zuberer et al. 2021). Specifically, mind wandering was associated with higher levels of integration of the visual network compared to optimal sustained attention, whereas the subcortical network showed stronger segregation, suggesting that visual and subcortical system dynamics are sensitive to perturbations from mind wandering. Hence, although the role of cerebellar and subcortical regions and cortico-subcortical network interactions in mind wandering is currently understudied, these findings warrant consideration for future research.

It should be noted that there exists a large heterogeneity in the design and the direct or indirect measurement of mind wandering across previous studies and different forms of mind wandering or spontaneous thought can be discerned based on their neural correlates (Fox et al. 2015). In addition, some researchers have proposed a distinction between stimulus-independent versus stimulus-oriented mind wandering (Gilbert et al. 2007; Maillet et al. 2017), a dimension that cannot be directly investigated in most continuous performance and sustained attention tasks that implement ongoing stimulus delivery. Instead, the FT-RSST can be considered mostly a stimulus-independent paradigm and thus task performance in general relies more prominently on internal representations. An intriguing speculation arising from these considerations is that network configurations supporting such representations might be similar for task-related and task-unrelated processes, which would explain the absence in neural contrast. Alternatively, the divergence in brain activation identified through direct (self-report) versus indirect (objective) measures may arise from the difference in how they relate to its heterogeneous phenomenological aspects. For example,
experience sampling may capture a wide variety of types of spontaneous thought, including episodes that are brief versus prolonged, aware versus unaware, and deliberate versus involuntary. Indeed, there is evidence that the spontaneous generation of mind wandering and its subjective experience are separable components (Smallwood et al. 2007) that can also be distinguished on the neural level (Christoff et al. 2009). In contrast, indices of objective performance may consistently “catch” a distinct and uniform aspect of mind wandering, such as its depth or intensity. As there is evidence that mind wandering without meta-awareness is more disruptive of task performance (Smallwood et al. 2007, 2008), increases in behavioral variability may especially reflect deep and unaware episodes of task disengagement. Future studies are necessary to further investigate these hypotheses.

Finally, we investigated the neural correlates of changes in slowly-fluctuating pupil dilations and constrictions as well as changes in the amplitude of evoked transient responses to task-related events as derivatives of tonic and phasic LC/NE dynamics, respectively (Aston-Jones and Cohen 2005). In agreement with previous reports, spontaneous tonic pupil dilations were correlated with activity in occipito-temporal regions, thalamus, brainstem, and cerebellum, whereas negative correlations were observed within widespread visual and somatomotor cortical areas (Murphy et al. 2014; Yellin et al. 2015; Schneider et al. 2016; DiNuzzo et al. 2019). Especially, the involvement of the LC and thalamus is unsurprising given their known role as drivers of cortical arousal and neural gain that is necessary for optimized task performance (Aston-Jones et al. 1991; Aston-Jones and Cohen 2005; Saper et al. 2005) as well as the proposed role of the thalamus in orchestrating attentional switches between internally versus externally-directed awareness (Wang et al. 2014; Cunningham et al. 2016; Sweeney-Reed et al. 2017) and directing attention to episodic memories (Leszczynski and Staudigl 2016). In addition, the somatosensory cortices have been previously associated with spontaneous thought (Fox et al. 2015) as well as visual imagery and thoughts relating to body-centered information during mind wandering (Delamillieure et al. 2010; Fox et al. 2013). As tonic pupil size was negatively related to self-reported mind wandering, the observed activation of somatosensory cortices in association with tonic pupil constriction could therefore reflect involvement in mind wandering episodes.

Interestingly, occipital activation was frequently either directly or indirectly associated with mind wandering, including when sequence randomness decreased (left superior and inferior occipital gyrus), during tonic (lateral occipital cortices) and phasic (right inferior and bilateral superior occipital gyrus) pupil constriction, and preceding mind wandering reports in the alternating task (left inferior occipital gyrus), possibly suggesting similar underlying cognitive states. It has been argued that through cortical feedback mechanisms, the occipital cortex may play a role in cognition independent from perceptual input, such as internal visual representations that transpire during mental imagery and mind wandering (Kosslyn et al. 2001; Petro et al. 2016). Together with previous work, these findings provide important insights into how tonic and phasic pupil dynamics may operate as indicators of task-unrelated mental states such as mind wandering (Mittner et al. 2016; Konishi et al. 2017; Unsworth and Robison 2018; Groot, Boayue, et al. 2021). The ordinal regression analysis furthermore revealed a significant interaction between the two pupil components, suggesting that phasic responses only demonstrate a negative relationship with mind wandering when tonic pupil size is increased. This is in line with a recently proposed model of mind wandering based on the adaptive gain theory (Mittner et al. 2016), which poses that two distinct task-unrelated states (“active mind wandering” and “off-focus”) are distinguishable based the level of tonic NE. Specifically, active mind wandering is characterized by similar tonic levels as the on-task state reflecting optimal neural gain and arousal, whereas the off-focus state represents an exploratory mode during which brain networks reconfigure to select relevant behavioral goals. If we assume that participants had generally low levels of arousal and vigilance during the FT-RSGT, the observed high levels of tonic pupil size could possibly reflect optimal levels of tonic NE, during which the amplitude of phasic responses maximally discriminate between active mind wandering (low phasic responses indicate task disengagement and perceptual decoupling) and on-task (high phasic responses reflect task-focused attention).

In summary, we demonstrated that the FT-RSGT relies on the recruitment of attentional and executive control networks, providing evidence for our hypothesis that the generation of random as opposed to alternating finger-tapping sequences requires the use of executive resources. Secondly, we observed positive significant relationships between self-reported episodes of mind wandering and time-on-task as well as behavioral variability, replicating earlier findings and validating the use of this task as an fMRI paradigm (Boayue et al. 2020). Finally, we replicated at least partially the neural correlates of indirect markers of mind wandering and arousal state using sensitive indices of behavioral performance and pupillometric measures as derivatives for LC/NE functioning. In contrast, neither the previously reported cortical networks underlying mind wandering, nor the activation patterns associated with task performance could be observed in the neural contrasts preceding thought probes, suggesting a dissociation between indirect and direct (subjective) measures that may underlie the vulnerability of thought probing for disentangling the neural underpinning of this heterogeneous mental state. Together, our results add to the growing body of work to better understand the mechanisms of ongoing fluctuations in attention and various markers of mind wandering.
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Abstract

Decades of research have greatly improved our understanding of human brain organization in terms of intrinsic connectivity networks and the transmodal hubs within the cortex at which they converge. However, subcortical substrates of multi-network integration remain mostly uncharted. In this study, we exploited recent advances in subcortical imaging and atlasing by combining state-of-the-art subcortical parcellations with ultra-high field imaging optimized for the subcortex to investigate the functional architecture of a large set of subcortical nuclei using a data-driven, multivariate analysis approach. We revealed an intricate system of signal repetitions, or echoes, from multiple intrinsic connectivity networks that indicates a functionally heterogeneous organization supportive of large-scale network convergence within various subcortical structures. Diversified network affiliations were especially prominent within the thalamus, striatum, claustrum, and hippocampus. Whereas subsignals within the globus pallidus externa, subsantia nigra, and ventral tegmental area also correlated with widely distributed functional networks, other structures including the subthalamic nucleus, red nucleus, and locus coeruleus demonstrated a stronger local connectivity profile indicative of more segregated functional processing. With these results, we present new evidence for the subcortical contributions to systems-level information integration, emphasizing the importance of regions beyond associative cortex for global brain communication.

Keywords: resting-state, 7 Tesla, functional connectivity, dual regression, network integration
Introduction

A large body of neuroscientific research in the past decades has focused on the description of the macroscopic organization of the human brain in terms of intrinsic functional connectivity and its role in orchestrating cognitive processes and behavior (Damoiseaux et al 2006; Liégeois et al 2019; Lee et al 2019). The integration of distributed, functionally specialized networks is thought to be essential, especially for higher-level cognition and consciousness (Senden et al 2014; Bell and Shine 2016). Using a variety of methods, specific sites for large-scale network convergence were identified in the posterior cingulate cortex/precuneus (PCC), anterior cingulate cortex (ACC), temporo-parietal junction (TPJ), and the posterior parietal and superior frontal cortices (Tomasi and Volkow 2011; Bell and Shine 2015; Lyu et al 2021), revealing an ensemble, or ‘rich-club’ of transmodal cortical regions that enable efficient global communication (Van der Heuvel and Sporns 2011; Grayson et al 2014).

Braga and Leech (2015) argued that brain regions facilitating cross-network information integration should feature signal repetitions or ‘echoes’ of multiple networks within its local, subregional functional architecture. Using resting-state functional magnetic resonance imaging (rs-fMRI), they performed a data-driven multivariate analysis for separating the mixture of neural signals within a predefined region (Leech et al 2012; Braga et al 2013). Importantly, by controlling for the multiple subsignals when estimating their whole-brain functional connectivity (FC), they uncovered a more subtle subregional topography beyond the region’s global connectivity profile. For example, Leech et al (2012) observed echoes of different functional networks within separate, but spatially overlapping subregions of the PCC that were concealed by its principal connection with the default mode network in a univariate FC analysis. Furthermore, this characteristic was specific to the PCC and other transmodal cortical areas (Braga et al 2013), demonstrating sensitivity of this method to detect varying degrees of functional heterogeneity.

Although previous work has provided important insights into the mechanisms of network integration, the vast majority of studies have followed a corticocentric view and neglected the potential prominent role that subcortical structures may have in whole-brain communication (Bell and Shine 2016; Forstmann et al 2017; Ji et al 2019; Tian et al 2020). The subcortex contains highly diverse and densely packed grey matter nuclei that are challenging to visualize with conventional MRI due to their small size, varied magnetic tissue properties (due to e.g., iron or neuromelanin content), and generally weaker signal-to-noise ratio (SNR) compared to the cortex (De Hollander et al 2017; Keuken et al 2018a). As a result, many subcortical structures remain underrepresented in functional imaging studies of human cognitive phenomena, reflecting a knowledge gap in brain structure-function mappings (Keuken et al 2018b).
Intriguingly, the subcortex is anatomically well-positioned to support information convergence through widely distributed cortical projections and extensive reciprocal connections embedded in cortico-subcortical circuit loops (Haber 2003), and several rs-fMRI studies have observed intrinsic FC between thalamic, midbrain, and basal ganglia nodes and the default mode network (e.g., Lee et al 2018; Ji et al 2019; Li et al 2021). The thalamus and striatum are larger subcortical structures that are centrally located within a macrocircuitry linking neuromodulatory systems with sensorimotor, limbic, and associative information. Consequently, they have received a comparatively high amount of attention across different studies, leading to their recognition as subcortical hubs (e.g., Jarbo and Verstynen 2015; Bell and Shine 2016; Keuken et al 2018b; Seitzman et al 2020; Greene et al 2020). For example, using co-clustering connectional topography, Cheng and Liu (2021) showed an optimal partitioning of the thalamus into five subdivisions, each with connections to well-established brain networks. In another study, graph theory analyses indicated properties of thalamic nuclei that supported integration of diverse functional networks and multimodal cognitive processing (Hwang et al 2017). Similarly, consistent with anatomical tracing studies, distinct cortical zones were identified within the striatum using rs-fMRI (Choi et al 2012).

In addition, there is evidence that other structures outside the neocortex, including the hippocampus, amygdala, claustrum, and cerebellum, are affiliated with multiple functional networks, suggesting involvement in systems-level communication beyond local functional couplings within more segregated communities (Tomasi and Volkow 2011; Van der Heuvel and Sporns 2011; Bell and Shine 2015; Blessing et al 2016; Krimmel et al 2019; Sylvester et al 2020). Intrinsic connectivity was also observed between midbrain and brainstem nuclei and widespread functional networks, including the default mode and executive control networks (Bär et al 2016), implying the involvement of structures driving the main dopaminergic and noradrenergic modulatory systems in integrative processing and cognition (Liu et al 2017; De Gee 2017; Zhang et al 2016).

Together, these results are promising and advance the field toward a better understanding of subcortical functional architecture. However, direct empirical evidence for the role of many subcortical structures in large-scale network integration is scarce and not all preliminary findings converge. For example, Bär et al (2016) showed that locus coeruleus (LC) connectivity to the default mode network disappeared when controlling for adjacent neural signals and that hub-like features of midbrain nuclei were not supported by a graph theory analysis. Furthermore, the majority of human imaging studies were performed with 3 Tesla fMRI, limiting the resolution needed to resolve small subcortical structures (Forstmann et al 2017). In addition, data are often subjected to spatial smoothing (5-8mm smoothing kernels), further limiting the spatial resolution and increasing the risk of signal blurring and misattribution of signals to nearby areas, especially in the subcortex (De Hollander et al 2015). Due to these shortcomings, the precise architecture of systems-level integration across distributed and
functionally diverse cortico-subcortical brain networks remains poorly understood. Charting the pattern of large-scale network echoes within the subcortex may provide a compelling approach to accomplish new insights into the subcortical contributions to whole-brain communication and higher-level cognition. Furthermore, comprehensive knowledge of subcortical functional architecture may be vital for improving disease models given that dysfunction of subcortical structures is heavily implicated in a wide range of neurological and psychiatric diseases. For example, deep brain stimulation (DBS) of subcortical nuclei has variable clinical outcomes and frequent side-effects (Odekerken et al 2013; Zarzycki and Domitrz 2020), which are likely to improve with optimized target selection based on more precise information regarding subregional functional sites within the subcortex.

In this study, we aim to investigate the functional heterogeneity of a wide range of subcortical structures by quantifying the existence of signal echoes from distributed functional networks, using a data-driven, multivariate analysis approach (Braga et al 2013). Specifically, we aim to assess the independent connectivity profiles of functional subdivisions within subcortical regions that are likely hidden in previous univariate analyses. We expect that subcortical structures involved in multi-network integration show a complex connectivity pattern reflected by affiliations with different intrinsic connectivity networks. We address this research question with an rs-fMRI protocol at 7T tailored to subcortical imaging and parcellations of fourteen regions of interest, including the thalamus, striatum, globus pallidus externa, globus pallidus interna, subthalamic nucleus, claustrum, hippocampus, amygdala, substantia nigra, red nucleus, ventral tegmental area, locus coeruleus, periaqueductal grey, and pedunculopontine nucleus. To validate our novel results for the subcortex, we additionally assessed if we could reproduce the previously reported pattern of network echoes within the PCC, medial prefrontal cortex (mPFC), and visual cortex (Braga et al 2013). Filling the persistent subcortical knowledge gap in large-scale network dynamics, we draw on recent advances in sensitive functional neuroimaging at ultra-high resolution (Miletic et al 2020) and automated parcellation algorithms for the subcortex (Bazin et al 2020), making the current study both timely and warranted.
Methods

Overview

Figure 1 provides an overview of our ‘echo’ analysis, extending the approach of Leech et al (2012) and Braga et al (2013) to the subcortex. This analysis approach allowed us to identify regions in the subcortex that have the potential to facilitate functional network integration. Forty healthy adults underwent two 15-minute runs of whole-brain resting-state fMRI at 7T with a spatial resolution of 1.5mm isotropic. Resting-state data were pre-processed with fMRIPrep, smoothed with a Gaussian kernel with a full-width half maximum of 1.5mm, denoised in a general linear model with a series of nuisance regressors, and registered to standard MNI2009c space. Fourteen subcortical regions of interest (ROIs) were defined using open-source atlases (Table 1, Figure 2a). Multivariate decomposition using canonical independent component analysis (canICA) was performed to separate the mixture of neural signals and obtain 10 spatiotemporal independent subregions within each ROI. The whole-brain FC of each subregion was then assessed with dual regression, by estimating the unique contribution of each subregion’s timecourse while controlling for the variance in the remaining timecourses. To quantify the presence of signal echoes from distributed resting-state networks within subregions, the 10 FC maps for each ROI were spatially correlated with 16 data-driven reference networks extracted from a whole-brain canICA on the resting-state timeseries. All unthresholded group-level spatial maps from the canICA and dual regression analyses are available in an Open Science Framework repository at: https://osf.io/wt3uc.

Participants

The study was approved by the Ethics Review Board of the University of Amsterdam and the Regional Committees for Medical and Health Research Ethics in Norway. Forty healthy adults between 19 and 39 years old (21 female, mean age=26.5, SD=5.5 years) were recruited from the general population in Norway and screened for MRI compatibility as part of a multi-session 7T study. Exclusion criteria were self-reported (history of) neurological or psychiatric disease, impaired vision, or any contra-indications for MRI at 7T such as metal implants. Written informed consent was obtained prior to data collection. The resting-state data used in this study were collected together with anatomical scans during the first session, lasting approximately 60 minutes in total. Materials and code used in this study are publicly available at an Open Science Framework repository at https://osf.io/wt3uc.
**Figure 1.** Overview of the data analysis.

### Table 1. Parcellation details for regions of interest.

<table>
<thead>
<tr>
<th>Region of interest</th>
<th>$N$ voxels</th>
<th>Mean (SD) tSNR</th>
<th>Source*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forebrain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thalamus</td>
<td>Tha 6 130</td>
<td>47.94 (6.31)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Striatum</td>
<td>Str 8 552</td>
<td>52.17 (8.11)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Globus pallidus externa</td>
<td>GPe 1 241</td>
<td>35.44 (5.58)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Globus pallidus interna</td>
<td>GPi 453</td>
<td>34.18 (4.39)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Subthalamic nucleus</td>
<td>STN 93</td>
<td>32.30 (4.25)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Claustrum</td>
<td>CI 683</td>
<td>59.12 (4.71)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Hippocampus</td>
<td>HPC 2 894</td>
<td>37.84 (10.44)</td>
<td>17-network cortical parcellation</td>
</tr>
<tr>
<td>Amygdala</td>
<td>Amg 1 063</td>
<td>39.89 (7.22)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Midbrain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Substantia nigra</td>
<td>SN 481</td>
<td>31.51 (5.32)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Red nucleus</td>
<td>RN 232</td>
<td>33.75 (3.05)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Ventral tegmental area</td>
<td>VTA 220</td>
<td>37.68 (3.05)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Periaqueductal grey</td>
<td>PAG 198</td>
<td>32.37 (10.56)</td>
<td>MASSP</td>
</tr>
<tr>
<td>Brainstem</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Locus coerulesus</td>
<td>LC 98</td>
<td>39.01 (7.31)</td>
<td>7T Probabilistic LC Atlas</td>
</tr>
<tr>
<td>Pedunculopontine nucleus</td>
<td>PPN 135</td>
<td>40.00 (3.29)</td>
<td>MASSP</td>
</tr>
</tbody>
</table>

**Data acquisition and preprocessing**

Neuroimaging data were collected with a Siemens MAGNETOM Terra 7Tesla system with a 32-channel phased-array head coil. Structural images were obtained with a MP2RAGE sequence (Marques et al 2010) in 224 sagittal slices at 0.75mm isotropic voxel resolution (TR=4300ms; TI1,2=840, 2370ms; flip-angles1,2=5, 6°; TE=1.99ms; FOV=240×240×168mm). Functional images were acquired during two runs of 15 minutes eyes-open wakeful rest (fixation on centered cross) using a gradient echo echo-planar imaging (EPI) sequence with a voxel resolution of 1.5mm isotropic (82 transverse slices per volume; TR=1380ms; TE=14ms; flip-angle=60°; in-plane acceleration factor (GRAPPA)=3; multiband acceleration factor=2; partial Fourier=6/8). An additional EPI sequence with opposite phase-encoding direction was performed for susceptibility distortion correction purposes. Heart rate and respiratory data were acquired with a fingerclip and waistband, respectively, to correct for physiological noise, which is especially prominent in the subcortex.

MR images were preprocessed with fMRIPrep (v20.2.6; Esteban et al 2018) in the Nipype framework (Gorgolewski et al 2011). The structural (T1-weighted) scan was corrected for intensity non-uniformity with N4BiasFieldCorrection (ANTs v2.3.3; Tustison et al 2010) and skull-stripped with antsBrainExtraction using the OASIS30ANTs target template. Brain tissue segmentation of cerebrospinal fluid (CSF), white matter (WM), and gray matter (GM) was performed with FAST (FSL v5.0.9; Zhang et al 2001). For each of the two resting-state runs, a reference volume and its skull-stripped version were generated. A fieldmap based on the EPI references with opposing phase-encoding directions was calculated with 3dQwarp (AFNI; Cox 1996) and susceptibility distortion correction was applied to the EPI reference prior to co-registration to the T1-weighted reference using the boundary-based registration cost-function in bbregister with 6 degrees of freedom (FreeSurfer; Greve and Fischl 2009). Head-motion parameters (rotation and translation) were estimated with MCFLIRT (FSL v5.0.9; Jenkinson et al 2002) and slice-time correction to half of the acquisition range (0.674s) was performed with AFNI's 3dTshift. Following fMRIPrep, data were spatially smoothed with a full-width half-maximum Gaussian kernel of 1.5mm using SUSAN (Smith and Brady 1997) and denoised with a first-level general linear model in FEAT (Woolrich et al 2001) that included fMRIPrep-derived confound regressors, including: mean signal in CSF and WM, framewise displacement (FD), six rotation and translation parameters, and discrete-cosine transform (DCT) basis functions to model low-frequency scanner drifts. In addition, cardiac and respiratory sources of nuisance were based on acquired physiological data and modeled with RETROICOR (Glover et al 2000) using the Matlab PhysIO toolbox (Kasper et al 2017) in TAPAS (Frässle et al 2021). For one subject with missing physiological data, the same number of fMRIPrep's anatomical component-based noise correction (aCompCor; Behzadi et al 2007) regressors were entered in the model instead. The modeled data were obtained...
via linear regression and normalized. Finally, the two residual runs were concatenated and registered to the ICBM 152 Nonlinear Assymetrical template version 2009c (MNI152Nlin2009cAsym; Fonov et al 2009) using the nonlinear registration tool in antsRegistration (Avants et al 2008) with the transformation parameters provided by fMRIPrep.

Defining regions of interest

Anatomical ROI masks were computed with the Multi-contrast Anatomical Subcortical Parcellation algorithm (MASSP; Bazin et al 2020) based on quantitative MRI data from 105 healthy adults (ages 18-80) part of the 7Tesla Amsterdam ultra-high field adult lifespan database (AHEAD; Alkemade et al 2020) in high-resolution MNI space (MNI152Nlin2009bAsym; Fonov et al 2009). The MASSP parcellations include the thalamus (Tha), striatum (Str), claustrum (Cl), globus pallidus externa (GPe), globus pallidus interna (GPi), substantia nigra (SN), subthalamic nucleus (STN), ventral tegmental area (VTA), red nucleus (RN), amygdala (Amg), periaqueductal grey (PAG), and pedunculopontine nucleus (PPN). The locus coeruleus (LC) was defined with the 7T Probabilistic LC Atlas based on 53 healthy adults aged 52-84 years (Ye et al 2021). In addition, the 17-network cortical parcellation (Yeo et al 2011) was used for extracting masks of the hippocampus (HPC), which was taken from the Default C network, the posterior cingulate cortex (PCC) and medial prefrontal cortex (mPFC) from the Default A network, as well as the Visual Central network which consists of striate and extrastriate cortex. For bilateral ROIs, left and right hemispheres were combined into a single binary mask and all masks were resampled to the resolution of the functional data with FLIRT using nearest-neighbor interpolation (v6.0; Jenkinson and Smith 2001). The probabilistic LC mask was thresholded liberally so that voxels that overlapped 1% or more were included in the resampled mask.

Multivariate functional connectivity analysis

The pre-processed resting-state timeseries were masked with each of the ROIs and decomposed into 10 spatiotemporal independent subregions with a spatially-restricted group canonical independent component analysis (canICA) as implemented in Nilearn. Although the temporal concatenation ICA approach is a popular technique in combination with dual regression, biases in the estimation of group-level networks may arise with varying degrees of inter-individual variability (Hu and Yang 2021). Instead, canICA applies a hierarchical approach in which individual data is decomposed prior to canonical correlation analysis to identify group commonalities (Varoquaux et al 2010). Although the precise dimensionality of regions may vary, we followed previous approaches and restricted the canICA to 10 components in order to examine interregional differences in the degree of network echoes.
Following the ROI-wise canICA, a back-reconstruction to estimate subject-specific contributions to the group-level components was performed using dual regression (Beckmann et al 2009; Zuo et al 2010). First, the 10 spatial maps from the ROI-wise canICA were regressed onto every individual’s whole-brain resting-state data in order to estimate the subject-specific timecourse for each independent component. Because the spatial maps were simultaneously entered as design matrix, the timecourses for each component were estimated while statistically controlling for the variance explained by the other components. Second, the 10 estimated subject-specific independent timecourses were regressed onto the subject’s resting-state data to obtain corresponding subject-specific spatial maps, providing a measure of whole-brain voxel-wise FC for each subregion while statistically controlling for the other subregional timecourses. The subject-level FC maps were then combined in a group-level analysis using 5000 permutations of non-parametric random permutation testing with threshold-free cluster enhancement (TFCE). This resulted in a $t$-statistical map for each subregion within each ROI that was thresholded at family-wise error (FWE) corrected $p<.05$ to represent the significant whole-brain FC at group-level.

To assess the dominant connectivity pattern for each ROI in a control analysis, we performed a standard, univariate seed-based approach by correlating the mean timeseries of voxels underneath the mask of each ROI with all other voxels in the brain for each subject. These individual seed-based connectivity maps were then Fisher z-transformed and averaged to yield a group-level FC map per ROI, which was thresholded to retain voxels with the 5% strongest positive correlations before calculating spatial correlations with each of the reference networks (Supplement E).

Quantifying echoes of intrinsic connectivity networks

To identify resting-state reference networks in a data-driven manner, the pre-processed resting-state data were spatiotemporally decomposed with a whole-brain canICA restricted to 20 independent components. Based on visual inspection and low spatial Pearson product-moment correlation coefficients with an existing 17-network cortical parcellation (Yeo et al 2011), four components ($r=.05, r=.04, r=.13, r=.04$) were identified as artifactual and removed from further analysis. Because we aimed to quantify echoes from cortical intrinsic connectivity networks, we removed any remaining voxels located outside cortical grey matter (e.g., cerebral white matter, subcortex, CSF) by masking the remaining 16 spatial maps with the 17-network cortical parcellation. Together, the reference networks covered 66% of cortical grey matter defined in this parcellation. The strongest deviation with the cortical parcellation was observed in the anterior temporal cortex, which was not remedied by increasing model order (40 or 100 independent components) or a cortically-restricted ICA. To assess whether this observation was associated with variations in temporal signal-to-noise ratio (tSNR), we
calculated voxel-wise tSNR values as the ratio of the mean and standard deviation of the resting-state timeseries after temporal high-pass filtering (1/128s). Individual tSNR maps ($n=40$) were registered to standard MNI space with before voxel-wise tSNR values were averaged across subjects and runs to create a group-level map (Supplement F). We observed reduced tSNR in the temporal lobe compared to other cortical areas, and as a consequence, temporal networks were underrepresented in our results.

To identify traces of intrinsic connectivity network echoes within subregions of subcortical structures, the 10 thresholded subregion-FC maps for each ROI were then spatially correlated with the unthresholded, cortically-masked spatial maps of the remaining 16 reference networks.
Results

Data-driven networks correspond to existing cortical network parcellations

The 16 data-driven reference networks were labeled automatically according to their maximum spatial correlation with a well-established 17-network cortical parcellation (Yeo et al. 2011; Figure 2b), that is based on rs-fMRI data from 1000 individuals. Despite large methodological differences in field strength, data resolution, and network parcellation, we found Pearson product-moment correlation coefficients ranging from 0.21 to 0.67 (mean $r=.44$, $SD=.14$), generally indicating moderate to good spatial overlap with their reference network counterparts (Figure 2b, lower right): Somatomotor A ($r=.66$), Somatomotor B ($r=.30$), Control A ($r=.46$), Control B ($r=.51$), Control C ($r=.57$), Salience/Ventral Attention A ($r=.34$), Salience/Ventral Attention B ($r=.54$), Temporal Parietal ($r=.21$), Dorsal Attention A ($r=.46$), Dorsal Attention B ($r=.25$), Default A ($r=.42$), Default B ($r=.47$), Limbic A ($r=.30$), Limbic B ($r=.41$), Visual Central ($r=.49$), and Visual Peripheral ($r=.67$). The data-driven Temporal Parietal network also partially overlapped with the Control A network parcellation ($r=.15$).

Figure 2. Parcellations of subcortical regions of interest and reference networks. (a) Subcortical regions of interest defined with open-source atlases and (b) data-driven reference networks from a whole-brain canonical ICA on the resting-state timeseries, labeled according to their maximum spatial correlation with a 17-network cortical parcellation. Labels: thalamus (Tha), striatum (Str), globus pallidus externa (GPe), globus pallidus interna (GPI), claustrum (Cl), hippocampus (HPC), amygdala (Amg), substantia nigra (SN), subthalamic nucleus (STN), ventral tegmental area (VTA), red nucleus (RN), periaqueductal grey (PAG), pedunculopontine nucleus (PPN), locus coeruleus (LC), Somatomotor A (SomA), Somatomotor B (SomB), Control A (ConA), Control B (ConB), Control C (ConC), Temporal Parietal (TemPar), Dorsal Attention A (DorA), Dorsal Attention B (DorB), Default A (DeA), Default B (DeB), Visual Central (VisC), Visual Peripheral (VisP), Limbic A (LimA), Limbic B (LimB), Salience/Ventral Attention A (SalA), Salience/Ventral Attention B (SalB).
Subcortical structures echo signals from different resting-state networks

The 10 thresholded FC maps for each ROI, representing the unique whole-brain FC of each subregion at the group-level, were spatially correlated with the 16 unthresholded spatial maps of the data-driven reference networks. Figure 3a summarizes the degree of network echoes for the nine ROIs that demonstrated at least one spatial correlation with any reference network above a threshold that was arbitrarily set at the 97th percentile of all spatial correlations ($r=0.16$). Echoes were quantified by counting above-threshold spatial correlations in terms of (1) the number of reference networks represented in each ROI and (2) the number of subregions that echoed a reference network. For example, six distinct striatal subregions displayed FC profiles that spatially correlated above-threshold with in total 10 different resting-state networks. Figure 3b presents the actual maximum spatial correlations between each ROI and each reference network, independent of subregion. The reference network that was represented most often was the Salience B network, correlating above-threshold with seven ROIs, followed by Default A, Control C, and Visual Peripheral, each with at least one above-threshold spatial correlation with six different ROIs.

Seven subcortical ROIs echoed signals from more than one network, including: the thalamus (Tha), striatum (Str), hippocampus (HPC), claustrum (Cl), globus pallidus externa (GPe), substantia nigra (SN), and ventral tegmental area (VTA). The former four ROIs furthermore showed that the echoes from different reference networks were distributed among multiple subregions, indicating evidence for a heterogeneous functional organization. In contrast, both the amygdala (Amg) and pedunculopontine nucleus (PPN) showed medium and small spatial correlations, respectively, with only one reference network (Amg: $r=.37$ [DefA]; PPN: $r=.19$ [SalB]). The globus pallidus interna (GPI), subthalamic nucleus (STN), red nucleus (RN), periaqueductal grey (PAG), and locus coeruleus (LC) failed to show evidence of echoes as none of their subregions demonstrated a functional connectivity pattern that resembled the pattern of an intrinsic connectivity network.

The FC maps of each subregion were also spatially correlated with the 17-network cortical parcellation (Yeo et al 2011), which yielded generally lower spatial correlations but a qualitatively similar pattern of results (Supplement A). To validate these novel results for the subcortex, we repeated the analyses for three cortical regions that were previously investigated. Results for the PCC, mPFC, and visual cortex are presented in Supplement B and are largely consistent with previous findings (Leech et al 2012; Braga et al 2013).
Figure 3. Echoes of intrinsic connectivity networks in the subcortex. (a) The number of distinct subregions within a ROI with a functional connectivity profile that resembled a reference network (‘Subregions’) and the number of different reference networks that were echoed within a region (‘Networks’) both defined by counting above-threshold spatial correlations. (b) The maximum spatial correlation between each ROI and each reference network, independent of subregion, for nine ROIs that demonstrated at least one above-threshold spatial correlation to any reference network. Labels: thalamus (Tha), striatum (Str), globus pallidus externa (GPe), claustrum (Cl), hippocampus (HPC), amygdala (Amg), substantia nigra (SN), ventral tegmental area (VTA), pedunculopontine nucleus (PPN), Somatomotor A (SomA), Somatomotor B (SomB), Control A (ConA), Control B (ConB), Control C (ConC), Temporal Parietal (TemPar), Dorsal Attention A (DorA), Dorsal Attention B (DorB), Default A (DefA), Default B (DefB), Visual Central (VisC), Visual Peripheral (VisP), Limbic A (LimA), Limbic B (LimB), Salience/Ventral Attention A (SalA), Salience/Ventral Attention B (SalB).

Topographic organization of functionally heterogeneous subcortical structures

Figure 4 shows the topographic pattern of network echoes in the subregions of the seven ROIs with more than one above-threshold spatial correlation. Subregions are color coded according to the reference network they echoed most strongly, whereas subregions with a maximum spatial correlation below threshold ($r<0.16$) are translucent. For every ROI, there were several subregions that did not mirror the activity in any intrinsic connectivity network, because they were predominantly functionally connected to other subcortical structures (Supplement C) or because their signal largely reflected noise upon visual inspection. In some cases, a subregion’s functional connectivity profile was widespread and shared spatial similarity with more than one reference network. Supplement D presents a few FC maps to illustrate the diversity and similarity in connectivity profiles to different reference networks across a subset of subcortical structures.

Five thalamic subregions echoed signals from various reference networks, demonstrating a heterogeneous organization that was mostly symmetrically distributed in bilateral subdivisions. Left and right ventromedial subregions were both most strongly correlated to the Somatomotor A network.
(left: \( r = .26 \), right: \( r = .20 \)), although the right subregion’s connectivity profile also spatially overlapped with Salience B (\( r = .20 \)). A more dorsomedial bilateral subregion displayed a connectivity pattern that correlated with the pattern of multiple reference networks, including Default A (\( r = .38 \)), Default B (\( r = .32 \)), and Control A (\( r = .25 \)). Another bilateral subregion, more dorsolaterally located, correlated most strongly with the Dorsal Attention A network (\( r = .31 \)), although there was also spatial overlap with Somatomotor A (\( r = .29 \)), Dorsal Attention B (\( r = .25 \)), and Visual Peripheral (\( r = .24 \)) networks. Finally, the Default B network was represented in the posterior part of the left-sided thalamus (\( r = .22 \)).

Within the striatum, there were six different subregions that echoed one or more reference networks, located mostly within the caudate nucleus. A subregion primarily in the left tail of the caudate nucleus spatially correlated with the Default B network (\( r = .21 \)), whereas a subregion covering more of the right tail of caudate nucleus most strongly echoed Control B (\( r = .26 \)), although its widespread connectivity pattern also overlapped with Temporal Parietal (\( r = .23 \)) and Salience A (\( r = .22 \)) networks. A bilateral subregion covering the nucleus accumbens correlated most strongly with Default A (\( r = .40 \)), whereas another bilateral subregion in the mediodorsal part of the caudate head was functionally connected with Control A (\( r = .26 \)) and Default B (\( r = .21 \)) networks. Subregions that most strongly echoed the Salience A network included a division in the posterior parts of the left caudate tail and left putamen (\( r = .20 \)) as well as a bilateral region in the lateral nucleus accumbens (\( r = .19 \)).

For the hippocampus, we observed that different intrinsic connectivity networks were echoed within four different subregions. In the left hemisphere, a posterior dorsal subregion correlated most strongly with Default A (\( r = .34 \)), whereas a more ventrally located subregion correlated exclusively with the Limbic A network (\( r = .24 \)). A bilateral anteromedial subregion was functionally connected to the Visual Central network (\( r = .21 \)), whereas a posterior dorsal subregion in the right hemisphere echoed the Visual Peripheral (\( r = .30 \)) as well as the Dorsal Attention networks (DorA: \( r = .28 \), DorB: \( r = .30 \)).

Five subregions of the claustrum showed an FC profile that correlated with different reference networks. A small, bilateral subregion in the ventral claustrum had a widespread cortical connectivity that had the strongest spatial similarity with Dorsal Attention A (\( r = .23 \)), but also Somatomotor A (\( r = .20 \)), Dorsal attention B (\( r = .19 \)), and Salience B (\( r = .19 \)) networks. Left and right subdivisions in the posterior part both echoed the Salience A network (\( r = .26 \) and \( r = .21 \), respectively). In addition, an exclusive functional connection with the Default B network was observed in an anterior subregion of the left claustrum (\( r = .32 \)) and with the Somatomotor A network in a more posterior subregion of the right claustrum (\( r = .35 \)).

The GPe and SN each had one subregion with a widespread connectivity profile comprising seven and three reference networks, respectively (Figure 3b). In the GPe, a bilateral dorsolateral subdivision most strongly echoed the Somatomotor A network (\( r = .26 \)), but its signal also correlated with activity in Dorsal Attention A (\( r = .23 \)) and Control networks A and B (\( r = .20 \) and \( r = .22 \), respectively). The most
A pronounced network echo within the SN was from Default A ($r = .24$) and came from a bilateral subregion in the medial anterior SN. The same subregion also showed traces from Salience B ($r = .22$) and Control C ($r = .16$) networks. For the VTA, a large inferomedial subdivision in the right hemisphere was most strongly connected to Salience B ($r = .19$) and just below threshold to Visual Peripheral ($r = .15$) networks. Echoes from the Default A network were furthermore present in two other subregions of the VTA, but spatial correlations were weaker ($r = .15$ and $r = .13$).

Figure 4. Topography of network echoes within heteromodal subcortical structures. Spatiotemporal decomposition of subcortical structures into independent subregions, color coded according to their strongest network echo or made translucent if their maximum spatial correlation with any reference network did not reach threshold. Labels: thalamus (Tha), striatum (Str), globus pallidus externa (GPe), claustrum (Cl), hippocampus (HPC), substantia nigra (SN), ventral tegmental area (VTA), Somatomotor A (SomA), Somatomotor B (SomB), Control A (ConA), Control B (ConB), Control C (ConC), Temporal Parietal (TemPar), Dorsal Attention A (DorA), Dorsal Attention B (DorB), Default A (DefA), Default B (DefB), Visual Central (VisC), Visual Peripheral (VisP), Limbic A (LimA), Limbic B (LimB), Salience/Ventral Attention A (SalA), Salience/Ventral Attention B (SalB).
Discussion

Despite accumulating insights into the underlying mechanisms of systems-level integration within the cortex, subcortical substrates of global brain communication are largely unexplored. However, the subcortex is embedded within an extensive cortico-subcortical architecture through dense projections and circuit loops that are thought to serve integrative rather than purely segregated functions (Haber 2003). In this study, we aimed to more closely investigate the functional organization of subcortical nuclei in terms of their unique subregional connectivity to large-scale intrinsic connectivity networks. By revealing a diversified and complex pattern of network echoes within the subcortex, we provide new insights into the subcortical contributions to multi-network integration.

Our results encompass a number of key observations. Firstly, consistent with our expectations and the idea proposed by Braga and Leech (2015), we show that subcortical nuclei contain a composite of neural signals that can be decomposed into independent activity traces that mirror the pattern of large-scale intrinsic network activity. In their study, Braga et al (2013) showed that information from distributed functional networks converges at specific transmodal regions of the cortex, reflected in a mixture of dissociable subsignals that partially correlate with their input networks, indicating a mechanism for cross-network information integration. We now demonstrate that this property is present in various subcortical structures as well. Specifically, compared to other subcortical nuclei, our findings provide the strongest evidence for functional heterogeneity within the thalamus, striatum, claustrum, and hippocampus. Within each of these structures, we observed a complex pattern of subregional whole-brain connectivity that mirrored the activity in different intrinsic connectivity networks. Consistent with prior work, topographic maps showed a largely symmetrical bilateral organization, where subregions in left and right hemispheres had similar spatiotemporal signatures that echoed the same functional networks (Cheng and Liu 2021).

Unsurprisingly, the thalamus and striatum are the most commonly represented non-cortical structures in studies of global brain connectivity, providing support for their putative role as transmodal hub regions (Bell and Shine 2015, 2016; Van der Heuvel and Sporns 2011). Whereas several studies report an amalgamation of primarily sensory information within thalamic subregions consistent with its gating function (Tomasi and Volkow 2011; Ji et al 2019), we observed traces of somatomotor as well as default mode and dorsal attention networks. The somatomotor subdivisions also spatially overlapped with cingulo-opercular regions of the salience network, in agreement with findings of a ‘motor integration zone’ within ventral thalamic nuclei (Greene et al 2020). Additionally, we observed that dorsal attention, somatomotor, and visual networks converged in a dorsolateral subregion, similar although less posterior to the ‘visual integration zone’ in the pulvinar nucleus reported by Greene et al (2020). Intriguingly, these organizational similarities were detectable despite
large differences in methodology, where the results from Greene et al (2020) were based on voxel-wise mapping of highly-sampled individuals, contrary to our more coarse description of subregional topography at the group-level.

Furthermore, Greene et al (2020) reported a ‘cognitive integration zone’ for converging attention and control networks within the head of caudate and putamen. In another study, the caudate head was associated with the default mode network and the caudate tail with the frontoparietal control network (Seitzman et al 2020). Similarly, Choi et al (2012) found that most of the striatum was functionally connected to frontoparietal control and default mode networks. These findings are consistent with our observation of signal echoes from default mode, control, and salience networks predominantly within the caudate head and left tail, right tail, and left putamen, respectively. Together, this supports the evidence for thalamic and striatal roles in integrative processing, possibly indicating the underlying mechanism for their association with higher-level cognitive functions (Haber, 2003; Hwang et al 2017).

Although these coarse descriptions of subregional topography may broadly concur, the precise functional boundaries and network associations diverge across studies. For example, the subdivisions and network echoes identified in our study partially deviate from a co-partitioning based on data-driven connectional topography (Cheng and Liu 2021) and a voxel-wise winner-take-all approach (Seitzman et al 2020) for the thalamus, as well as the from the striatal topography presented in Choi et al (2012). Whereas most studies acknowledge a functional connection between the thalamus and default mode network, there are notable discrepancies in the exact topographic mapping of this connection. Such inconsistencies are evident for the hippocampus as well, for which we observe echoes from visual and dorsal attention networks predominantly in the right hippocampus, and default mode and limbic networks in the left hippocampus. These inter-hemispheric differences in functional organization are inconsistent with earlier studies, in which lateralized divisions along the anterior-posterior axis are often reported, as well as variations in the exact origin of the default mode network connection along this axis (Blessing et al 2016; Cheng et al 2020; Ezama et al 2021). Thus, it remains an open question what parts of the thalamus and hippocampus preferentially connect with the default mode network.

As differences in connectivity with surrounding entorhinal and parahippocampal cortex have been observed (Qin et al 2016; Seoane et al 2018), it is possible that the extent of hippocampal and surrounding voxels included in the analysis explains some of the discrepancies across studies, which might be further exacerbated by the effects of spatial smoothing. Another plausible explanation for the divergence in topographic mapping across studies is the degree of inter-individual variability in the subcortex (De Hollander et al 2015; Marek and Greene 2021). Substantial individual variation in functional architecture has been reported for the amygdala, striatum, and hippocampus (Sylvester et
al 2020; Greene et al 2020; Tian et al 2020). Therefore, group-level analyses may distort or underestimate aspects of the functional connectome in the subcortex.

Secondly, similar to previous findings for the cortex (Braga et al 2013), we demonstrate that transmodal characteristics are specific to certain structures and not ubiquitously present throughout the subcortex. For several subcortical structures, only one subregion mirrored large-scale network activity, including the GPe, SN, and VTA. One subregion within the dorsolateral GPe preferentially connected with the somatomotor network, although its widespread connectivity profile also spatially overlapped with dorsal attention and control networks, indicating an integrative site that may support its known role in voluntary, planned movement. Both the SN and VTA displayed a pattern of converging signals from default mode and salience networks, although this pattern was less pronounced within the VTA. Whereas associations of these structures with the default mode network have been previously reported (Bär et al 2016; Edlow 2021; Zhang et al 2016; Li et al 2021), the functional connection with the salience network is less consistent, and may indicate involvement in attentional control and spontaneous thought (O’Callaghan et al 2020).

In contrast, we found no clear evidence of integrative processing properties within the amygdala and PPN. Whereas the PPN is known to primarily connect to a more segregated community of other subcortical structures involved in arousal and locomotion (Martinez-Gonzales et al 2011; Bennarroch 2013), the amygdala has been proposed as a hub structure (Tomasi and Volkow 2011). Functional connectivity profiles from separate nuclei within the amygdala were previously differentiated, although all subregions showed a global connection with the ventrolateral prefrontal cortex (Kerestes et al 2017). This dominant connection with the default mode network is supported by other studies (Sylvester et al 2020; Harrison et al 2021) and aligns with our finding, though our results were not consistent with the notion of the amygdala as a site for functional network convergence.

For several subcortical structures, we failed to observe any traces of large-scale cortical network activity, including the GPi, STN, RN, PAG, and LC. None of these regions revealed unique whole-brain connectivity profiles that mirrored the activity in intrinsic connectivity networks, but rather showed evidence for stronger, local connectivity to other subcortical nuclei, consistent with prior work (Singh et al 2022). Although univariate (seed-based) FC studies have indicated correlations with widespread cortical activity patterns for some of these structures (Zhang et al 2016; Anteraper et al 2018), our multivariate analysis showed that partialing out adjacent subsignals does not result in a clear group-level pattern of cortical connectivity. Thus, these regions are likely predominantly supportive of segregated functions within local, subcortical circuits rather than integrating information from widespread functional networks.

In summary, we observed variations in subcortical nuclei regarding the degree to which their functional architecture supports information integration across intrinsic connectivity networks. This
characteristic seems to be expressed along a gradient, where structures adjacent to the cortex are more likely to participate in large-scale network dynamics compared to deep grey matter nuclei in the midbrain and brainstem. Possible confounding effects here are that the deeper structures are evidently also generally smaller and have weaker SNR, as well as that structures near the cortex are more susceptible to signal bleeding from adjacent cortical voxels, to which they are also reciprocally connected. For example, Choi et al (2012) reported that regressing out signals from the insular cortex altered the connectivity pattern within the posterior putamen from ventral attention to the somatomotor network. In our study, this issue might be especially prominent in the claustrum, which is a thin sheet-like structure situated directly between the striatum and insula. However, using a novel regression technique on similar high-resolution rs-fMRI (1.5mm voxels), Krimmel et al (2019) isolated signal within the claustrum from nearby cortical and striatal voxels and found that widespread functional connectivity with cortical networks involved in attention and cognitive control was preserved. Thus, although we did not correct for potential signal bleeding beyond limiting the amount of spatial smoothing, our observation of echoes from dorsal attention, salience, default mode, and somatomotor networks within distinct subdivision of the claustrum coincide with Krimmel et al (2019) and the claustrum’s postulated role higher-level cognition, salience processing, and attention (Bell and Shine 2015; Smith et al 2020).

Finally, one noteworthy limitation of our and other studies investigating intrinsic connectivity is that spatial patterns of functional networks are not invariant attributes but rather dynamically reconfigure over time. Several studies have shown both subtle and pronounced reorganizations in subcortical functional architecture in response to changes in task demands (Leech et al 2012; Braga et al 2013; Tian et al 2020). Therefore, although we can detect robust, large-scale spatiotemporal patterns with static methods, capturing fluctuations in the functional connectome may more accurately describe mechanisms of integration and segregation within the subcortex, and may improve consensus in topographic mapping across individuals and studies.

Despite these limitations, our study demonstrates that various subcortical nuclei are functionally heterogeneous and organized in topographic maps that relate to the spatial pattern of neural activity in large-scale intrinsic connectivity networks. Although the precise functional significance of these network echoes for cognition and behavior is not resolved, our findings strengthen the evidence that the subcortex contains a rich functional architecture through which it participates in systems-level information integration. Henceforth, our results may ignite new intriguing hypotheses on the neural mechanisms of more elusive, dynamic cognitive states such as mind wandering (Mittner et al 2016; Zuberer et al 2021). Previous work has shown that episodes of mind wandering inconsistently correlate with activation of the default mode and frontoparietal control networks as well as the subcortex (Mittner et al 2014; Kucyi et al 2017; Groot et al 2022). Therefore, investigations of how changes in
cognitive demands perturb the complex pattern of network echoes within the subcortex may provide novel mechanistic insights into the underlying factors driving the fluctuations in external and internal attention. Thus, mechanisms of large-scale network convergence within the subcortex may hold insights that are crucial for understanding the functional connectome that underlies higher-level cognitive functions and that are necessary to eventually close the subcortical knowledge gap.
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