
1. Introduction
Polar lows (PLs) are intense maritime mesocyclones that occur during the winter season over high-latitude oceans 
(Rasmussen & Turner, 2003) with average horizontal length scales on the order of 300 km and lifetimes around 
20 hr (Stoll, 2022). PLs can serve as major threats to human life and property through their associated severe 
weather conditions, such as gale-force winds, large-amplitude oceanic waves (Rojo et al., 2019), and heavy snow-
fall (Harrold & Browning, 1969). This motivates the skillful prediction of PL activity at short to extended lead 
times.

Forecasting PLs is a challenging task because PLs are short-lived mesoscale systems that develop quickly in 
sparsely observed oceans (Moreno-Ibáñez et al., 2021). Our short-term prediction capabilities have increased 
substantially in recent decades, with skillful predictions of storm track and intensity now being realized several 
days ahead (Müller et al., 2017; Stoll et al., 2020). On the other hand, PL predictability on the subseasonal time 
scale is yet to be studied, and subseasonal forecasts of PL activity are seldom issued, if at all. The subseasonal 
variability of PL activity has received some attention and been linked to certain modes of climate variability, 
including the Madden-Julian Oscillation (MJO; Wang et  al.,  2023), North Atlantic Oscillation (NAO; Claud 
et al., 2007; Mallet et al., 2013), Arctic Oscillation (AO; Boyd et al., 2022), and the Pacific North-American 
pattern (PNA; Chen & von Storch, 2013; Boyd et al., 2022), through the impacts of large-scale environmental 
conditions. These modes could serve as a source of subseasonal predictability for PL activity (or statistics of 
PLs, in contrast to individual PLs) and facilitate extended-range forecasts. Aside from densely populated coastal 
communities, such forecasts may be of great value to governments and stakeholders engaging in maritime trans-
port in the Arctic, as the northward retreat of the sea ice has resulted in a proliferation in maritime transport that 
is projected to continue rising as the Arctic becomes increasingly more navigable (Smith & Stephenson, 2013).

The prediction of PLs on the subseasonal time scale is complicated by their small spatio-temporal scales, which 
are often insufficiently resolved by coarse-resolution global models (Zappa et  al.,  2014). One solution is to 
utilize empirical relationships between storm frequency and large-scale climate conditions, an approach that 
has been applied considerably to tropical cyclone prediction (e.g., Klotzbach et al., 2019) and tornado predic-
tion (Miller et al., 2020). A PL genesis potential index (PGI) has been developed for PLs (Boyd et al., 2022). It 
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utilizes static stability and environmental baroclinicity as climate predictors and is able to skillfully capture the 
observed seasonality, spatial distribution, and interannual variability of PL activity across the sub-Arctic domain. 
This study will demonstrate that skillful subseasonal prediction of PL activity can be achieved using the PGI 
in a hybrid statistical-dynamical approach resembling an operational forecasting scenario. In addition, we will 
explore the predictability limit of this hybrid framework and examine how predictability varies by region, forecast 
range, and climate state.

2. Data and Methodology
2.1. PL Track Data Set and PL Genesis Potential Index

We use the PL data set developed by Stoll (2022), which contains tracks for 13,888 PLs in the Northern Hemi-
sphere. The data set was obtained by selecting mesoscale cyclone tracks (Watanabe et  al.,  2016) that satisfy 
observationally-based PL identification criteria (PL-IC; Stoll, 2022). We identify the locations of PL genesis as 
the first instance in a PL track when all PL-IC are satisfied simultaneously (with an additional distance-to-land 
requirement of 75 km, which disqualifies 2,911 PL tracks) and interpolate them to the nearest 2.5° × 2.5° grid 
cell to get the PL genesis density function.

Predictions of PL activity are carried out using the PGI, which is a log-linear function that relates two stand-
ardized, large-scale climate predictors, static stability (S) and environmental baroclinicity (B), to PL genesis 
frequency:

log𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑏𝑏 + 𝑏𝑏𝑆𝑆𝑆𝑆 + 𝑏𝑏𝐵𝐵𝐵𝐵 + log cos𝜑𝜑 (1)

where φ is the latitude; b, bS, and bB represent regression coefficients (see more information in Section 2.2). S and 
B are, respectively, the potential temperature difference between the surface and 500 hPa, and the magnitude of 
the horizontal gradient of the equivalent potential temperature (θe) at 800 hPa. Due to data availability limitations, 
the B predictor will instead be based on the 850-hPa level.

2.2. Prediction of PL Activity

We predict weekly and monthly PL genesis frequency using the PGI in tandem with dynamical forecasts from two 
closely-related forecasting systems available from the European Centre for Medium-Range Weather Forecasts 
(ECMWF). Weekly prediction utilizes the climate predictors (S and B) derived from the ECMWF operational 
extended-range forecasting system (Vitart et al., 2017, 2019), hereafter referred to as the weekly prediction model 
(WPM). We consider forecast ranges of week 1 (Day 1–7), week 2 (Day 8–15), and weeks 3 and 4 (Day 16–30). 
Monthly prediction (forecast range of Day 1–31) employs the ECMWF operational seasonal forecasting model, 
the SEAS5 (Johnson et al., 2019). Predictors derived from the ECMWF forecasting models are interpolated to a 
common 2.5° × 2.5° grid resolution.

The temporal domain of our analysis is determined by the availability of reforecasts and forecasts; it ranges 
from 1993 to 2020 for monthly prediction, and from 1995 to 2020 for weekly prediction. We focus on the PL 
season (November–March) during these time periods. The WPM has a reforecast ensemble size ranging from 
5–11 depending on the model version, while the SEAS5 has a 25-member ensemble for its reforecasts. For both 
models, the ensemble size for forecasts is 51. Across ensemble members, a total of 12,036 (1020) forecasts and 
52,020 (3000) reforecasts are extracted from the WPM (SEAS5).

Monthly prediction is carried out using a leave-one-out cross-validation approach (Wilks,  2011), where the 
ensemble reforecasts or forecasts from one PL season is left out as the testing data set and the ensemble-mean 
reforecasts and forecasts from the remaining years serve as the training data set. This is repeated for each year, 
yielding a time series of the predicted PL frequency. For weekly prediction, the training data set consists of the 
ensemble-mean reforecasts initialized prior to 01 January 2015 (the beginning of the forecast period), while 
the ensemble of forecasts and all remaining reforecasts (initialized after 01 January 2015) comprise the testing 
data  set.

The regional statistics (areal mean of climate predictors and areal sum of PL genesis frequency) are computed 
for specific regions (Figure S1 in Supporting Information S1). For each region and forecast range, the Poisson 
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regression model is fit to the corresponding time-averaged regional statistics (with predictors standardized) to 
determine the regression coefficients. PGI predictions are then executed for each ensemble member in the testing 
data set, yielding ensemble PGI predictions. To estimate the upper limit of prediction skill of the hybrid frame-
work, the climate predictors (S and B) derived from ERA5 reanalysis (Hersbach et al., 2020) are utilized as truth 
by matching the output characteristics (time period and spatio-temporal resolution) of both ECMWF forecasting 
models. The procedure for model training and evaluation is identical, except the reanalysis does not feature an 
ensemble.

2.3. Evaluation of Prediction Skill

Our evaluation of prediction skill will be focused on the mean of ensemble PGI predictions, while the ensemble 
spread is used to assess uncertainty. The anomaly correlation coefficient (or Pearson correlation; hereafter, ACC), 
root-mean-square error (RMSE), and Heidke skill score (HSS) serve as metrics for the evaluation of prediction 
skill. To compute the HSS, we adopt a 2-tier categorization system, with anomalies (based on weekly or monthly 
climatology) above or below zero. HSS values greater than zero are considered to be more skillful than the refer-
ence forecast (random forecasts; Wilks, 2011).

The impacts of climate modes on prediction skill are investigated. We utilize monthly mean climate indices to 
examine the impacts of the NAO, AO, PNA, and El Niño-Southern Oscillation (ENSO) on monthly prediction 
skill during the forecast validation time. The positive, negative, and neutral phases of these modes is defined by a 
threshold of ±0.5 on the corresponding normalized climate index. For weekly predictions, we focus on the MJO 
and utilize the daily real-time multivariate MJO (RMM) indices (Wheeler & Hendon, 2004) to categorize initial-
ization dates by MJO phase. We employ a Monte Carlo resampling approach (based on 1,000 random samples) 
to assess the statistical significance of changes in prediction skill associated with each climate mode with respect 
to the corresponding neutral or inactive phase. More details regarding the characteristics of the data sets, model 
fitting, prediction, and evaluation can be found in the Supporting Information S1.

3. Subseasonal Prediction Skill and Predictability of PL Activity
The prediction skill and predictability of PL activity on the subseasonal time scale are assessed in this section. To 
discern the subseasonal predictability limit of PL activity, we draw inspiration from the definitions of intrinsic and 
practical predictability provided by Lorenz (2006). Intrinsic predictability, hereafter referred to as potential skill, 
is inferred from prediction using climate predictors derived from the ERA5 reanalysis. It represents a hypothetical 
situation in which the forecasting model perfectly reproduces the “observed” climate predictors, thus potential 
skill is solely determined by the strength of the relationship between the climate predictors and PL activity. On the 
other hand, predictions based on the ECMWF models represent practical prediction, where the prediction skill of 
climate predictors affects the skill of PL prediction, in addition to the predictor-PL relationship elaborated above.

3.1. Practical Prediction Skill

The predicted monthly mean PGI anomalies are plotted alongside the observed PL genesis frequency anomalies 
for each region in Figure 1. The observed time series show that PL genesis frequency exhibits large intraseasonal 
and interannual variability. While the mean of ensemble predictions tend to underestimate the observed variance 
(Table S1 in Supporting Information S1), the ACC is statistically significant (99% confidence) over all regions. 
The observed time series often lies within the ensemble envelope, except when the observed anomalies are espe-
cially strong. It is interesting to note that the prediction skill differs widely across the sub-Arctic. The maximum 
ACC (0.60) is found over the Bering Sea (Figure 1e), where the hybrid prediction captures about 35% of the 
observed variance, while the minimum ACC (0.29) is found over the Labrador Sea.

The HSS for regional predictions of monthly and weekly PL activity based on the ECMWF forecasting models 
is plotted in Figure 2. The regional ranking of monthly prediction skill assessed using the HSS (Figure 2a) and 
ACC (Figure 1) is largely consistent despite these metrics representing two different aspects of prediction skill. 
This indicates that our assessment of prediction skill is robust. For 1-week outlooks, the practical skill is between 
30% and 55% (Figure 2b), but the rate of decrease in prediction skill during the following weeks varies widely. 
After 1-week outlooks, the Nordic Seas and Labrador Sea feature a sharp reduction in skill (Figures 2c and 2d). 
On the other hand, the prediction skill does not decline as much over the Bering Sea, Sea of Okhotsk, and Sea of 
Japan. We expect that these regions draw more information from low-frequency predictability sources, which will 
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be explored more in Section 4. Lastly, the HSS computed from the mean of ensemble PGI predictions typically 
surpasses the 90th percentile of ensemble HSS. The ensemble spread grows with increasing lead time and is 
largest for monthly-outlook predictions, indicating large prediction uncertainties.

3.2. Potential Prediction Skill

The PGI time series based on climate predictors derived from the ERA5 reanalysis are shown as blue curves in 
Figure 1, and the HSS for the “perfect” predictions is shown in hatched bars in Figure 2. The weekly to monthly 

Figure 1. The monthly mean anomalies of observed polar low (PL) genesis frequency (dot-dashed lines) and PL genesis potential index (PGI) (predicted) time series 
from 1993 to 2020 for individual source regions (a–g) and the broader hemispheric domain (h). The anomaly correlation coefficient and root-mean-square error 
between the observed PL genesis frequency and PGI are shown in each panel title, with the first and second number in parenthesis representing predictions based on the 
SEAS5 model (red lines) and ERA5 reanalysis (blue lines), respectively. The 10th and 90th percentile of ensemble predictions is shown by the red shading.
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potential prediction skill of regional PL activity varies across different regions, with the ACC ranging from 0.47 
to 0.73 for monthly prediction (Figures 1a–1g) and a HSS around 30%–60% for weekly to monthly prediction 
(Figures 2a–2d). At the high end of ACC, such as over the Nordic Seas and Bering Sea, the PGI captures about 
50% of the variance of PL activity. The lowest ACCs occur over the Sea of Japan and Gulf of Alaska. Overall, 
the analysis suggests potential predictability of PL activity on the subseasonal time scale in different regions.

The regional variations of potential prediction skill indicates that the strength of the predictor-PL relationship 
has a regional dependence. However, the difference between practical and potential prediction skill also varies 
strongly from region to region, indicating that the dynamical prediction skill of the climate predictors also has 
a regional dependence. This is exemplified by the large difference in practical ACC between the Nordic Seas 
(Figure 1a) and Bering Sea (Figure 1e) despite these regions having an identical potential ACC, which reflects  the 
relatively poor prediction of the climate predictors by the SEAS5 over the Nordic Seas. The close relationship 
between practical and potential skill at lead times of up to 2 weeks (Figures 2b and 2c) indicates that the climate 
predictors are well forecasted on short forecast ranges. In general, the potential skill is greater than the practical 
skill over all forecast ranges and regions, but this is not the case over the Gulf of Alaska at 1-week outlook. We 
speculate that the tendency for synoptic-scale activity over this region (Chang et al., 2002) may be advantageous 
for the ECMWF-based predictions, due in part to the smoothing provided by the use of ensemble-mean predictors 
for model fitting.

4. Impacts of Climate Modes
We will assess the impacts of the AO, NAO, PNA, ENSO on the monthly prediction skill of PL activity in 
Section 4.1 and the impacts of the MJO on the weekly prediction skill of PL activity in Section 4.2. The degree 
to which a climate mode influences the prediction skill is dependent on (a) whether such mode (and phase) 
modulates the climate predictors, (b) the ability of the forecasting model to predict the future state of the mode 
and capture its imprint on the climate predictors, and (c) how well the PGI represents the impacts of the mode 
on PL activity. Our treatment will focus on how each climate mode affects prediction skill relative to the inactive 
or neutral phase.

Figure 2. Heidke skill score (HSS) for regional predictions of monthly (a) and weekly (b–d) polar low (PL) activity based on 
the ECMWF forecasting models (solid) and ERA5 reanalysis (hatched). The solid bars represent the median HSS computed 
from ensemble PL genesis potential index (PGI) predictions, with accompanying error bars extending to the 10th and 90th 
percentile. The circular markers represent the HSS computed from the mean of ensemble PGI predictions.
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4.1. Influence of the AO, NAO, PNA, and ENSO on Monthly Prediction Skill

The monthly prediction skill decomposed by climate modes, including the AO, NAO, PNA, and ENSO, is shown 
in Figure 3. The AO+ (AO−) phase is associated with enhanced (suppressed) PL activity over the West Atlantic 
through promotion (suppression) of favorable conditions, such as decreased (increased) static stability throughout 
the region, and a similar relationship also holds for the NAO (Boyd et al., 2022). We find significantly increased 
prediction skill over the Irminger Sea during the AO+ and AO− phases, but little impacts are present over the 
Labrador Sea. In contrast, the NAO+ and NAO− phases are associated with a significant enhancement of predic-
tion skill over the Labrador Sea, while this only holds for the NAO+ phase over the Irminger Sea. The observed 
relationships between the AO/NAO and PL activity are skillfully represented by the PGI (Boyd et al., 2022), 
which suggests that the ECMWF model may sometimes struggle to capture the impacts of the AO and NAO over 
the West Atlantic. Over the Nordic Seas, we find that poor skill during the NAO likely represents a limitation 
of the PGI, as it tends to overestimate the impacts of the NAO over this region (Boyd et al., 2022). This may 
explain the rapid decrease in prediction skill with increasing forecast range over the Nordic Seas (Figure 2d). 
Interestingly, our findings also show that prediction skill over the Gulf of Alaska is significantly improved during 
the AO+ and NAO+ phases. The relationship between the AO/NAO and PL activity over the Gulf of Alaska is 
presently undocumented, and our findings might warrant a more detailed inquiry into these relationships.

Previous studies have noted a relationship between the PNA and PL activity over the central Pacific (Boyd 
et al., 2022; Chen & von Storch, 2013). Accordingly, the PNA has strong impacts on prediction skill over the 
Bering Sea (Figure 3c). We find that prediction skill is significantly increased (decreased) during the negative 
(positive) phase. Upon further investigation, there is considerably more variability in PL activity during the 
PNA+ phase in comparison to the PNA− phase, as the latter is generally associated with negative anomalies 
(Figure S2 in Supporting Information S1). The PGI predictions “expect” consistently positive anomalies during 
the PNA+ (a mirror opposite of the PNA–), and thus, struggle to capture its variability.

The impacts of ENSO on PL activity are weak across the sub-Arctic (Boyd et al., 2022), with the exception of the 
Sea of Okhotsk (Chen & von Storch, 2013). Over this region, the ENSO contributes to significantly decreased 
prediction skill in both phases. Evaluation against ERA5 suggests that the PGI struggles to represent the impacts 
of ENSO over the Sea of Oksotsk (not shown). Over the Sea of Japan, ENSO serves as a strong source of predict-
ability, with significant improvements in prediction skill during both the positive and negative phase.

4.2. Impacts of the MJO on Weekly Prediction Skill

The MJO is a dominant mode of subseasonal variability in the Tropical Pacific (Madden & Julian, 1972) that has 
predictable influences on global weather patterns (Ferranti et al., 1990; Higgins et al., 2000; Jones et al., 2004), 
including links to the evolution and predictability of environmental conditions in the Arctic (Jung et al., 2016; 

Figure 3. Heidke skill score for regional predictions of monthly polar low activity based on the SEAS5 model, separated by positive (solid), negative (hatched), and 
neutral (striped) phases of climate modes. In this respective order, the number of reforecast/forecast periods included in our analysis is indicated in parenthesis at the top 
of each panel. Skill scores greater (less) than the neutral skill with at least 90% significance are indicated with a “+” (“−”).
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Lin, 2020). Wang et al. (2023) recently found that the MJO has strong impacts on PL activity across the sub-Arctic 
through the modulation of regional environmental conditions, and the PGI was able to skillfully represent these 
impacts. In the following paragraph, we will briefly explore how the MJO influences PL prediction skill.

The weekly prediction skill decomposed by MJO phases is shown in Figure 4. We find that the MJO can strongly 
influence subseasonal prediction skill, depending on the MJO phase and forecast range. We find several extraordinary 
examples where the HSS exceeds or nears 70% at week-1 forecast range, such as over the Bering Sea during phase 
5, the Labrador Sea during phase 4, the Nordic Seas during phase 8, and the Gulf of Alaska during phase 7. These 
particular examples are associated with strong PL genesis frequency anomalies (see Fig. 1 in Wang et al., 2023), 
illustrating the predictable influences of the MJO on PL activity. Beyond the week-1 forecast range, significant large 
HSS values can be found over various regions depending on MJO phase, such as during phase 2 over the Bering 
Sea or during phase 1 over the Sea of Japan, where the HSS varies from 70% to over 90%. On the other hand, strong 
impacts of the MJO on PL activity do not always translate into enhanced prediction skill. An example is found over 
the Irminger Sea during phases 2–4 at week-1 and week-2 forecast range, where strong PL genesis frequency anom-
alies are represented by the PGI derived from the ERA5 (Figures 1n and 4n in Wang et al., 2023), suggesting that the 
WPM is sometimes unable to capture the extratropical impacts of the MJO on the regional climate conditions, which 
leads to poor PL prediction. It is important to note that our limited sample size may introduce sample fluctuations, so 
the influence of the MJO on PL prediction skill could be worth revisiting on a larger scale in future studies.

5. Summary and Outlook
The subseasonal prediction and predictability of PL activity is explored, for the first time as far as we are aware, 
for several regions across the sub-Arctic by utilizing the PGI (Boyd et al., 2022) paired with ECMWF forecasting 

Figure 4. Heidke skill score for regional predictions of weekly polar low activity at forecast ranges of Day 1–7 (W1), Day 
8–15 (W2), and Day 16–30 (W3 + W4) following an Madden-Julian Oscillation (MJO) event. The panel title indicates the 
MJO phase, alongside the corresponding number of reforecast/forecast periods included in our analysis. Skill scores greater 
(less) than the inactive phase (|RMM| < 1) with at least 90% significance are indicated with a “+” (“−”) at the bottom of the 
figure panel, and insignificant skill scores are indicated with “o.”
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models and ERA5 reanalysis. The PGI relates regional statistics of PL activity with large-scale environmental 
conditions (i.e., static stability and environmental baroclinicity). Predictions are trained and evaluated against 
a PL data set using the HSS, Pearson correlation, and root-mean-square error. The impacts of climate modes, 
including the AO, NAO, PNA, ENSO, and MJO, are examined as well. Our primary findings are as follows:

•  The weekly to monthly anomalies of PL activity are skillfully predicted (relative to random forecasts) over 
all regions (Figure 2), of which the Bering Sea is the best performing. The week-1 practical prediction skill is 
close to the potential prediction skill (Figure 2b) for all regions. In subsequent weeks (Figures 2c and 2d), the 
prediction skill drops sharply over the Labrador Sea and Nordic Seas but does not decline as much over the 
Bering Sea, Sea of Okhotsk, and Sea of Japan.

•  The potential prediction skill indicates predictability of PL activity using the PGI. In particular, predictability 
is highest over the Nordic Seas, Irminger Sea, Labrador Sea, and Bering Sea (Figures 1 and 2), where the 
weekly or monthly HSS for potential prediction can reach up to 60%. However, large differences between 
practical and potential skill can be present due to the poor dynamical prediction of the climate predictors over 
certain regions.

•  Climate modes can be used to identify forecasts of opportunity (Figures 3 and 4), but the impacts of a climate 
mode on PL prediction strongly depends on how skillfully the climate mode and the associated teleconnection 
are predicted.

We show that the prospects for the subseasonal prediction of PL activity are promising, and we do so with hopes 
that extended lead times will increase opportunities for planning and mitigation actions during periods of height-
ened risk of PLs.

Data Availability Statement
The ERA5 reanalysis is made available via the Research Data Archive (RDA) by the NCAR CISL https://rda.
ucar.edu/datasets/ds633.0/. The polar low track data set is made available by Dr. Patrick Stoll at https://doi.
org/10.18710/TVZDBF. Data from the ECMWF's operational extended-range forecasting model are extracted 
from the S2S database hosted at ECMWF (https://apps.ecmwf.int/datasets/data/s2s). Data from the ECMWF's 
SEAS5 model is available via the Climate Data Store (https://cds.climate.copernicus.eu/cdsapp#!/data-
set/10.24381/cds.68dd14c3). The AO, NAO, PNA, and ENSO indices can be downloaded from the Climate 
Prediction Center (CPC) at https://www.cpc.ncep.noaa.gov/products/precip/CWlink/. The RMM indices are 
made available by the Australian Bureau of Meteorology at http://www.bom.gov.au/climate/mjo/.
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