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Preface 
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Marine Research, Bremerhaven, Germany and Faculty of Geosciences, University of Bremen, 

Bremen, Germany. This work was a part of the SEAMSTRESS project, funded by the 

Research Council of Norway and Tromsø Research Foundation (grant number 287865). Until 

February 2023, it was also a part of Centre for Arctic Gas Hydrate, Environment and Climate 

(CAGE), funded by the Research Council of Norway and supported by the Research Council 

of Norway Centers of Excellence funding scheme (grant number 223259). 

The main objective of this PhD was to use seismological data from ocean bottom seismometer 

deployments to improve understanding of the fluid flow systems in the Fram Strait, offshore 

Svalbard. For this purpose, three separate datasets have been used. The initial processing of 

the third dataset took place at Alfred Wegener Institute in Bremerhaven, Germany, where I 

stayed for a total of four months. This research stay was financially supported by the UiT travel 

grant for PhD candidates. 

The mandatory educational component was fulfilled by the participation in four courses (three 

at UiT and one at the University Centre in Svalbard – UNIS) and one educational cruise at UiT. 

I took part in Marine Geophysics course (GEO-8123), Philosophy of Science and Ethics course 

(SVF-8600), Arctic Seismic Exploration course (AG-835 at UNIS), and Arctic marine geology 

and geophysics workshop (GEO-8145). I also participated in Marine geology and geophysics 

cruise (GEO-8144) in 2021. During the course of my PhD education, I was affiliated with 

following research schools: Geoscience Research Academy of Tromsø (GReAT), Research 

School on Changing Climates in the Coupled Earth System (CHESS), Norwegian Geophysical 

Society (Norsk Geofysisk Forening – NGF), and Norwegian Research School for Dynamics 

and Evolution of Earth and Planets (DEEP). Between 2019 and 2021, I participated in following 

research cruises: CAGE19-1 (June – July 2019), CAGE19-2 (July 2019), CAGE19-3 (October 

– November 2019), CAGE20-5 (August 2020), CAGE20-6 (October 2020), CAGE21-1 (May - 

June 2021), CAGE21-3 (July 2021), and CAGE21-5 (October 2021). 

I have participated and presented the scientific results of my work at several national and 

international conferences and workshops, including AGU Fall Meeting 2020 (American 

Geophysical Union; online participation), CAGE Invites Conference (May 2022, Tromsø), 

CAGE International Conference (September 2022, Tromsø), EGU23 General Assembly 
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(European Geosciences Union; April 2023, Vienna) and Nordic Seismology Seminar 2023 

(June 2023, Bergen, Norway). 

The first part of my thesis introduces motivation and objectives, including the background of 

the project and overall framework. In the second part, I discuss the scientific approach used to 

produce the research finding documented in this work. The third part provides the necessary 

geological framework of the study area from the tectonic and sedimentological perspective. 

The fourth part contains a summary of all research articles presented in this thesis. Finally, the 

overall outcome of the thesis is discussed in the fifth chapter and potential avenues of future 

research directions are suggested. Subsequently, the three research articles of this thesis are 

presented. 

 

This thesis consists of an introduction to the following research papers: 

▪ Article 1: 

Domel, P., Singhroha, S., Plaza-Faverola, A., Schlindwein, V., Ramachandran, H., & Bünz, S. 

(2022). Origin and Periodic Behavior of Short Duration Signals Recorded by 

Seismometers at Vestnesa Ridge, an Active Seepage Site on the West-Svalbard 

Continental Margin. Frontiers in Earth Science, 10.https://doi.org/10.3389/feart.2022.831526 

Data related to this paper: https://doi.org/10.18710/TCWUQN 

▪ Article 2: 

Domel, P., Hibert, C., Schlindwein, V., & Plaza-Faverola, A. (2023). Event recognition in 

marine seismological data using Random Forest machine learning classifier. 

Geophysical Journal International, 235(1), 589-609. https://doi.org/10.1093/gji/ggad244 

Data related to this paper to be published in UiT Open Research Data repository. 

▪ Manuscript 3: 

Domel, P., Plaza-Faverola, A., Schlindwein, V., & Bünz, S. (2023). Local seismicity and 

sediment deformation in the west Svalbard margin: Implications of neotectonics for 

seafloor seepage. Manuscript submitted to Geophysics, Geochemistry, Geosystems. 

Data related to this paper: https://doi.pangaea.de/10.1594/PANGAEA.952424 
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1 Introduction 

1.1 Scope of the thesis 

The PhD work was conducted as a part of the SEAMSTRESS project – Tectonic stress effects 

on Arctic methane seepage. The SEAMSTRESS project goal is to quantify the amount of 

tectonic influence on the release of greenhouse gases from the ocean floor in the Arctic. This 

means taking a multidisciplinary approach that includes stress modelling, seismic data 

interpretation, in-situ measurements and modelling, and seismological observations. This 

thesis aims to improve the understanding of the relationship between seismic activity and 

focused fluid flow systems driving the seepage using the recordings from ocean bottom 

seismometers (OBS). This work includes both an analysis of microseismicity potentially linked 

to the seepage and a study of regional earthquake patterns to improve the knowledge about 

tectonic stress regime. A methodological prerequisite for this study was the development of a 

new automated signal classification method for ocean bottom seismological data sets. 

1.2 Motivation and objectives 

Submarine flow of liquids and gases from the seafloor is a ubiquitous process documented in 

continental margins worldwide (e.g., Judd & Hovland, 2007; Etiope, 2015). It drives the natural 

gas release (“seepage”) into the water column in a form of “cold” seeps. Natural gas, mostly 

methane, which reaches the water column provides an ample source of energy for bacterial 

communities, but also contributes to ocean acidification (increase of CO2), and reduction of 

the oxygen in the water (Reeburgh, 2007). Transient increase of the fluid pore pressure is the 

most efficient way of reducing shear strength of sediments, therefore fluid flow plays an 

important role in submarine landslide generation and potential tsunami hazard (Huhn et al., 

2020). Landslides also pose a risk for the ever-expanding network of submarine 

telecommunication cables (Carter et al., 2014), and can lead to earthquakes that cause 

damage to people and infrastructure in the coastal areas (e.g., Gardner et al., 2001). 

Conversely, monitoring of the seepage can also provide a forecasting before occurrence of 

large magnitude earthquakes (Hovland et al., 2002). Direct observations in the water column 

are usually short-term and therefore we lack the understanding of mechanisms causing 

seepage, the way its intensity changes and how it varies on shorter and longer timescales 

(Riedel et al., 2018). 

The objective of this thesis is to investigate naturally occurring (referred hereafter as “passive”) 

seismological signals that were recorded on the ocean seafloor and their connection to fluid 

flow processes occurring in shallow sediments on a continental margin. OBS observations can 
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provide long-term (up to a year), continuous information about seismological processes and 

their potential relation to fluid flow. This investigation is done both on a local and a more 

regional scale. We studied local seismic signals (dubbed short duration events in the literature) 

in the vicinity of seepage sites (micro seismicity studies, Article 1). We also analyzed the 

earthquake occurrence in the region to better understand the tectonic setting and large-scale 

forces (regional stress field) acting on sediments filled with gas (Manuscript 3). The 

processing of OBS recordings is challenging due to the unknown orientation and tilt of the 

seismometer (unless placed by a remotely operated vehicle), the large variety of noise sources 

that have to be differentiated from the useful signal, the large data volume, and in general the 

lower signal-to-noise ratio compared to records from land. This necessitates the development 

of a new, semi-automatic processing approach for marine seismological data which is also 

presented in this thesis (Article 2).  

This study incorporates three separate OBS datasets from fluid flow systems on the west 

Svalbard continental margin (Figure 1). This area is interesting due to the proposed tectonic 

control of the nearby ultraslow spreading system as well as of glacio-tectonics on the seepage 

distribution at present and in the past (Plaza-Faverola et al., 2015; Plaza-Faverola & Keiding, 

2022). Passive seismological observations can provide unique insight in the present-day 

tectonic activity influence on the seepage and complement seismic interpretation, seepage 

and tectonic stress modelling, in-situ geotechnical measurements and sediment core analyses 

to obtain a comprehensive understanding of the fluid flow system. 
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Figure 1. The geographic position of OBS datasets presented in this thesis with the corresponding manuscript 
number, along with the documented gas seepage sites for west Svalbard continental margin. Gas seepage 

locations from e.g., Smith et al., (2014); Panieri et al., (2017). 

1.3 Fluid flow processes in near surface sediments 

Sedimentary basins in continental margin settings are dynamic environments. Water, 

hydrocarbons, and magmatic gases migrate toward the surface. The excess fluid in a rock 

comes from a variety of sources. During the sediment deposition, compaction processes lead 

to a large volume of brine to be expelled due to the sediment weight (Judd & Hovland, 2007). 

In the coastal areas, submarine groundwater discharge is an important source of water. Hot 

water and gases can be provided by the magmatic source at depth (Judd & Hovland, 2007). 

Hydrocarbons are being produced at depth from the decomposition of biological matter in rocks 

(Tissot & Welte, 1984), but natural gas (mostly methane) can also be a result of the lifecycle 

of methanogenetic archaea close to the seafloor (e.g., Claypool & Kaplan, 1974). In the 

shallow subsurface, within a specific temperature and pressure interval, accumulated gas can 
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form hydrates (Sloan, 1998). The process of hydrate formation and dissociation can be very 

dynamic close to the seafloor and hydrate dissociation is another source of fluid in the rocks 

(Valentine, 2010). 

Two main processes control the migration of the fluids: diffusion and advection (Etiope, 2015). 

Uniform spreading of the pore fluid molecules to equalize its concentrations occurs through 

diffusion. When the movement is dictated by the pressure gradient (from high to low) and the 

entire pore medium mobilizes, the process is driven by advection (Figure 2). 

 

Figure 2. The processes controlling gas migration to the surface (modified from Etiope, 2015). 

When the advective process is a dominant driver, the flow becomes focused and leads to 

creation of pipes and chimneys that can be observed using geophysical methods (Berndt, 

2005). Focused fluid flow manifests itself on the seafloor in a variety of form (Judd & Hovland, 

2007), including: 

• Pockmarks 

• Pingos 

• Mud volcanoes 

• Mud diapirs 

• Hydrothermal vents 

Cold seeps 
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The fundamental driver behind the advective flow of fluid is an excess pressure (overpressure) 

of pore fluid compared to hydrostatic equilibrium (Figure 3; e.g., Dugan & Sheahan, 2012). 

Overpressure is common in subsurface rocks, especially at depth, and can be generated 

locally by a variety of processes. In sedimentary basins, the speed of deposition controls the 

rock compaction and expulsion of fluids. Under normal conditions, compaction of rocks occurs 

slowly enough for fluid to migrate towards the surface (Osborne & Swarbrick, 1997). With the 

increase of depth, the decrease of the available pore space leads pressure of the pore fluid to 

rise. When the sedimentation is rapid, there is not enough time for fluids to migrate towards 

the surface and overpressure is generated at shallower depths. In the presence of gas 

hydrates, progressive subsidence of the rock leads to hydrate instability and dissolved gas can 

also generate overpressure (Hunt, 1979). Fluids, usually hydrocarbons, migrating from the 

source rock at greater depths will increase the pore pressure under lower than original 

hydrostatic load (Dugan & Sheahan, 2012). At greater (>1 km) depths, thermal and chemical 

processes can lead to the increase of fluid pressure. Vertical load of the water column due to 

the sea level rise also leads to increase in the pore pressure fluid in shallow sediments (Smith 

et al., 2013). Overpressure is also created by the forces acting laterally. Tectonic processes, 

acting in present day and/or in the past can cause compression of the rock intervals and 

buildup of the pressure (Osborne & Swarbrick, 1997). For the areas experiencing glacial 

episodes in the past, such as the one presented in this thesis, glacial isostatic rebalancing can 

induce overpressure as the structures bend due to the presence and subsequent lack of the 

glacial load (e.g., Thorson, 2000; Grollimund & Zoback, 2000). It is important to emphasize 

that overpressure can occur at very shallow depths (e.g., Dugan & Sheahan, 2012; Plaza-

Faverola et al., 2023a).  

The difference between the externally applied stress on the sediment and the pore pressure 

is termed effective stress (Zoback, 2010). The relation between effective stresses acting on a 

sediment and the internal rock strength controls when and in what way the rock will fracture. 

Faulting of the sediments plays a major role in the distribution of the fluid flow (e.g., Knipe, 

1992, 1993; Faulkner et al., 2010). Fault zones usually provide higher permeability medium for 

fluids to travel, but can also restrict fluid movement (Caine et al., 1996). In the presence of 

overpressure, fluids will much more likely re-open existing faults and undergo movement 

instead of creating new fractures, since the tensile strength of existing faults is equal to zero 

(Talukder, 2012). Similarly, faults play a fundamental role in the fluid expulsion at the seafloor. 

Gas seepage has been associated with all types of faults in both compressive and extensional 

regimes (e.g., Bernard et al., 1976; Hovland & Curzi, 1989; Macgregor, 1993; Schroot et al., 

2005; Chen et al., 2010; Gasperini et al., 2012; Plaza-Faverola et al., 2013; Grall et al., 2018). 

The content of the fluid circulating through sediments influence the medium characteristics as 
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well. For example, presence of gas alters the elastic and mechanical properties of the soft 

sediments and can enhance fracturing (e.g., Daigle & Dugan, 2010; Barry et al., 2012; 

Boudreau, 2012). Processes related to the sediment fracturing and the flow of fluid can 

manifest itself in a form of recordable seismic signals. 

 

Figure 3. Pressure-depth relation for over pressured sediments (modified from Li et al., 2022). 

1.4 Fluid flow, fractures, and seismicity generation 

In the presence of gas, shallow sediments can fracture in two different ways. The first is 

hydraulic fracturing driven by pore fluid pressure or high capillary entry pressures of free gas, 

and the second is caused by the shear failure of the sediments (Daigle & Dugan. 2010; Scholz, 

2019). The majority of investigations related to hydraulic fracturing comes from the studies 

related to fracturing the rocks for geothermal and hydrocarbon extraction purposes and it is 

generally perceived that hydraulic fracturing is a result of a tensile process due to increased 

pore pressure (Maxwell & Cipolla, 2011; Stoeckhert et al., 2011). However, modelling and field 

experiments related to seismic signal suggest that significant component of fracturing also 

involves shear and tensile-shear modes (e.g., Urbancic & Maxwell, 2010; Duan, 2016; Naoi et 

al., 2020). Tensile mode fracturing is well observed through laboratory experiments and the 

measurement of acoustic emission events in the rock samples. These energetic signals are 

recorded in the kHz-MHz range, follow Gutenberg-Richter law, and resemble earthquakes on 

time-series and spectrograms in shape, but their frequencies are much higher, and their 

duration is measured in microseconds (e.g., Graham et al., 2010; Stanchits et al., 2011; 

Grosse et al., 2021). However, they can only be recorded by high-sampling sensors placed 
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directly on the rock. It is not yet determined though, if the rock cohesion in most reservoirs (at 

depths greater > 1km) is strong enough to produce micro seismicity in the pure tensile mode 

detectable by seismometers (Duan, 2016). Following the same logic, this seems even less 

likely in weakly cohesive shallow sediments. Most micro seismic studies are therefore 

dedicated to the analysis of weak earthquakes of magnitude 0 and less (e.g., Rubinstein & 

Mahani, 2015; Atkinson et al., 2020; Schultz et al., 2020). 

1.4.1 Earthquakes 

An earthquake is a result of the stress exerted on the rock exceeding its internal strength. 

Following the classification of Anderson (1905, 1951), we can describe the state of stress in 

the subsurface using three principal components: one vertical, perpendicular to the earth 

surface; and two horizontals, perpendicular to each other and the vertical one. Their relative 

magnitude reflects the mode of faulting occurring when the strength of the rock is exceeded 

(Figure 4). It is generally assumed that all the principal stresses in the Earth are compressive, 

due to the weakness of rock under tension (Kanamori & Brodsky, 2004). When least principal 

stress is greater than the strength of the rock, tensile fracturing occurs. The shear fracturing of 

the rock is controlled by the relation between maximum and minimum effective stresses (Mohr-

Coulomb criterion; Scholtz, 2019). The earthquake process itself is driven by the shear failure 

of a brittle rock under the compression. As an approximation, an earthquake can be considered 

as a dynamically running shear crack (Kanamori & Brodsky, 2004; Scholz, 2019). 
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Figure 4. Modes of faulting under different stress conditions (modified from Zoback, 2010) 

Pore fluid modifies the overall stress affecting the rock and makes it easier to fail when rock is 

over pressured (Figure 5A; Kanamori & Brodsky, 2004). In a similar manner to the excess pore 

fluid influence, the amount of stress required for the slip on an existing fault is reduced through 

the lowered coefficient of friction (Figure 5B). Fluid overpressure is one of the primary 

mechanisms for tectonic fault slip, because fluids lubricate the fault and fluid pressure reduces 

the effective normal stress that holds the fault in place (e.g., Hubbert & Rubey, 1959; Scuderi 

& Colletini, 2016). 
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Figure 5. Mohr diagrams showing possible combinations of the maximum and minimum principal stresses with the 

failure criterions with/without presence of pore fluid (A) and failure and friction depiction in the case of existing fault 

plane (B). Modified from Kanamori & Brodsky (2004). 

Ultimately, the shear failure of the rock (from microscopic scale to hundreds of kilometers) 

leads to a stress drop and radiation of energy that generates elastic wavefield recorded as an 

earthquake on seismograms. Only a portion of energy is radiated, some is dissipated 

mechanically and some thermally (Kanamori & Brodsky, 2004). The mechanical process itself 

can be modelled in different ways, such as dynamically propagating crack, sliding on a 

frictional surface, a mixture of both and other (Kanamori & Brodsky, 2004). The influence of 

thermal radiation can be important, especially in large earthquakes. It can cause pore fluid 

pressurization and overpressure in the rock; the fault surface can undergo melting and fault 

zone can exhibit reduced friction due to lubrication. 

1.4.2 Signals related to fluid flow 

In addition to mechanical failure, processes related to the fluid movement itself have been 

shown to generate distinct seismic signature, especially in the near field. The presence of fluids 

in rupture process is often linked to tremor-like signals and long-period events, observed in 

different geological contexts, such as volcanism, hydraulic fracturing, subduction zones, 

crustal faults, glacial dynamics and even landslides (Obara, 2002; Chouet, 2003; Ide et al., 

2007; Peng & Gomberg, 2010; Das & Zoback, 2011; Gräff et al., 2019). Inducing of these 

signals was directly observed through fluid injection into the fault (Derode et al., 2015), and in 

laboratory experiments (Nakagawa et al., 2016, Cao et al., 2021). The fluid in question can be 

cold (brine with or without hydrocarbons) or hot (magma), the source mechanism appears 

similar (Tary et al., 2014a; Fazio et al., 2017). The generation process is commonly related to 

the presence of a slow wave trapped between the surfaces of a crack, called “Krauklis wave,” 

also referred in literature as “crack wave” (Krauklis, 1962; Aki et al., 1977; Chouet, 1986; 

Ferrazini & Aki, 1987). The wave recorded by the sensors is the result of the crack wave 
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diffraction at the tip of the crack (Korneev, 2011). The frequency response of each mode of 

the wave depends on the crack geometry, excitation pulse and the properties of fluid and rock 

(Korneev, 2008; Tary et al., 2014a; Tary et al., 2014b). 

The proposed mechanism of inducing this seismicity is connected to fracture 

opening/extension and the corresponding sudden drop in the fluid pressure or sudden 

depressurization and fracture collapse (Aki et al., 1977; Chouet, 1988; Tary, 2014a; Figure 

6A). Other explanations propose instabilities in the flow of fluid through cracks (Ferrick et al., 

1982; Rust et al., 2008; Tary et al., 2014a; Figure 6B). The fracturing can occur due to fluid 

flow itself, temperature change (magma intrusion), steam injection, CO2 injection or hydraulic 

fracturing treatment (Ferrick et al., 1982; Konstantinou & Schlindwein, 2003; Chouet et al., 

2005; Maxwell et al., 2007; Bohnoff & Zoback, 2010; Das & Zoback; 2011). Tremor-like signals 

and long-period events have been observed using ocean bottom seismometers near active 

volcanoes and hydrothermal systems (Sohn et al., 1995; D'Alessandro et al., 2009; Sgroi et 

al., 2009). Other, more impulsive signals potentially connected to the fluid-flow processes have 

also been observed in this context (D'Alessandro et al., 2009; Bowman & Wilcock, 2014; Sgroi 

et al., 2014). 
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Figure 6. Conceptual explanation of the fluid resonance propagating from the crack edge in hydraulic fracturing 
case (A) and instabilities in the flow of fluid within the fracture causing propagating seismic wave (B). Modified 

from Tary et al., 2014a. 

These short, energetic signals dubbed “short duration events” (SDE) have been observed in a 

wide range of marine settings (e.g., Buskirk et al., 1981; Bowman & Wilcock, 2014; Embriaco 

et al., 2014, Franek et al., 2014, 2017; Sohn et al., 1995). SDEs, similarly to tremors and long-

period events, are hypothesized to be an indication of fluid flow processes, but in shallow 

sediments. Some observations notice increased presence of SDEs immediately after OBS 

deployment, which may be linked to sediment disturbance by instrument weight (Ostrovsky et 

al., 1989; Tary et al., 2012). SDEs have been directly correlated to the intensity of the gas 

emissions from the seafloor (Bayrakci et al., 2014; Embriaco et al., 2014).  

The proposed physical mechanisms for observed signals include resonance of fluid-filled 

cracks in sediments and corresponding crack wave propagation (Díaz et al., 2007; Figure 6A), 

and vertical gas migration through opening of pre-existing fractures, with mainly horizontal 

movements of the conduit walls generating high amplitude Scholte waves (Tary et al., 2012; 

Hsu et al., 2013; Figure 7). The generation of signals resembling SDEs through gas expulsion 
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from shallow sediments have been demonstrated in a lab experiment (Batsi et al., 2019), and 

signals resembling SDEs have been directly observed in monitoring of the fluid injection into 

natural fault (Derode et al., 2015). In the past, biological activity of the fauna has been 

proposed as one of the explanations for SDE generation (Buskirk et al., 1981), but scarce 

amount of monitoring data currently available challenges this interpretation (Batsi et al., 2019). 

In some studies, SDEs are classified as microseismic events of very small magnitudes (Sohn 

et al., 1995; Sgroi et al., 2014). In some cases, SDEs are attributed to the underwater currents 

(Chang et al., 2016; Ugalde et al., 2019), however current-induced noise is usually described 

as a persistent tremor-like signal (Ramakrushana Reddy et al., 2020; Essing et al., 2021). 

 

Figure 7. Schematic showing the vertical gas expulsion from the seafloor as a potential mechanism responsible 
for SDEs. Taken from Tary et al., (2012). 

While the processes involved in the movement of the fluid in sediments can be a source of the 

seismic signal, both near- and far-field seismicity not directly linked to the system can influence 

existing fluid flow and local seismic signal generation. Similarly, the physical phenomena 

controlling the temporal variation of seismicity can influence and modulate the seepage 

processes at the seafloor and fluid migration in sediments. 

1.5 External triggers and modulators of fluid flow 

As previously stated, fluid flow is driven by the pressure of the pore fluid, but the change in the 

local stress field influencing it does not have to be local nor continuous. Fracturing connected 

to an earthquake produces a near-instant response in the system and the potential influence 

of earthquakes on the fluid flow system is well documented. Earthquakes can cause water 

level, flow rate, temperature, and chemical composition changes in ground water on land 

(Manga et al., 2012; Skelton et al., 2014; Manga & Yang, 2015). These changes can vary 

temporally and the energy responsible can be very local or propagating from thousands of 
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kilometers away (e.g., Sato et al., 2000; Yan et al., 2014; Manga & Yang, 2015). Hydrothermal 

systems are equally affected, both on land and in marine settings (e.g., Fornari et al., 1998; 

Sohn et al., 1998; Dziak et al., 2003; Yan et al., 2020). Similarly, methane release in cold seeps 

can increase following an earthquake activity (e.g., Mau et al., 2007; Tsunogai et al., 2012; 

Menapace et al., 2017). 

Distant energy release does not have to influence fluid flow directly, it can also trigger local 

seismological activity and fault opening/slip (Gomberg et al., 1997; Hill & Prejean, 2007; 

Brodsky & van der Elst, 2014). In general, it can be assumed that the Earth’s crust is in near-

critical stress state and the force required for triggering of a rock failure may be small (Zoback 

& Zoback, 2002). The dynamic stress change required to cause a seismic response can be in 

the order of only several kilopascals (Peng & Gromberg, 2010; Wang et al., 2022). Distant 

earthquake triggering can induce other seismological signals that may indicate active fluid flow 

processes, such as non-volcanic tremors (Rubinstein et al., 2007; Guilhem et al., 2010; Chao 

et al., 2013). 

Stress changes required to modulate fluid flow can also come from periodic, local, and global 

processes. On land, hydrological systems can induce temporal stress load changes (Gupta, 

2002; Chanard et al., 2014; Craig et al., 2017). Thermoelastic processes driven by the surface 

temperature variations also produce stress variation (Tsai, 2011). Large atmospheric 

phenomena also induce short-term changes (Liu et al., 2009). In colder climates, snow loading 

can be important enough in varying the seismological intensity (Heki, 2001, 2003). Permafrost 

changes due to a variation in ground temperature and ground thermal stress can be monitored 

passively using cryo-seismic signals (Romeyn et al., 2021, 2022). On a longer timescale, 

glacial isostasy contributes to the present-day stress field both on land and at sea Fjeldskaar 

et al., 2000; Brooks & Adams, 2020; Vachon et al., 2022). 

Finally, Earth’s movement and rotation with respect to other celestial bodies produces 

predictably varying changes in the stress due to solid Earth tides and ocean tides. Tides are 

caused by the difference between the gravitational accelerations (produced by other bodies) 

and centrifugal accelerations (produced by the orbital motion of the body) (Wenzel, 1997). The 

difference between the two accelerations is called tidal acceleration. All celestial bodies in the 

Solar System produce tidal accelerations on Earth, but the two dominant components of tidal 

acceleration come from the Sun (rotation around the star) and the Moon (motion of the Earth 

and the Moon around the barycenter of the two-body system, which is located inside the 

Earth’s body). To represent the influence of tides for a given position on the Earth’s surface, 

instead of the tidal acceleration, a scalar tidal potential V is used (Wenzel, 1997). The tidal 

acceleration is the gradient of the tidal potential. The scalar potential V for a given location on 
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the Earth’s surface is computed using an expansion of Legendre’s polynomials into a series of 

spherical harmonics. This series expansion converges rapidly, and to accurately represent 

almost all of the forces acting on Earth’s surface, it is enough to expand the series up to a 6th 

term for the Moon and up to the 3rd term for the Sun. Zero order spherical expansion is related 

to long period waves (14 days – 18.6 years), 1st order expansion is referred to as diurnal waves 

(~ 24 h period), 2nd order is called semi-diurnal (~ 12 h period) and so on. The largest 

contribution comes from the 2nd term which provides about 98% of the total scalar potential 

(Wenzel, 1997). From the spherical harmonics’ formulation, it can be inferred that the long-

period tidal waves have their maximum at the poles, diurnal waves at +/- 45 º latitude and 

semi-diurnal waves at the equator (Wenzel, 1997). The most obvious consequence of tidal 

accelerations is a presence of ocean tides, but Earth’s interior also reacts to tidal forces and 

tidal patterns can be observed in i.e., gravity measurements. 

Forces generated by tides change the earthquake activity on land and in oceans (e.g., Tolstoy 

et al., 2002; Cochran et al., 2004; Stroup et al., 2007; Métivier et al., 2009). The intensity and 

composition of venting hydrothermal fluids often shows tide-induced variation (Tivey et al., 

2002; Chen et al., 2005). The same relation is observed at cold seep sites (Krabbenhoeft et 

al., 2013; Hsu et al., 2013; Riedel et al., 2018). Correspondingly, tremor-like signals, long-

period events and short duration events all have been postulated to undergo tidal modulation 

(e.g., Rubinstein et al., 2008; Lambert et al., 2009; Hsu et al., 2013; Han et al., 2018). 
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2 Scientific approach 

In this section, I list the information about the ocean bottom seismology (OBS) instrumentation 

and datasets used in this thesis. All data was obtained through research cruises on R/V Helmer 

Hanssen operated by UiT The Arctic University of Norway. Subsequently, I briefly describe the 

processing steps necessary to obtain catalogs of events to analyze from OBS data (be it 

earthquakes or other signals of interest), which form a foundation of articles and manuscript in 

this thesis. A separate subsection is dedicated to the development of signal classification 

method which is the main outcome of the Article 2. 

2.1 OBS instruments 

The main component of each OBS is a seismometer used to measure ground displacement 

due to elastic wave propagation in the subsurface (Figure 7). In this thesis, we used short-

period seismometers (Article 1 & Article 2), and a combination of short-period units together 

with broadband seismometers (Manuscript 3). The K/MT 210 seismometer from KUM 

contains three short-period geophones that have a corner frequency of 4.5 Hz, and a flat 

frequency response to about 100 Hz. The Trillium Compact broadband seismometers have a 

flat frequency response from 120 s to 100 Hz. Each OBS was equipped with a hydrophone 

recording in the same frequency range as a seismometer. Two recording systems were used: 

Geolon MLS (Article 1) & KUM 6D6 (Article 2 & Manuscript 3). 

 

Figure 7. Seismometers used in this thesis. 



 

18 

2.2 Datasets 

This thesis is based on three separate OBS datasets acquired at and in the vicinity of Vestnesa 

Ridge contourite drift. Below is the list of the acquired data, corresponding cruises, cruise 

leaders, cruise reports and data repositories (where applicable). Datasets for the Article 2 and 

the Manuscript 3 were acquired in collaboration with GEOMAR, Helmholtz Centre for Ocean 

Research, Kiel, Germany, and Alfred Wegener Institute, Helmholtz Centre for Polar and Marine 

Research, Bremerhaven, Germany, respectively. 

Article 1 

Cruises:  CAGE15-4 & CAGE16-6 

Cruise reports:  

  https://doi.org/10.7557/cage.6935 (CAGE15-4; Bünz, S., 2023a) 

https://doi.org/10.7557/cage.6929 (CAGE16-6; Bünz, S., 2023b) 

OBS dataset: https://doi.org/doi:10.18710/TCWUQN (Domel et al., 2021) 

 

Article 2 

Cruises:  CAGE19-1 & CAGE20-5 

Cruise reports:  

  https://doi.org/10.7557/cage.6909 (CAGE19-1; Bünz, S., 2023c) 

https://doi.org/10.7557/cage.6914 (CAGE20-5; Bünz, S., 2023d) 

OBS dataset: To be published in Dataverse.no 

 

Manuscript 3 

Cruises:  CAGE20-5 & CAGE21-3 

Cruise reports:  

  https://doi.org/10.7557/cage.6914 (CAGE20-5; Bünz, S., 2023d) 

https://doi.org/10.7557/cage.6722 (CAGE21-3; Plaza-Faverola et al., 2022a) 

OBS dataset: https://doi.org/10.1594/PANGAEA.952424 (embargo until 31.12.2024;    

Plaza-Faverola et al., 2022b) 

2.3 OBS data processing 

Remote, independent observations of passive seismological signals on the seafloor are a well-

established method dating almost a century (Ewing & Vine, 1938). Obtained datasets expand 

the coverage of global networks (temporarily, and sometimes permanently) for global studies 

of wave propagation. They are particularly useful, however, in the local seismological 

monitoring of tectonic processes related to e.g., mid-ocean ridge spreading, subduction zones, 
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hydrothermal and volcanic systems, and cold seeps (e.g., Sato et al., 1995; Schlindwein et al., 

2005; Bowman et al., 2013; Grevemeyer et al., 2021; Chen et al., 2022). Past challenges 

related to power consumption and data storage are now addressed well enough to allow a 

continuous record lasting a year and more (e.g., Suetsugu & Shiobara, 2014). In a very general 

sense, the processing of OBS data for creating an interpretable catalog of events does not 

differ much from land data processing. However, some specific steps in the workflow require 

an additional effort and bring challenges that are unique to OBS. These steps and methodology 

are described in greater detail below. A simplified processing routine for data analysis (with an 

asterisk denoting additional processing consideration for OBS), is presented in Figure 8. 

 

Figure 8. Basic processing routine to create an event catalog from OBS data. Asterisks represent steps which 
require additional consideration compared to land data processing and are discussed in detail below. 

2.3.1 Seismometer deployment 

OBSs are usually deployed by free fall from a vessel and during sinking their horizontal position 

drifts due to the water currents. Deployment on the Vestnesa Ridge showed a horizontal drift 

observed between the deployment location and the seafloor position can usually reach 200-

300 m (Article 2). For locating nearby seismicity, it is important to establish an accurate 

position of the seismometer at the seafloor. We utilized active seismic shots in the vicinity of 

the deployed devices for seafloor location. 

We want to find a position of OBS at the seafloor based on the direct wave travel time and 

wave velocity in the water. The initial solution to the problem can be depicted as a vector of o 

OBS position, true water velocity and P-wave travel time for a given seismic source position: 
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𝑚0 = (𝑥0, 𝑦0, 𝑧0, 𝑣0, 𝑡0)  
For each seismic shot i from the ship, we obtain: 

• Source position (xsrc,i, ysrc,i, zsrc,i coordinates of a local grid) 

• Source origin time (tsource) 

From the OBS we obtain the direct wave arrival time (tobserved,i) for each shot. We can compute 

the expected direct wave travel time for each seismic i shot from the equation: 

𝑡𝑐𝑎𝑙𝑐,𝑖 = √(𝑥𝑜𝑏𝑠 − 𝑥𝑠𝑟𝑐)2 + (𝑦𝑜𝑏𝑠 − 𝑦𝑠𝑟𝑐)2 + (𝑧𝑜𝑏𝑠 − 𝑧𝑠𝑟𝑐)2𝑣𝑤𝑎𝑡𝑒𝑟  

We can make the non-linear problem of calculating arrival time from five independent variables 

linear by Taylor series expansion. For each shot point i and expected travel time formula, we 

create a matrix of partial derivatives Gij: 

𝐺𝑖1 = 𝜕𝑡𝑐𝑎𝑙𝑐,𝑖𝜕𝑥 = (𝑥𝑜𝑏𝑠 − 𝑥𝑠𝑟𝑐,𝑖) ∗ 1√(𝑥𝑜𝑏𝑠 − 𝑥𝑠𝑟𝑐,𝑖)2 + (𝑦𝑜𝑏𝑠 − 𝑦𝑠𝑟𝑐,𝑖)2 + (𝑧𝑜𝑏𝑠 − 𝑧𝑠𝑟𝑐,𝑖)2 

𝐺𝑖2 = 𝜕𝑡𝑐𝑎𝑙𝑐,𝑖𝜕𝑦 = (𝑦𝑜𝑏𝑠 −  𝑦𝑠𝑟𝑐,𝑖) ∗ 1√(𝑥𝑜𝑏𝑠 − 𝑥𝑠𝑟𝑐,𝑖)2 + (𝑦𝑜𝑏𝑠 − 𝑦𝑠𝑟𝑐,𝑖)2 + (𝑧𝑜𝑏𝑠 − 𝑧𝑠𝑟𝑐,𝑖)2 

𝐺𝑖3 = 𝜕𝑡𝑐𝑎𝑙𝑐,𝑖𝜕𝑧 = (𝑧𝑜𝑏𝑠 −  𝑧𝑠𝑟𝑐,𝑖) ∗ 1√(𝑥𝑜𝑏𝑠 −  𝑥𝑠𝑟𝑐,𝑖)2 + (𝑦𝑜𝑏𝑠 − 𝑦𝑠𝑟𝑐,𝑖)2 + (𝑧𝑜𝑏𝑠 − 𝑧𝑠𝑟𝑐,𝑖)2 

𝐺𝑖4 = 𝜕𝑡𝑐𝑎𝑙𝑐,𝑖𝜕𝑣 = −√(𝑥𝑜𝑏𝑠 −  𝑥𝑠𝑟𝑐,𝑖)2 + (𝑦𝑜𝑏𝑠 − 𝑦𝑠𝑟𝑐,𝑖)2 + (𝑧𝑜𝑏𝑠 − 𝑧𝑠𝑟𝑐,𝑖)2𝑣𝑤𝑎𝑡𝑒𝑟2  

𝐺𝑖5 = 𝜕𝑡𝑐𝑎𝑙𝑐,𝑖𝜕𝑡 = 1 

As initial position, we use the deployed location of the OBS. We assume the P wave velocity 

of water (vwater) of around 1500 m/s or use the information from conductivity-temperature-

density (CTD) sensor onboard for the initial solution. We seek to minimize the difference 

between the observed and calculated travel time from each shot Δti for the best solution Δmj 

which can be written as: 

𝑡𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖 − 𝑡𝑐𝑎𝑙𝑐,𝑖0 =  ∑[𝐺𝑖𝑗𝑚𝑗] − ∑[𝐺𝑖𝑗[𝑚𝑗]0]Δ𝑡𝑖𝑗 =𝑗 ∑[𝐺𝑖𝑗Δ𝑚𝑗]𝑗  

We do this by computing the least-square function from all shots: 
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𝜒2 = ∑ (Δ𝑡𝑖 − ∑[𝐺𝑖𝑗Δ𝑚𝑗]𝑗 )2
𝑖  

We can solve this function by setting the partial derivatives (gradient) to zero to obtain the 

generalized inverse solution (Gauss-Newton method; Menke, 2018): 

𝛥𝑚 =  (𝐺𝑇𝐺)−1𝐺𝑇Δ𝑡 
We add small amount of damping to the matrix multiplication to make the solution more robust 

in finding general minimum (damped least squares method). We successfully established OBS 

positions for two experiments (Article 2 & Manuscript 3). Technical issues related to the time 

synchronization of seismic shots prohibited the similar treatment of data presented in the 

Article 1. 

2.3.2 Event detection/recognition (Article 2) 

Large datasets make manual event detection impractical and, in many situations, almost 

impossible due to the amount of time required. In the case of micro seismic signals that we 

investigated in relation to fluid flow (SDEs), the number of signals on one station can reach 

hundreds of thousands (e.g., Franek et al., 2017). Local and regional seismicity in the region 

investigated in this thesis is usually in the range of few hundreds of earthquakes per year (e.g., 

Jeddi et al., 2021). The de facto standard for detecting earthquakes in the last 4 decades is a 

trigger algorithm based on the ratio between short-term average of the signal amplitude over 

the longer window (long-term), commonly known as STA/LTA (Allen, 1982). It is a 

measurement of the ratio between two average amplitude values in two arbitrarily selected 

windows. When the ratio exceeds a specific value (determined on case-by-case basis), the 

detection is triggered. Similarly, when the said ratio drops below another, also manually 

selected number, the detection termination is marked. The main disadvantage of this method 

is related to the fact, that the window lengths and the trigger and de-trigger values have to be 

individually adjusted to be sensitive to different signals. Different amplitudes and lengths of 

earthquakes (local, regional or tele seismic), SDEs or other signals of interest means that a 

search has to be performed individually for each event type. Additional limitation is related to 

the fact that other types of signal present in the data may cause a detection, if their average 

amplitude ratios are similar enough to the signals sought. 

In OBS data a number of different phenomena produces a seismic signal that triggers the 

STA/LTA detection method. Active seismic surveys produce either a direct or refracted wave 

arrival that will trigger a detector set to pick up local seismicity. Underwater currents can lead 
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to tremor signal generation that is caused by the vibrations of the OBS components due to the 

movement of the water around it (e.g., Essing et al., 2021). Marine mammals produce 

vocalizations that can exceed the amplitude ratio required for triggering detection (e.g., Soule 

& Wilcock, 2013). All these signals can obscure the events of interest, especially in the high 

noise conditions usually encountered in marine data. 

Noise levels in OBS data are usually larger than what is encountered on land due to several 

reasons. Naturally occurring noise sources in deep water (> 1 km) include tilt noise (related to 

the underwater currents mentioned before affecting vertical channel due to tilt of the OBS), 

compliance noise and microseisms (Bell et al., 2015). Compliance noise only affects very low 

frequencies in deep water (< 0.04 Hz) and is caused by the vertical motion of the seabed 

induced by pressure variations in the water (Crawford et al., 1998). Microseisms are Rayleigh 

waves generated by the surface water motion. It produces two specific peaks at the noise 

spectrum, called primary and secondary microseism peak (Friedrich et al., 1998). Primary 

microseisms have the same frequency as the surface water waves, usually around 0.07 Hz. 

The secondary microseism peak, usually much stronger has about twice as high frequency 

maximum (around 0.14 Hz) and it is caused by two surface waves travelling in opposite 

directions creating a standing wave (Figure 9; Friedrich et al., 1998; Bell et al., 2015). 

 

Figure 9. Power-density spectrum plot, representing noise levels for station VSN05 (Manuscript 3). Secondary 
microseism peak is clearly visible as higher noise level. The location of expected primary microseism peak (not 

seen) in a gray rectangle. 
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Recent years have brought a large development in deep-learning approaches for the purposes 

of the signal detection and phase picking (e.g., Mousavi et al., 2020; Zhu & Beroza, 2018). 

These algorithms work very well applied to stations on land, but we found that either the 

amount of false detections is too high to take the data reliably or, when we lower the sensitivity, 

large earthquakes with clear phase arrivals are regularly omitted (Article 2). They also 

specifically target earthquake detections; micro seismicity, such as SDEs, has not been an 

object of intensive research in the field. 

In collaboration with the University of Strasbourg, France, I tried to improve the automatic 

detection and recognition of signals using STA/LTA detection dataset as an input to machine 

learning classification (Article 2). The aim was to automatically recognize earthquakes, short 

duration events, and separate them from marine noise. I automatically created a set of 

detections to analyze by running the STA/LTA algorithm twice, with the different parameters 

meant to trigger on short, impulsive SDEs and longer duration local and regional earthquakes. 

To extract the waveforms for classification, I incorporated kurtosis-based onset adjustment 

provided by the University of Strasbourg (Baillard et al., 2014). Kurtosis is a statistical measure 

that represents the shape of a given distribution and is defined as the standardized fourth 

moment of the mean. It has a value of 3 for Gaussian distribution (DeCarlo, 1997) and the 

onset of a seismic wave temporarily creates a different statistical distribution of the data that 

raises the kurtosis value. By computing the kurtosis in small windows over the given signal, 

the onset of the detection can be found as a time when kurtosis start to increase. STA/LTA 

detector can mark the end of the detection too quickly if the noise level is high compared to 

the seismic wave amplitude. To alleviate that, I used the average amplitude of the signal further 

in the future than the expected signal duration and terminated the detection when the signal 

amplitude reached 1.5 of this value. 

To distinguish between earthquakes, SDEs and noise, I trained a Random Forest classifier 

following the approach presented in Provost et al., (2017), also provided by the University of 

Strasbourg. For each extracted waveform, a large number of waveform, spectral and polarity 

attributes is computed, and the obtained values are used as a basis for recognition of different 

type of signals. The Random Forest method is based on large number of individual decision 

trees (within each tree a decision is made into what category signal belongs; Breiman, 2001). 

The decision is made on the basis of the random selection of one or more computed attributes. 

From all decision trees computed, the class that won most of the votes is then used to assign 

the signal into the specific category. This classification approach was used in datasets for the 

Article 2 & the Manuscript 3.  
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2.3.3 Phase picking – absolute time 

Seismological data heavily relies on accurate arrival times of the events. At the ocean bottom, 

the time is kept by the internal clock of the recorder that drifts over the duration of experiment 

due to the changes of crystal oscillations that measure the passing of time (e.g., Gardner & 

Collins, 2012). The choice of clock is dictated by the power usage required and the crystal 

clocks are designated in the way that they deviate from the accurate time in the linear manner 

over the course of the experiment. This linear drift can be adjusted after the experiment by the 

synchronization of the clock with GPS signal before the deployment and after the recovery of 

the OBS. However, this linear relationship is often found not to be true (e.g., Gouédard et al., 

2014). The difference between the absolute and measured time can reach several seconds at 

the end of a year-long experiment and render phase picks for earthquakes useless in the 

earthquake location procedure. Obtaining accurate phase picks is crucial in correct earthquake 

hypocenter determination. Therefore, an alternative approach to establish the clock drift is 

needed to make a proper correction. 

I utilized the approach based on the daily ambient noise correlation between the stations 

(Hanneman et al., 2014). The correlation function between the station pair should not change 

during the duration of the survey for any other reason than the drift of the clocks. By averaging 

the cross-correlation value and monitoring its change over time, it is possible to track the drift 

change over the duration of the experiment. Analysis of the correlation plots helps to establish 

for which station the clock drifts in linear station. On this assumption, this station clock can be 

corrected linearly using GPS synchronizations and the other stations can be adjusted in 

relation to this “reference” OBS. This approach requires a large number cross-correlations 

between stations computed and is therefore time-consuming. The method was successfully 

implemented in the dataset for the Manuscript 3. 
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3 Study area 

The fluid flow system investigated in this thesis developed within the sedimentary deposits 

offshore Svalbard, in the Fram strait (Figure 1). The main present-day tectonic processes are 

driven by the nearby mid-ocean ridge system (Molloy Ridge, Molloy Transform Fault and 

Knipovich Ridge). The repeated cycle of glaciations since 3.6 Ma (Knies et al., 2009), caused 

stress variations influencing present day stress state. Sediment thickness, reaching upwards 

to 5 km (Eiken & Hinz, 1993), contributes to the forces acting in the subsurface due to the 

gravitational load. Sediment deposition is predominantly controlled by the current-driven 

processes and repeated past glaciations affecting Svalbard and its shelf. Active indicators of 

fluid flow, in the form of documented gas seepage from the seafloor are mostly constrained 

within the crest of Vestnesa Ridge contourite drift. On its western flank, bathymetric features 

indicate recent, but currently dormant gas release sites (Hustoft et al., 2009; Bünz et al., 2012; 

Plaza-Faverola et al., 2015). 

3.1 Tectonic setting 

The North Atlantic Ocean started to open northward around 56 Ma (Talwani & Eldholm, 1977). 

The opening in the Fram Strait was caused by the change in the plate movement between 

Svalbard and Greenland from strike slip to oblique divergence (Myhre & Eldholm, 1988). The 

shearing between the plates led to western Spitsbergen orogeny which increased 

sedimentation in the basin (Harland et al., 1974). Another change of the plate movement in 

Oligocene led to the creation of Spitsbergen Shear Zone that acted as a precursor to the ridge 

spreading (Harland et al., 1974; Steel et al., 1985). The northernmost part of the Knipovich 

Ridge is believed to have opened about 20 Ma ago, and aeromagnetic data suggests an 

eastward ridge jump at about 18 Ma ago (Dumais et al., 2021). The spreading process at 

Molloy Ridge originated between 20-10 Ma ago, possibly around the same time as Knipovich 

Ridge (Engen et al., 2008; Dumais et al., 2021). Both ridges are classified as ultraslow (Dick 

et al., 2003). The northern portion of Knipovich Ridge spreads asymmetrically (7.1 mm/y to the 

west, 5.9 mm to the east; Dumais et al., 2021). Molloy Ridge spreading is more uniform, with 

around 6.5 mm/y for the western portion and 6.3 mm/y for the eastern part (Ehlers & Jokat, 

2009). The Molloy Transform Fault connects Knipovich Ridge and Molloy Ridge in an oblique 

fashion. Available focal mechanism solutions for the area (presented in the Manuscript 3), 

indicate mostly extensional forces at the ridges and predominantly strike-slip movement at the 

Molloy Transform Fault. Modelling of the stress field distribution indicates an asymmetric 

distribution of the tectonic forces from the ridge processes, due to the different orientation of 

Molloy and Knipovich Ridge, and non-orthogonal placement of the Molloy Transform Fault 

between them (Plaza-Faverola & Keiding, 2019). The influence of glacial load alternated 
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between compressive and tensile for the past 123 ka, and remains currently tensile (modelling 

by Vachon et al., 2022). Shallow sediments on the flanks and the crest of Vestnesa Ridge are 

densely faulted, with different fault orientations partially associated with glaciotectonics in the 

last 1.2 million years (Plaza-Faverola et al., 2015; Cooke et al., 2023). 

3.2 Sedimentary setting 

Beyond the shelf break of west Svalbard, sediments are predominantly composed of turbiditic, 

pelagic and hemipelagic facies (Howe et al., 2007). The interpretation of seismic facies 

suggests sediment deposition under the influence of underwater contourite bottom currents, 

represented at present by the West Spitsbergen Current (Eiken & Hinz, 1993). Northward 

deposition of sediments was influenced by the movement of the tectonic plates at Molloy 

Ridge, leading to a NW shift of contourite deposits at Vestnesa Ridge (Johnson et al., 2015). 

The onset of glacial deposits in the area of Vestnesa Ridge is estimated at 2.7 ma, at a 

boundary between regional seismic units YP-1 and YP-2 (Eiken & Hinz, 1993; Knies et al., 

2009). Younger seismic units consist of glaciomarine contourites interlaced with a component 

of turbidites close to the shelf edge (Mattingsdal et al., 2014). At Vestnesa, young sediments 

consist mostly of silly and muddy-silty turbidites with abundant ice-rafted debris (Howe et al., 

2007; Knies et al., 2014; Schneider et al., 2018). Since the Late Pliocene, large amounts of 

hemipelagic sediments were deposited on the shelf break (e.g., Faleide et al., 1996). The 

thickness of sediments reaches upwards of 5 km for the south-east portion of Vestnesa Ridge 

(Ritzmann et al., 2004). The northern part of the Knipovich Rift valley exhibits a large difference 

between eastern and western flank height (water depth), due to the limited westward extent of 

the deposition range for glacial sediments and potentially gravity-driven compaction of the 

sedimentary load (Amundsen et al., 2011; Kvarven et al., 2014). 

3.3 Seepage systems in the study area 

The most documented fluid flow system in the region is located at the Vestnesa Ridge 

contourite drift, investigated in the Article 1 and the Article 2. Seepage there is driven mainly 

by thermogenic hydrocarbons originating from deep reservoirs by a complex network of faults 

and fractures, with some component of microbial methane production close to the surface 

(Plaza-Faverola et al., 2017; Smith et al., 2014; Pape et al., 2020). Large amounts of natural 

gas present in the pore fluids allowed for a widespread presence of gas hydrates below the 

seafloor, mapped by the presence of so-called bottom-simulating reflector in the seismic data 

(Hustoft et al., 2009; Petersen et al., 2010; Smith et al., 2014). The boundary of the gas hydrate 

stability zone has been established to about 160-195 m below the seafloor (Petersen et al., 

2010; Bünz et al., 2012; Smith et al., 2014; Plaza-Faverola et al., 2015, 2017).  
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The transport of fluids is facilitated by a complex network of near-vertical fractures and faults 

that create acoustic chimney structures visible in seismic data (Hustoft et al., 2009; Bünz et 

al., 2012; Smith et al., 2014; Plaza-Faverola et al., 2015). Fault orientations in the shallow 

sediments show a varying preferential orientation correlated temporally to glacial and 

interglacial periods in the last 1.2 ma (Cooke et al., 2023). Directly at the seafloor, complicated 

networks of microfractures direct the gas exhumation and impact the microbial activity (Yao et 

al., 2019). Faults at smaller (closer to the seafloor) depths than the gas hydrate stability zone 

can also potentially be plugged by the localized presence of gas hydrates and restrict the fluid 

flow (Madrussani et al., 2010; Goswami et al., 2017). Gas hydrates have been directly sampled 

from shallow sedimentary cores (e.g., Hong et al., 2021). Conversely, close proximity to the 

spreading Knipovich Ridge results in a high (> 80-120 C) geothermal gradient, which can drive 

the warmer fluid migration upwards (Goswami et al., 2015; Waghorn et al., 2018).  

The outlet of the fluid flow system is represented by numerous semicircular depressions 

(pockmarks) in the seafloor at the crest of Vestnesa (Vogt et al., 1994; Bünz et al., 2012; 

Panieri et al., 2017). Natural gas, visible in the hydroacoustic data, is being released presently 

from the pockmarks at the eastern section of the ridge crest (Hustoft et al., 2009; Bünz et al., 

2012; Smith et al., 2014). Pockmarks in the western section of the crest are currently dormant, 

but were active in the past (Consolaro et al., 2015; Sztybor & Rasmussen, 2017; Cooke et al., 

2023). The presence and intensity of gas release occurred in an episodic manner at Vestnesa 

Ridge for at least 23 500 years (Ambrose et al., 2015; Schneider et al., 2018). The variable 

nature of seepage has been attributed to tectonic forces from the ridge system (Plaza-Faverola 

et al., 2015; Plaza-Faverola & Keiding, 2019) and/or glacially induced stress (Schneider et al., 

2018; Himmler et al., 2019; Vachon et al., 2022). 

We discussed the intensity and variation of micro-seismic signals in relation to well-researched 

fluid flow system at Vestnesa in the Article 1, however a large portion of west-Svalbard 

continental margin may be capable of a near-surface fluid migration and seafloor seepage. 

The presence of gas hydrates and free gas accumulations have been documented for almost 

the entire area between the Vestnesa Ridge and the northern termination of the Knipovich 

Ridge (Vanneste et al., 2005; Madrussani et al., 2010). Evidence of seepage in hydroacoustic 

data has recently been found in a group of pockmarks adjacent to one of the sedimentary 

faults in this location (Plaza-Faverola, 2022), and seafloor gas emissions that vary with tidal 

cycles have also been inferred from in-situ pressure data in the depression 20 km eastwards 

from sedimentary faults termination (Sultan et al., 2020). We targeted this area in the 

Manuscript 3 to better understand the tectonic processes in the region, the corresponding 

local stress variation, and how this affects the present-day seepage locations. The processing 
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of earthquakes and SDEs in this dataset was expedited using methodology developed in the 

Article 2.  
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4 Summary of research papers 

In this chapter, I provide a summary of the main research outcomes from the papers included 

in this thesis. Article 1 investigated the intensity and temporal variation of short duration 

signals (SDE) that are suggested to represent shallow fluid flow processes. The results 

suggest some degree of correlation between the signal occurrence intensity and ocean tides. 

Difficulties related to processing the data, where the number of automatic signal detections 

reached several hundreds of thousands, was the main motivation to pursue a different, more 

reliable method of automatic data classification presented in the Article 2. A separate dataset 

used for this purpose allowed a second look at the SDE temporal patterns for the same, 

although expanded study area, and we again observed that the periodicity of SDE occurrence 

shows a connection to ocean tides. In the Manuscript 3, we utilized the signal detection and 

recognition method from the Article 2 to take a more regional look at the earthquake 

distribution and discuss the present-day tectonic processes in the context of investigated fluid 

flow systems. This summary is followed by a research outlook which outlines potential topics 

for future research. 

4.1 Main findings 

The main findings of all papers included in this thesis can be summarized as follows: 

Article 1: Origin and Periodic Behavior of Short Duration Signals Recorded by Seismometers 

at Vestnesa Ridge, an Active Seepage Site on the West-Svalbard Continental Margin 

Short duration events are a type of impulsive signal reported in marine settings that is 

hypothesized to be linked to fluid flow. The current explanations include fluid movement 

causing resonance in fractures, or fracturing/reopening of existing fractures (Diaz et al., 2007; 

Tary et al., 2012). In this study, we investigated the data from a roughly one-year-long 

deployment of three ocean bottom seismometers placed in the vicinity of a gas seepage site 

at Vestnesa Ridge in the Fram Strait. We discovered a large number (> 300 000) of short 

duration events (SDE) on all three instruments and produced a dataset of SDE occurrence 

using an automatic STA/LTA detector. Analysis of the periodograms of the SDE datasets 

showed a clear connection to semi-diurnal tides at two stations, and potentially a weaker link 

on the third one. We found a similar connection between a tremor-like signal and tides, which 

is interpreted to be the result of the tidally controlled underwater currents (e.g., Ramakrushana 

Reddy et al., 2020). To investigate the relationship of SDEs with ocean tides, we modelled the 

sea height variation caused by tidal forces for the entire duration of the experiment. By 

juxtaposing the results, we found that SDE usually occur in large bursts near the positive peaks 

of the sea level change, but these peaks are only observed every few full tidal cycles. To 
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measure the strength of the connection, we cross-correlated the normalized functions of SDE 

intensity and the mean sea level height. We found a generally weak (~0.1) correlation between 

the functions for the entire dataset that indicated an increase of the SDE function close to the 

maximum tidal height. Monthly cross-correlations indicated that this link can be much stronger 

(up to a value of ~0.5) during specific months and the overall correlation is lowered by the 

seasonal periods with no distinctive connection between the variables. Following the proposed 

links between tides and gas seepage (e.g., Boles et al., 2001, Hsu et al., 2013), and between 

SDEs and seepage (Embriaco et al., 2014; Hsu et al., 2013), we suggested two mechanisms 

of micro seismicity modulation that would match the pattern we observed. Firstly, the small 

change in the hydrostatic pressure during a tidal cycle would lead to a larger vertical stress 

difference between the gas-filled sediments and the water column, which in turn would 

increase the gas migration in the sediments and drive the SDE generation. Secondly, we 

modelled the behavior of shallow gas hydrates (recovered in the area by e.g., Hong et al., 

2021) and found that in a specific set of conditions the solubility of methane would decrease 

with the increase of the pore fluid pressure, favoring gas exsolution during high tides. This 

could lead to either gas hydrate formation or generation of methane bubbles that could fracture 

very shallow sediments and generate micro-seismic signal. A large number of detections that 

could not be verified manually in full and the pursuit of better recognition of SDEs and 

earthquakes led to the work that was the focus of the Article 2. 

Article 1 was published in Frontiers in Earth Science in March 2022. 

Article 2: Event recognition in marine seismological data using Random Forest machine 
learning classifier 

We implemented a Random Forest classification algorithm in the processing workflow of the 

OBS data to automatically separate signals of interest from marine noise. We used a dataset 

containing five three-month long and two year-long recordings from ocean bottom 

seismometers deployed along the Vestnesa Ridge in the Fram Strait in 2019-2020. The 

workflow consisted of two separate steps: detection and classification. For the detection step, 

we used the STA/LTA approach from the Article 1 twice, with separate sets of parameters 

adjusted for the sensitivity in picking up SDEs and local earthquakes. The onsets of individual 

detections were adjusted using a kurtosis-based method (Baillard et al., 2013). In the second 

step, we extracted parts of continuous record to compute a large (178) number of metrics 

related to the signal energy, frequency content, spectral characteristics and polarity using 

three-component seismic data (Provost et al., 2017; Hibert et al., 2017). The differences in the 

calculated values for different signal types (SDEs, earthquakes and noise) were used to first 

train a machine learning model and then subsequently classify signals. We created an initial 
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model using a small number of each event types (100) and tested its accuracy on a single 

OBS dataset. We subsequently incorporated more event examples into the training procedure 

and progressively tested the model on subsequent stations, with manual verification where 

feasible. We found that using already 100 examples per class our model achieves the accuracy 

of 86 % in event classification and the final model reached the value of 96 %. Analysis of the 

model performance indicated that SDE recognition is the part least dependent on the amount 

of training examples, and that marine noise is most likely not properly captured in the model 

even with a large amount of over-fitting. Out of all calculated signal characteristics, the most 

important ones in the correct classification were related to the kurtosis of the signal in different 

frequency ranges, the maximum frequency of the signal, the nature of the signal decay and 

the signal duration. We repeated the analysis of SDE occurrence and intensity shown in the 

Article 1 in this new dataset, having additionally the precise OBS positions on the seafloor for 

this experiment. We observed a large difference between average daily SDE intensity between 

the stations, variable SDE intensity in relation to the distance from documented gas seepage 

sites and a sustained number of SDE detections on stations located far away from any known 

seepage locations. We subsequently successfully used the trained model to create a dataset 

of earthquake detections investigated in the Manuscript 3. 

Article 2 was published in Geophysical Journal International in June 2023. 

Manuscript 3:  

This manuscript provides a comprehensive analysis of the regional seismicity and investigation 

of the amount of influence that present day ocean spreading might have on the fluid flow 

systems documented in the area. It uses data from a network of ocean bottom seismometers 

deployed between August 2020 – July 2021 around the set of bathymetric faults located south 

of the Vestnesa Ridge and north of the Knipovich Ridge termination. In this area the presence 

of gas hydrates and free gas accumulations have been documented using seismic reflection 

data (Vanneste et al., 2005; Madrussani et al., 2010). In addition, a direct observation of gas 

seepage in the water column has been made recently in a location within the deployed network 

(Plaza-Faverola, 2022). We used the detection and classification approach presented in the 

Article 2 to create a catalog of regional earthquakes. We documented seismicity related to 

ocean floor spreading, but also made several new observations. We found that the 

earthquakes recorded at Molloy Transform Fault (southwest to the network) generally occur to 

the S-SW from the fault outline observable on the bathymetry. We used a high-resolution 

seismic profile crossing the fault to illustrate that the shallow sediments on the S-SW side from 

the fault are highly segmented in comparison to undisturbed sediments on the opposite side. 

We observed, previously seen, but not analyzed intense seismic activity on the extension of 
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the intersection between the Molloy Transform Fault and the Knipovich Ridge, to the east from 

the ridge valley. We indicated a recent syn-sedimentary faulting in the shallow sediments in 

this area and proposed that the northernmost part of the Knipovich Ridge spreading center is 

currently buried under the sedimentary deposits of marine and glaci-pelagic nature. We have 

not observed any seismological activity within the deployed network which means that the 

faults did not accommodate any large tectonic movement during the experiment duration. Two 

weak (magnitude 1.2 & 2.0) earthquakes were recorded in the vicinity of the Vestnesa Ridge 

crest. No continuous seismic activity directly connected to the spreading ridges and the 

orientation of the faults in seismic data suggest gravitational or glaci-tectonic processes, with 

the potential reactivation of deeper crustal faults established during seafloor spreading in the 

past. The observations from this study provide a new insight on the potential relationship 

between the tectonic stress regime in the area and documented fluid flow systems. 

Manuscript 3 was submitted to Geochemistry, Geophysics, Geosystems in August 2023. 
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5 Concluding remarks and outlook 

This thesis showed the use of local seismicity data for addressing questions related to fluid 

flow and seepage along continental margins. Seismological data can provide new insights into 

the processes controlling fluid flow through the observation of different seismic signals. In this 

thesis, I focused on two signal types: earthquakes and short duration events (SDE). These two 

groups are not necessarily easy to separate, therefore a significant portion of the research has 

gone into the development of improved tools for this purpose (Article 2). However, much more 

can be done in this area, and this should be a focus of future studies.  

SDEs are often documented in marine data, but rarely investigated, and they can be very 

helpful in understanding fluid flow systems once more effort is put into explaining their exact 

nature. The observed connection between SDEs and ocean tides is not a direct relationship, 

but a more complex behavior that still has to be understood better. Similarly, SDE intensity at 

a specific location is not a simple function of the distance from a seepage site, therefore there 

must be other controlling factors. The combination of work presented in the Article 1 and 

Article 2 showed that a systematic inventory of SDE occurrence from a variety of sites, with 

dedicated networks of sensors, might help to shed a light on SDE source mechanisms and 

understand its potential in monitoring seepage systems. This thesis paved the way for a routine 

extraction of SDEs from ocean bottom records and a separation of them from other signals, 

thus enabling data mining of large datasets to recognize their monitoring potential. 

Another way to get a better understanding of seepage systems is by characterizing local 

tectonic stress that may control fluid release. This thesis showed that investigated fluid flow 

systems are not related to present-day tectonic spreading despite the proximity to two ridge 

systems in a tectonically complicated setting. Scattered seismicity documented in tele seismic, 

and regional studies fueled the assumption that tectonic stresses caused by the plate motion 

are not confined to plate boundaries but extend further beyond. However, the analysis of 

different datasets with strict quality criteria, using a dedicated, dense network with high 

sensitivity, showed clearly that seismicity is mostly confined to plate boundaries (with 

exceptions discussed in Manuscript 3) and tectonic stress is released efficiently there, 

therefore not affecting seepage systems more than 50 km away. The observations that deviate 

from this pattern are supported by the use of high-resolution seismic profiles, that in agreement 

with observed present-day seismicity, show the evidence of syn-rift deposition in shallow, 

faulted sediments. The combined use of this data allows us to generalize our short-term (max. 

1 year) snapshots of seismicity to a longer geological timeframe. 
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This thesis investigated gravitational loading and glacial isostasy as the potential reason for 

fluid flow system distribution. Seismic observations showed that if these processes play a role, 

they do so mainly aseismically. Either the magnitudes of potential events are too low to 

observe or the amount of shear stress that can accumulate in sediments is too low for a failure. 

Two very weak seismic events observed at Vestnesa indicate that the occasional faulting of 

the crust at greater depths can produce a measurable seismic energy. Source mechanisms of 

such events would help in understanding the controlling mechanisms, but they may be very 

difficult to obtain experimentally. One would need a dense network of stations deployed in just 

the right area at just the right time to record a sporadic earthquake that occurs in mostly 

aseismic region. The design and maintenance of such a network therefore presents a 

challenge. 

Below, I describe several possible research directions in a greater detail. 

The signal detection approach used in the Article 2 and Manuscript 3 is still de-facto 

standard, but it is fairly basic and relies only on the amplitude difference computed for two 

overlapping time windows (STA/LTA; Allen, 1982). The difference between the length of the 

signal of interest and the noise levels encountered in different datasets requires manual 

adjustment of the detector parameters, but ultimately some signals do not get properly 

captured regardless of the settings. The correct determination of the onset signal, while not 

critical for the documented results, likely leaves a lot of to be desired. We improved onset 

determination with a kurtosis-based approach (Baillard et al., 2013), which works relatively 

well only if the signal to noise ratio is high. I tried to use machine learning based detectors 

(e.g., Mousavi et al., 2020; Zhu & Beroza, 2018), which are the current state-of-the art 

approaches and a topic of intense research. Unfortunately, the presence of impulsive noise 

signals in our data produced too many false detections to use them reliably. I tested the 

detectors with trained machine learning models that were provided. The training datasets 

contained only land earthquake detections, therefore there were not intended for OBS data. It 

could be interesting to train new models using only signals from ocean bottom seismometers 

and see if they produce more accurate results. We tried one recently published model that was 

trained with OBS data for earthquake detection (Bornstein et al., 2023), but the results were 

worse than what we obtained with our method. Perhaps more examples of earthquakes from 

different settings are needed to achieve a better generalization. No models exist for the 

detection of short duration signals, so any models, trained even with a small amount of 

examples, would be a novelty that could be investigated deeper. To tackle the detection 

problem from a different direction, it would be interesting to investigate noise removal 

approaches (e.g., Dolenc et al., 2007; Bell et al., 2015; Zali et al., 2023), beyond the signal 
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filtering, and see whether they work well in marine seismological data and potentially improve 

already tried detection methods. 

We analyzed the way SDEs vary in time referring to their occurrence and intensity in the Article 

1, and (to a lesser extent) in the Article 2. This work was done following the assumption of the 

inherent link between this type of signal with the fluid flow processes. This link, however, is still 

not fully established (Diaz et al., 2007; Tary et al., 2012). The reasons for this are numerous. 

To have a direct connection with the gas seepage, we would have to observe SDE while 

simultaneously monitoring gas emissions into the water column, perhaps using hydroacoustic 

monitoring or video footage. This requires more equipment deployed precisely on the seafloor 

and likely greater power consumption. Moreover, we would need observations to be 

synchronized in time, which sometimes can be an issue present in all manner of 

instrumentations, as demonstrated in the Manuscript 3 for the OBS data.  

SDEs do not exhibit phase separation, indicating local source, but also rendering P-S wave 

time difference location methods impossible. Source location would rely in this case on 

simultaneous detections on more than one station, which has not yet been observed, perhaps 

due to still too large OBS separation distance in our studies. Once this would be achieved, we 

could use a directionality of the signal to establish a source position. This can be done using 

e.g., polarity-based methods (e.g., Vidale, 1986; Jurkevics, 1988; Zenhäusern et al., 2022). 

Proper polarization analysis requires a good knowledge of the seismometer orientation, which 

is another challenge for OBS units deployed by freefall. Different methods used for 

seismometer orientation do not always work and in the best case leave an uncertainty of more 

than 10-20 degrees. SDEs have a duration of 1-2 s on average, much lower than local 

earthquakes. Because of this, proper polarity analysis would require higher signal sampling 

than is generally used in long term OBS deployments. Higher sampling corresponds to shorter 

recording time for a given amount of storage, which is a compromise that has to be made in 

remote, independent observations.  

To establish a connection between the SDEs and fluid flow beyond a doubt, we would need to 

place a group of seismometers with a high precision for position and orientation, within several 

meters around the gas seep. This could potentially be done with remotely operated vehicle, 

but it likely would be prohibitively expensive. So far, only one experiment combined 

observations of SDEs with the simultaneous video monitoring, but this was done in a shallow 

water, away from seepage sites (Batsi et al., 2019). Perhaps another way of investigating these 

signals is by the use of analogue fluid flow systems documented on land. An experiment 

involving seismometers around a permafrost hill (“pingo”), with the spring on top that 

discharges fluid rich in gas on Svalbard (e.g., Hodson et al., 2020), is currently underway. If 



 

36 

SDEs are observed in this setting, further evidence towards the proposed explanations can be 

established. 

The connection between weak seismicity observed at Vestnesa Ridge and the documented 

fluid flow system could not be established due to the inability to properly constrain the 

hypocentral depth of the events. To unambiguously make a connection to a specific fault 

system, we would need to have deeper penetrating seismic reflection profiles and earthquake 

detections located within the network for the depth calculation. Since we recorded two events, 

the activity can be considered sporadic and there is a high likelihood that future targeted OBS 

experiments would not record any seismicity. 

Seismic activity documented in the zone between Knipovich Ridge – Molloy Transform Fault 

intersection is an interesting new target for a designated investigation using OBSs. Additional 

seismic surveys could help verify the hypothesis about the presence of the spreading center 

under the sedimentary layers. Recent nearby discoveries indicate that there may be 

undocumented seepage sites in the area (Plaza-Faverola, 2022). With the local network of 

instruments, we would be able to better locate the earthquakes and calculate their hypocentral 

depths. With enough azimuthal coverage, we could also compute focal mechanisms and 

establish the faulting regime for the area. The amount of activity reported in the Manuscript 3 

indicates that even shorter survey would provide a sufficient dataset of earthquakes to 

investigate. The results from Manuscript 3 showed a very nice agreement between the 

locations of seismicity and corresponding seismic reflection profiles. This provided us with a 

better framework for the interpretation of earthquake origins. It would be beneficial to 

complement OBS deployments with at least some seismic lines in the same study area more 

often. 

It may be interesting to investigate the potential that the recent introduction of optic fiber cables 

(distributed acoustic systems, e.g., Landrø et al., 2022) into Arctic seismology have when it is 

used in localized observations of fluid flow systems. This technology can enable very dense 

monitoring (virtual spacing of receivers ~ every few meters) with a single cable and can help 

i.e., in pin-pointing the exact location of signals such as SDEs. 
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Origin and Periodic Behavior of Short
Duration Signals Recorded by
Seismometers at Vestnesa Ridge, an
Active Seepage Site on the
West-Svalbard Continental Margin
P. Domel 1*, S. Singhroha 1, A. Plaza-Faverola 1, V. Schlindwein 2,3, H. Ramachandran 1 and

S. Bünz 1

1CAGE—Centre for Arctic Gas Hydrate, Environment and Climate, Department of Geosciences, UiT The Arctic University of

Norway, Tromsø, Norway, 2Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research, Bremerhaven, Germany,
3University of Bremen, Faculty of Geosciences, Bremen, Germany

Short duration events (SDEs) are reported worldwide from ocean-bottom seismometers

(OBSs). Due to their high frequency (4–30 Hz) and short duration, they are commonly

attributed to aseismic sources, such as fluid migration related processes from cold seeps,

biological signals, or noise. We present the results of a passive seismic experiment that

deployed an OBS network for 10-month (October 2015–July 2016) at an active seepage

site on Vestnesa Ridge,West Svalbard continental margin.We characterize SDEs and their

temporal occurrence using the conventional short-time-average over long-time-average

approach. Signal periodograms show that SDEs have periodic patterns related to solar

and lunar cycles. A monthly correlation between SDE occurrences and modelled tides for

the area indicates that tides have a partial control on SDEs recorded over 10 months. The

numbers of SDEs increase close to the tidal minima and maxima, although a correlation

with tidal highs appears more robust. Large bursts of SDEs are separated by interim quiet

cycles. In contrast, the periodicity analysis of tremors shows a different pattern, likely

caused by the effect of tidally controlled underwater currents on the instrumentation. We

suggest that SDEs at Vestnesa Ridge may be related to the dynamics of the methane

seepage system which is characterized by a complex interaction between migration of

deep sourced fluids, gas hydrate formation and seafloor gas advection through cracks.

Our observation from this investigated area offshore west-Svalbard, is in line with the

documentation of SDEs from other continental margins, where micro-seismicity and gas

release into the water column are seemingly connected.

Keywords: ocean-bottom seismometer, micro-seismicity, short duration events, methane seepage, gas hydrates,

tidal cycle
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1 INTRODUCTION

Ocean-bottom seismometers (OBSs) are usually deployed in
marine settings to investigate local seismicity of an area by
monitoring earthquakes (e.g., Grevemeyer et al., 2015; Meier
et al., 2021) or long-duration tremors (e.g., Monigle et al.,
2009; Hsu et al., 2013; Franek et al., 2014).

In addition to earthquakes and tremors, OBSs often record
signals commonly referred to as short duration events (SDEs) (e.g.,
Díaz et al., 2007; Tary et al., 2012; Franek et al., 2017). SDEs are
characterized by a single pulse of a short (usually <1 s) duration
with no discernible P and S phases, a relatively high (at least
4–30 Hz) frequency content, and a strong signal/noise ratio (Batsi
et al., 2019). Although the general frequency range lies between
4–30 Hz, higher upper limits (reaching Nyquist frequency of the
specific record—50 Hz), has been reported (Sgroi et al., 2014).
Recorded SDEs also have variations in their signal characteristics,
duration, periodicity and directionality, but similar types of signals
have been recorded in different geological settings (Tary et al.,
2012). The underlying mechanisms for variations in SDEs are not
yet completely understood (e.g., Ugalde et al., 2019).

Recent experiments show the potential of using OBS
recordings as a tool to study the long-term variability of the
gas seepage and fluid movements through the analysis of SDEs
(e.g., Franek et al., 2017; Batsi et al., 2019; Tsang-Hin-Sun et al.,
2019). It is believed that there is a strong link between SDEs and
fracture-controlled fluid migration. Laboratory experiments
(Batsi et al., 2019), as well as several field studies (Sultan et al.,
2011; Tary et al., 2012; Hsu et al., 2013; Embriaco et al., 2014;
Franek et al., 2014; Liu et al., 2018; Ugalde et al., 2019), link SDEs
in recorded signals to fluid movements in the subsurface.

Other existing and proposed origins of SDEs in marine
environments include hydraulic fracturing and pressure transients
in hydrothermal systems (Sohn et al., 1995; Bowman and Wilcock,
2013), pressure fluctuations in fluid pathways (Díaz et al., 2007),
underwater currents (Chang et al., 2016; Ugalde et al., 2019), and
fracture opening due to strong local earthquakes (Tsang-Hin-Sun
et al., 2019). Some studies also hypothesize about biological sources
of SDEs (e.g., fish and marine mammals) (Buskirk et al., 1981;
Bowman and Wilcock, 2013; Batsi et al., 2019). In few cases, when
SDE occurrences coincide with the initial stage of long-term
experiments, mechanical coupling of the OBS at the sea bottom
has been proposed as the source of SDEs (Ostrovsky, 1989).

The natural release of hydrocarbon gases from the seafloor at
continental margins is widespread (e.g., Judd and Hovland, 2007;
Römer et al., 2014; Mau et al., 2017). Factors such as changes in
ice sheet thickness (Cremiere et al., 2016; Wallmann et al., 2018;
Himmler et al., 2019), geological processes in the subsurface and
local tectonic activity (Himmler et al., 2019; Plaza-Faverola and
Keiding, 2019; Ciotoli et al., 2020), variations in the gas hydrate
stability zone (Taylor et al., 2000; Crutchley et al., 2014; Mishra
et al., 2020), changes in sea water temperature over geological
times (Thomsen et al., 2012; Berndt et al., 2014; Cremiere et al.,
2016) and sedimentation (Horozal et al., 2017; Karstens et al.,
2018) create changes in seepage intensity and distribution over
geological timescales (Etiope, 2015). Some studies attribute
fluctuations in the seepage intensity to seasonal changes in the

seawater temperature (Berndt et al., 2014; Embriaco et al., 2014;
Ferré et al., 2020). Other studies link small diurnal-scale
variations in gas seepage to tides (Boles et al., 2001; Hsu et al.,
2013; Römer et al., 2016; Riedel et al., 2018; Sultan et al., 2020).

Seasonal and diurnal variations in the seepage activity have been
primarily studied using backscattering from gas bubbles observed in
sonar data (e.g., Veloso et al., 2015), direct in-situ observations using
underwater cameras (e.g., Beccari et al., 2020; Di et al., 2020), and
with sensors mounted at ocean-bottom observatories (e.g., Boles
et al., 2001; Kvenvolden et al., 2001). Observations of the seepage
periodicity using ship-mounted sonar data are dependent on the
cruise time availability and therefore short-term and infrequent.
Remotely operated vehicles (ROVs) for direct imaging are costly and
not suitable for monitoring seepage activity for several hours. In
contrast, long term OBS experiments can last more than a year and
provide a continuous record of seismicity, allowing the investigation
of the periodicity of SDE occurrences and their potential correlation
to seepage activity.

In this study, we report on SDE occurrences in 10-month-long
OBS recordings from an actively seeping pockmark on Vestnesa
Ridge, a sedimentary ridge located offshore west-Svalbard. We
study patterns of occurrence and intensity of SDEs in a deep
marine Arctic geological setting and discuss their potential link
with gas seepage dynamics.

1.1 Geological Setting
Vestnesa Ridge is a ca. 60 km long contourite drift located on
west-Svalbard continental margin between North Atlantic mid-
ocean ridge and Svalbard Archipelago (Eiken and Hinz, 1993;
Howe et al., 2007; Hustoft et al., 2009) (Figure 1A). Molloy and
Spitsbergen transform faults bound the ridge to the south and
the north, respectively. The ridge consists of turbidites,
hemipelagic and glaciomarine sediments (Eiken and Hinz,
1993; Ottesen et al., 2005) distributed along a northwest-
southeast orientated eastern segment and an east-west
orientated western segment (Vogt and Crane, 1994;
Ritzmann et al., 2004; Plaza-Faverola et al., 2014).

Vestnesa Ridge hosts a broadly investigated gas hydrate
system (Hustoft et al., 2009; Panieri et al., 2017; Pape et al.,
2020; Plaza-Faverola et al., 2017). The presence of a bottom
simulating reflection, a seismic boundary created by acoustic
impedance contrast at the base of the gas hydrate stability zone
(Shipley et al., 1979), establishes and constrains the gas hydrate
system along the entire ridge (Bünz et al., 2012; Plaza-Faverola
et al., 2017). Hydrocarbon gases seep through selected pockmarks
in the eastern segment of the ridge (Bünz et al., 2012; Plaza-
Faverola et al., 2015; Singhroha et al., 2019; Smith et al., 2014).
Gas hydrate is not the main controller of the seepage at the site,
however. Systems of faults and fractures control the underlying
fluid migration pathways and chimneys, and thus, the
distribution of pockmarks (Figure 1C) (Plaza-Faverola et al.,
2015; Singhroha et al., 2019, 2020). The spatial and temporal
distribution of seepage features along the sedimentary ridge has
been linked to dynamic forcing from mid-ocean ridge spreading
and from glacial isostatic rebound (Schneider et al., 2018;
Himmler et al., 2019; Plaza-Faverola and Keiding, 2019).
Studies based on sediment proxies suggest that there is a link
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FIGURE 1 | (A) Regional map showing the study area. VR-Vestnesa Ridge, MR-Molloy Ridge, MTF—Molloy Transform Fault, STF—Spitsbergen Transform Fault

and KR—Knipovich Ridge; (B)OBS deployment locations around Lunde pockmark, projected over the seafloor bathymetry from depth converted 3D seismic data (e.g.,

Singhroha et al., 2019), with the micro-bathymetry at the pockmark (Himmler et al., 2019; Hong et al., 2021); approximate seepage locations marked by yellow outlines;

(C) Seismic transect highlighting the seepage structure beneath Lunde; (D–F) Sub-bottom profiles illustrating the location of the OBSs with respect to near-surface

fluid migration features.
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between seepage episodes and glacial cycles during the latest
glaciations (Schneider et al., 2018; Himmler et al., 2019).

Annual multi-beam and single-beam sonar surveys show that
acoustic flares in the water column (i.e., reaching heights of up to
~800 m) are restricted to the eastern Vestnesa Ridge segment
(Bünz et al., 2012; Smith et al., 2014). The presence of seemingly
dormant pockmarks on the ridge crest, especially towards the
western segment, where there is no evidence of present-day
advective seepage, suggests paleo-seepage at many locations
along the ridge (Vogt and Crane, 1994; Petersen et al., 2010;
Consolaro et al., 2015). Radio isotopic dating of authigenic
carbonates extracted from shallow sediments shows three
methane seepage episodes around ~160 to 133 ka, ~50 to
40 ka, and ~20 to 5 ka, that directly correspond to the
episodes of glaciation and de-glaciation in the area (Himmler
et al., 2019). Based on this information, it is suggested that glacial
tectonics is one of the dominant forces driving the seepage on
geological time scales.

Sonar data collected during numerous expeditions to the area
show the presence of gas flares only from six pockmarks on the
eastern side of the ridge (Smith et al., 2014). Pockmark Lunde is
the one with the largest acoustic flare observed and it is in the near
vicinity (<1 km) of another active pockmark (i.e., Lomvi (Panieri
et al., 2017)). These pockmarks are ~300–400 m wide complex
structures, containing both small-scale (<1 m) features and
depressions up to 50 m in diameter (Figure 1B) that focus
most of the seepage (Panieri et al., 2017). Diffusive gas release
is likely to take place as well within the pockmarks, outside the
pits. The presence of acoustic flares in the water column has been
documented from three such pits at each pockmark (Panieri et al.,
2017). Biological markers obtained from gravity cores indicate
periodic variations in seepage on a scale of 1 ka years, possibly due
to fault reactivation (Ambrose et al., 2015). Sampling of
authigenic carbonate (Himmler et al., 2019) inside Lunde
provided ground truth data for the widespread inference of
past methane seepage events based on high resolution 3D
seismic data (Plaza-Faverola et al., 2015).

2 DATA AND METHODS

2.1 Data
We deployed five LOBSTER type OBSs (Stähler et al., 2018)
around the Lunde pockmark (Figure 1) to study the potential link
between seismicity and seepage. Upon recovery of the OBSs we
have lost one data unit to the sea and discovered that another unit
has not recorded any data, leaving only 3 instruments for further
study (OBSs 1, 4 and 5; Figure 1). The entire experiment lasted
from October 2015 to July 2016. All OBSs were equipped with a
three-component short-period seismometer (with 4.5 Hz corner
frequency), and a hydrophone attached to the OBS frame at a
~0.5-m height from the sea bottom. Each seismometer was
attached to a metal rod extending from the OBS frame,
mechanically uncoupled and dropped directly onto the
seafloor after approximately 1 h. By using this approach, we
achieved direct contact with sediments and improved coupling
of the seismometers.

The OBSs were deployed in with the free-fall approach at a
water depth of ca. 1,200 m. Seismic lines were shot over the OBSs
with the intention to precisely relocate the OBSs at the seafloor
using times of direct wave arrivals (e.g., Plaza-Faverola et al.,
2010). However, problems with the time records for the shots
hampered improved relocation efforts. Thus, in this study, we
used OBS positions registered during deployment. Since we did
not attempt event location, the OBS position accuracy was not
critical.

The instruments recorded with 20 ms (OBS-1) and 5 ms
(OBS-4 and OBS-5) sampling intervals. This corresponds to
the Nyquist frequency of 25 Hz for OBS-1 and 100 Hz for
OBS-4 and OBS-5. All these data cover roughly the duration
of the deployment (10.2015–07.2016), excluding the first two
weeks of October 2015, when OBSs were settling on the sediment.
Data quality of OBS-1 and OBS-4 is better than OBS-5. OBS-1
shows a consistent recorded signal throughout the entire
deployment period. OBS-4 and OBS-5 have some periods
(~up to week-long at times), where the recorded signal quality
is unsatisfactory for analysis. During the first month of operation,
OBS-5 recorded almost no signals of any kind, possibly due to
poor coupling between the seismometer and the seafloor.

2.2 Preprocessing
We converted the whole dataset into day-long mseed-format files
and visually inspected the overall quality of the data.
Subsequently we verified that known earthquakes
(i.e., recorded by the nearby land stations at Svalbard) are
present in the recording, that the signal quality is satisfactory
and that most of the strong earthquakes have been recorded on all
three stations.

2.3 Visual Recognition of Recorded Signals
By manual inspection of the datasets, we identify four dominant
types of signals: SDEs, earthquakes, harmonic tremors and
whale calls.

2.3.1 SDEs
From visual inspection of the data set, we noticed prominent
signals (Figure 2A) that usually have amplitudes similar, if not
stronger, than local earthquakes (Figure 2B). Their spectra cover
almost the entire frequency range (up to 20 Hz in OBS-1 and
60–80 Hz in OBS-4 and OBS-5). Whereas the amplitude of these
signals is highly variable, the frequency content between events
remains more stable. Their average duration is between 1–2 s. On
corresponding spectrograms, these signals appear as narrow
“stripes” covering a large frequency band from 3–4 Hz to
20–25 Hz (OBS-1) or 60–65 Hz (OBS-4 and OBS-5), with
similar energy levels for all frequencies they contain. We
classify these signals as SDEs (Figure 2A). SDEs are usually
observed on all channels of a seismometer, and sporadically, on a
hydrophone record. One common characteristic they share is a
lack of separate P and S wave arrivals, which clearly distinguishes
them from local earthquakes (Figures 2A,B). The SDEs we
document here follow the characteristics of SDEs described at
Western Svalbard Shelf by Franek et al. (2017), and Sea of
Marmara by Batsi et al. (2019).
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2.3.2 Earthquakes
The dominant sources of earthquakes in this dataset are ultra-
slow spreading oceanic ridges (e.g., Molloy Ridge and Knipovich
Ridge), that have been successfully studied by OBS deployments
(e.g., Meier et al., 2021; Schlindwein et al., 2013). Earthquakes can
be clearly distinguished from other signals by independent P and
S waves arrivals and their overall length (Figure 2B). Usually, an
individual earthquake is recorded on all three OBSs and on all
channels of the seismometer. After an earthquake, a seismic
wavefield propagating from the hypocenter reaches the
seafloor and undergoes conversion at the water-sediment
boundary. This process leads to the generation of acoustic
waves in the water column that we have observed in our

hydrophone data, for particularly large earthquakes in the
region with known, independently determined magnitudes. In
this study, we observe events with the total duration of 8–10 s or
more, for the most part, since our short-period seismometers
(with a useful frequency range of 1 Hz upwards) are mainly
suitable for studies of local and regional seismicity (Sutton et al.,
1965; Webb, 1998).

2.3.3 Harmonic Tremors
A tremor is defined as a continuous signal of sustained amplitude
recorded at frequencies within limited bandwidth (Chouet, 1992).
By harmonic tremor, we refer to signals which beside the
fundamental frequency contain one or more harmonics of this

FIGURE 2 | Individual examples of types of events observed on the vertical channel of the seismometer, with spectrograms showing how each type of observed

signals can be differentiated by their spectra. Events presented: SDEs (A), earthquakes (B), harmonic tremors (C), and whale calls (D). Spectrograms calculated using

Fast Fourier Transform (window length 1 s, except tremors—5 s used there instead; overlap—90%; Hanning taper).

Frontiers in Earth Science | www.frontiersin.org March 2022 | Volume 10 | Article 8315265

Domel et al. Periodic Behavior of Short Duration Signals

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


frequency, as defined e.g., in Essing et al. (2021). This can be
clearly seen on their spectra, with an energy pick for the
fundamental frequency and subsequent energy levels for
integer multiples of this frequency. We observe tremor on all
seismometer channels, but not on the hydrophones. Tremors
have ~1–5 Hz dominant frequency with at least one or more
harmonics present (Figure 2C), and harmonic frequencies going
up to 15–20 Hz in the case of strong tremors. Tremor events
usually start with only the dominant frequency and one,
sometimes two harmonics visible, but they increase in
intensity quickly and the number of harmonics visible
becomes larger. The opposite process is occurring towards the
end of the tremor “window,” with number of harmonics
decreasing, until only energy of the dominant frequency can
be visible before tremor disappears completely. The usual
duration of continuous presence of a tremor is counted in
hours, but throughout these longer intervals, shorter (from few
minutes upwards), “patchy” breaks can be randomly seen during
the tremor events. They are observed on nearby instrumentation
simultaneously, but there are small time differences between the
start and the disappearance of tremor bursts between OBSs, with
the variation between the onset and the disappearance time.

Approximately half of the dataset from each OBS is
contaminated with the tremor noise of uniform characteristics

(Figure 2C). Instead of short, strong impulses, it consists of
repeating patterns of a longer duration (few seconds and
upwards) signal. Its amplitude is also much weaker in
comparison to SDEs and most of the recorded earthquakes,
which means that the signal to noise ratio is generally much
lower. Unlike many whale calls, sporadic SDEs and stronger
earthquakes, tremors are not present in the data of the
hydrophone channel. These differences in signal’s strength
over noise and individual packet duration allow for a
distinction of tremor from other observed phenomena.
However, due to its prevalence, tremors often coincide with
SDEs and earthquakes. Owing to their frequency content up
to 60 Hz and high amplitudes, SDEs are still recognizable during
times of tremor (cf. Figure 4A).

Harmonic tremors are often interpreted as an effect of OBS
instrumentation interacting with the deployment environment.
Radio antenna used in OBS recovery has been suggested as a
vibrating source of tremor controlled by underwater currents
(Duennebier et al., 1981). Underwater currents can excite the
rope holding the head buoy used for post-deployment retrieval in
LOBSTER design OBS instruments (Stähler et al., 2018). This
excitation can give rise to a tremor-like signal with a fundamental
frequency close to 1 Hz, in a process known as Karman vortex
shedding. Tremor characteristics, similar to the ones discussed
here, were also observed near Canary Islands and were attributed
to underwater currents exciting the seismometers (Ugalde et al.,
2019). This type of a harmonic noise exhibits strong correlation
with tidal cycles (Ramakrushana Reddy et al., 2020; Essing et al.,
2021). We therefore suggest that the observed harmonic
tremor signals are likely caused by seafloor currents acting on
the OBSs.

2.3.4 Whale Calls
We found numerous examples of fin whale calls in the
sensitive frequency range of seismometers and
hydrophones. They produce a repeating sequence of short
(~1 s), down-sweeping pulses within the range of 5–40 Hz,
with highest energy around 18 Hz (Figure 2D). The overall
duration of an individual animal call lasts usually for more
than 200 s (Gaspa Rebull et al., 2006). The duration of
recorded calls is highly dependent on whether we observe a
group of animals or just a single whale. Since the source of the
signal is in the water column, it is predominantly recorded by
the hydrophones, and depending on the distance, may also be
seen on seismometer channels.

Many different marine mammal species produce
vocalizations that can be recorded with a high frequency
hydrophone, but numerous studies have shown it is possible
to record fin and blue whale calls also on seismometers due to
the low frequency of their calls (e.g., McDonald et al., 1995;
Morano et al., 2012; Soule andWilcock, 2013). Both species are
seasonally present west of Svalbard (Edwards et al., 2015;
Storrie et al., 2018; Løviknes et al., 2021). Blue whales’
songs have frequencies that also overlap with the bandwidth
of OBS recordings, however their sounds are longer in
duration (~8 s) and narrower in frequency (~20 Hz) for
groups observed in North Atlantic (McDonald et al., 2006).

FIGURE 3 | An example of short duration event recorded on three

channels of OBS-1 station seismometer. Horizontal channels marked as 1

and 2 due to lack of orientation with regards to geographic coordinates.
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They can also produce a different type of call (D call), possibly
related to feeding, that can resemble a fin whale down-
sweeping pulse, but a single event is lasting several seconds,
longer than a fin whale call (Mellinger and Clark, 2003; Rice
et al., 2021).

Call patterns of any of these species can clearly be
distinguished from SDEs which lack down-sweep character
and rhythmic sequences, they also have a longer duration.

Earthquakes, tremors and whale calls are beyond the scope of
our study and will not be further discussed.

2.4 Automatic SDE Detection
We automatically extracted SDEs using the routine STA/LTA
(short-term average/long-term average) algorithm implemented

in ObsPy toolbox (Beyreuther et al., 2010) following an approach
adopted for several studies of SDEs (e.g., Tary et al., 2012;
Embriaco et al., 2014; Franek et al., 2014; Franek et al., 2017;
Batsi et al., 2019). First, we visually identified a large number of
SDEs present in the data to gain an idea of the best search
parameters for the STA/LTA detector, based on their signal
characteristics (Figure 3). We conducted the search on vertical
channels of all seismometers, because only the strongest SDEs
were present on all channels of a seismometer (Figure 3). We
have chosen arbitrary two-week long period of data and tested
different detection parameters until we obtained satisfactory
result. After a careful analysis and testing of STA/LTA trigger
sensitivity, we set the following parameters: length of short-term
window 0.35 s, length of long-term window 8 s, trigger threshold

FIGURE 4 | Spectrogram of the hour-long subset of the vertical seismometer channel data from OBS-1 (A) containing examples of tremor (horizontal spectral lines

below about 5 Hz) and SDEs (thin vertical lines) with the automatic picks of STA/LTA algorithm presented on the corresponding seismograms. Accuracy of the picking in

the interval of high number of SDEs (B) and the period of relative quietness (C) are presented below. Parameters used to calculate the spectrogram: window length—10

s, overlap of windows—90%, taper function—Hanning.
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ratio 5 and de-trigger threshold 2. We restricted the event
duration to less than 2.5 s to make sure that local earthquakes
from oceanic ridges and whale calls would not be included in the
resulting dataset. The final output contained each picked SDE
start time and its duration (defined as the difference between
trigger and de-trigger time).

Overall, the STA/LTA automatic extraction is highly effective for
periods with limited SDE activity (Figure 4C). However, in periods of
intensive SDEs we notice that the STA/LTA identifies fewer SDEs
than observed by visual inspection during the selected period
(Figure 4B). Specifically, it fails to trigger detection more than
once during longer periods of SDEs activity with practically no
low-amplitude intervals in between. Therefore, the number of
SDEs during phases of high activity is likely underestimated.
Nevertheless, the presence of harmonic tremors does not affect the
trigger sensitivity and SDEs are also detected during phases of intense
tremor (15:30–15:50, Figure 4A). The use of the vertical seismometer
channel for SDE detection further avoided triggering on whale calls.

3 RESULTS

3.1 Occurrence and Periodicity of Observed
SDEs
We detected more than 300,000 events using STA/LTA detector
and more than 90,000 on OBS-1 alone throughout the deployment
period. They occur as a single event or in bursts of dozens,
sometimes hundreds, lasting several hours (Figure 4). We
operated the STA/LTA detector on the vertical seismometer
channel. However, SDEs are generally visible on all channels of
a seismometer, and sometimes also on a hydrophone channel. We
observe that the number of SDE occurrences varies with time along
the records and these variations are not regular. Also, the observed
bursts of SDEs do not occur simultaneously on the neighboring
stations, despite their estimated distance of only 250–300 m. This
indicates that the origin of the signal is very local, otherwise we
would expect simultaneous detection on nearby stations. This is in
line with other reports about their occurrence (e.g., Tary et al.,
2012; Embriaco et al., 2014; Sgroi et al., 2021).

Periodogram plots reveal a periodic pattern of occurrence of
SDEs that can be correlated with major tidal cycles. The SDE
occurrence peaks in cycles of about 12.4 h (M2 in Figure 5) on
OBSs 1 and 4, and to a lesser extent on OBS-5. There are also
spectral peaks at 4.39 h (M6 in Figure 5) and 6.28 h (M4 in
Figure 5) on OBS-1. M2, M4 and M6 correspond to the principal
lunar semi-diurnal constituent and the first and the second
overtide of principal lunar semi-diurnal constituent,
respectively (Lopes and Tenreiro Machado, 2017). It can be
argued that there are three small peaks related to M2 and
other tidal constituents present on OBS-5 (M2? N2 and MU2
in Figure 5). In general, we also observe many more periodicity
peaks greater than full-day on the spectra that cannot be assigned
to the tides in a direct manner.

We conducted similar analysis of periodicity for the
tremors to compare the strength of the tidal influence on
both processes. We utilized the detection approach of Roman
(2017) to obtain an hourly-binned dataset of tremor
occurrence. This method uses the pitch detection approach
from speech and music processing, due to their similar
characteristics to harmonic tremors. It initially assumes
that each individual sample has the tremor present. It first
determines the fundamental frequency of a signal by
consecutively decimating the Fourier transform of a signal
and designating a frequency with the highest power as the
fundamental one. Then, for the integer multiples of this
frequency (harmonics), it measures the relative power
ratios between the windows containing the fundamental
frequency and its potential harmonics. If this ratio exceeds
a predefined value, we can assume that the signal contains
tremor, with a given fundamental frequency. We can also
decide for how many harmonics the ratio has to be checked
and met for a signal to be declared as a tremor.

In the resulting plots, we also observed clear spectral peaks
corresponding to tidal cycles on OBS-1 and OBS-4
(Supplementary Figure S1), with the M2 peak more
pronounced than in the SDE periodogram. In addition, longer

FIGURE 5 | Power spectrum density (periodogram) functions for hourly

count of SDEs detected on vertical channels of OBS-1, OBS-4, and OBS-5.

Labels for corresponding tidal components are as follows: M2—principal lunar

semidiurnal, M4—shallow water overtides of principal lunar semidiurnal

(first overtide of principal lunar semidiurnal), M6—second overtide of principal

lunar semidiurnal, N2—larger lunar elliptic semidiurnal, MU2 – variational.
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period tidal constituents (K1 and longer periods) are present in
the tremor cyclicity. This underlines two points: that we could
successfully discriminate SDE events and tremor signals with
SDE occurrence patterns differing from tremor occurrence
patterns; secondly, that different source mechanisms are
responsible for producing tremors and SDEs.

3.2 Periodicity of SDEs and Comparison
With Tidal Cycles
To further compare the observed periodicity of SDEs with the
periodicity of diurnal tides, we used the models of expected mean
sea level height changes for the months of the experiment using
pyTMD (Sutterley et al., 2019). We calculated these values for the
location of OBS-1 (6°54′30″E, 79°00′17″N) using TPXO 9.2
model (Egbert and Erofeeva, 2002). For this site, we obtained
the maximum mean sea level height difference due to tides of
about 1.2 m. We then compared the normalized modelled tidal
response time series with normalized SDEs time series (Figure 6).
Subsequently, we also noticed that occurrence of SDEs matches,
albeit in not a consistent way, the pattern represented by tidal
cycles calculated for Vestnesa Ridge. It appears that increased
numbers of SDEs are usually visible near the peaks of sea level
change, but SDEs are not present in every consecutive diurnal tide

cycle. More examples of observed SDEs intensity can be found in
the supporting material (Supplementary Figures S2–S40). We
performed manual picking of the SDEs on a smaller subset of the
data and confirmed that the similar periodic pattern is present
(Figure 7). Therefore, we can exclude those artefacts caused by
the relative insensitivity of the STA/LTA detector in times of SDE
bursts affect the SDE periodicity.

In general, these plots show that the observed relationship
between tides and SDE occurrence is not very strong. This agrees
with what is observed on periodograms, where peaks of spectral
amplitude at the frequencies corresponding to tides are visible,
but other, stronger periods are also present. Likewise, a
prominent increase in SDE numbers is rarely observed on
subsequent tidal cycles. We observe instead that at least a few
days can pass with a lesser amount of SDEs. This pattern occurs
through the entire dataset, with additional longer quiet periods
(on a scale of weeks), where clear increases in SDEs are not
observed (Supplementary Figures S2–S40).

3.3 Phase Relationship Between SDEBursts
and Tides
In order to quantify the strength of the relationship between SDEs
and tides, we use cross-correlations (Appendix A) of the

FIGURE 6 | Standardized plots of the mean sea level amplitude change due to tides (black line) superimposed on the SDEs hourly count from vertical channel of

OBS-1 (blue line) for a week 03.01-09.01.2016 (A) and a week 13.03-19.03.2016 (B). Small red and blue stars indicate moment of high/low tide, respectively. Each day

is separated by a dashed vertical line.
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normalized mean sea level change with the normalized SDE hourly
count function as a quantitative measure of similarity. The cross-
correlation allows calculation of the lag (i.e., the phase difference
between the input time series), at which the relationship is
potentially strongest. Since one of the functions used in the
calculation has a clear periodic pattern (i.e., roughly 12-h
periodicity in the case of the tides), we looked at the cross-
correlation lag values only between −12 and 12 h (Figure 8).
We detrended the time series prior to the correlation. In the
next step, we split the data into monthly intervals and
evaluated the relationship of SDE counts to both rising and
falling tides. We then generated monthly plots for each OBS
using the same approach, with the omission of July 2016, since
we only had 5 full days of the record for this month (Figure 9).

The cross-correlation between the tidal time series and hourly
SDE count time series shows a peak correlation in all three
OBS stations between 0–1 h time lag. This indicates that rising
tides close to the tidal maximum correspond to the highest
likelihood of occurrence of SDEs (Figure 8). Additionally,
each correlation peak has a corresponding minimum at
roughly 6 h before and after the peak. This is a
consequence of the periodic nature of one of the input
functions (mean sea level change) for the correlation
process, but it also indicates a weaker connection between
SDEs and low tides. Shifting the tidal dataset back and forth by
an arbitrary number of hours produces a cross correlation
function with the maxima and minima shifted by the same
number of hours, respectively.

We then study 27 individual samples representing correlation
results for month-long subsets of SDE data for each of three OBSs
(Table 1). In most (17/27) of the cases, the peak correlation
occurs either at 0 h lag or at 1 h lag. Since the input dataset is
binned into hour-long intervals, this means that the actual
peak occurs at the value between 0 and 1 h. In these cases, a
maximum correlation value equal ~0.1–0.5 (Figure 9). This

indicates a stronger relationship between times of a rising tide
and peaks in SDEs occurrence rather than between falling tides
and peaks in SDE occurrence. The average correlation value
for these periods is 0.17. For months where the correlation
peak occurs at a time lag other than 0 h or 1 h, the correlation
value is much lower (usually <0.05, mean value 0.06),
indicating weaker correlation/relationship between SDEs
and relative wave height change due to tides. Additionally,
among these 10 results with the correlation peak outside of
0–1 h range, only one correlation value is greater than 0.1
(i.e., for 2 h correlation lag in October for OBS-1), so the
reliability of these 10 correlation results is poor. In general, the
resultant correlation values are low, but there is a clear
separation between values observed at lag 0–1 h in most of
the months and the correlation results when peak is at different
lag or barely recognizable.

It is worth remembering however, that the resulting
coefficients are neither robust nor resistant (Wilks, 2011).
This means that cross correlation may not recognize strong,
but non-linear relationships (robustness), or its outcome
value can be extremely sensitive to one or a few outlying
points pars (resistance). Relatively low coefficient values are
caused partially by a high variance in the SDE dataset, where
most of the observed counts during tide changes have
relatively low value compared to extreme SDEs bursts that
we observe sporadically in the data (median value of the
normalized SDE occurrence is just 0.0259, 0.0185, and
0.0684 for OBS-1, OBS-4, and OBS-5, respectively). The
aforementioned issues with the data quality for OBS-5 are
likely the reason behind generally weak correlation for most of
the months (with notable distinction of June (0.45), where the
correlation is the strongest for the entire dataset from all
recorders). In summary the results suggest that SDE peaks are
more likely to happen at high and low tide but not at every
tidal cycle and only sporadically. There is a stronger

FIGURE 7 | Standardized plot of manually picked and subsequently binned hourly count of SDEs observed at vertical channel of OBS-1 vs. relative mean sea level

change caused by tides (from TPXO 9.2 model), for arbitrarily selected two-week-long period.
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connection between high tides and peaks in SDE occurrence
than between low tides and peaks in SDE occurrence.

4 DISCUSSION

4.1 Tidal Control on SDEs
The analyses above indicate that:

• SDEs at the investigated site on Vestnesa Ridge have a
periodic pattern of distribution

• SDEs can be correlated with diurnal and longer-term
periodicity sea level changes to some extent

• The correlation between SDE occurrences and tides is in
average low, with a stronger connection between their
increase at maximum sea level periods. In such an
instance, increase in SDEs does not necessarily occur
within each tidal cycle, but with the periods of lower
activity in between

Our results reveal that although SDEs are not strongly correlated
with sea level changes associated to ocean tides, observing their
variability on a month-by-month basis still shows partial effect of
tidal sea level oscillations on the intensity of SDE bursts.

FIGURE 8 | Correlation of standardized SDEs hourly count (calculated

for vertical channel of seismometer), with standardized tide amplitude for

OBS-1, OBS-4, and OBS-5. For each plot the maximum positive correlation

occurs at around +1 h (and repeat with periodicity of 12 h)—SDEs peak

precedes the point of high tide by 1 h.

FIGURE 9 | Monthly correlation between standardized SDEs hourly

count from vertical channels of OBS-1, OBS-4 and OBS-5, and standardized

relative sea level change from TPXO 9.2 model.
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While tremor periodicity indicates tidally modulated
underwater currents (Supplementary Figure S1; Stähler et al.,
2018; Ramakrushana Reddy et al., 2020; Essing et al., 2021), SDEs
show a different periodic pattern, suggesting that their link to the
sea level changes is via more complex near-seafloor processes.

Mean sea level changes represent pressure difference that
impact near-surface geological processes. There are global
observations that document a strong link between SDEs
(i.e., micro-seismicity), and fluid movement through near
seafloor sediments (Sultan et al., 2011; Tary et al., 2012;
Embriaco et al., 2014; Franek et al., 2014; Franek et al., 2017;
Batsi et al., 2019). Batsi et al. (2019) recreated in the lab (i.e., using
a small amount of air and water injected into the sediments
within a meter from the geophone) a signal characterized by high
frequency content, strong amplitude and short duration that has a
remarkable resemblance with SDEs.

All three SDE measurements documented here are
concentrated near (<500 m) pockmark with proven gas
hydrates and fracture-related seafloor seepage (Figure 1; Bünz
et al., 2012; Panieri et al., 2017). The fact that SDEs are not
recognized simultaneously on the three OBSs, together with
strong relative amplitudes and no clear separation between the
P and S wave signals (as in earthquakes), indicate local sources of
SDEs that lose energy rapidly.

Discussions on the link between SDEs, tides and seepage
dynamics at continental margins have gained significant
attention following observations from various margins and
geological settings. Several studies document tidal modulated
seepage activity at continental margins (e.g., Boles et al., 2001;
Torres et al., 2002; Hsu et al., 2013) and hydrothermal systems
(e.g., Schultz et al., 1992; Plant et al., 2010). Along west-Svalbard
continental margin, a potential effect of tides on the seepage
intensity has been inferred from analyses of gas signatures on
sonar (Veloso-Alarcon et al., 2019) and in-situ pore fluid pressure
data (Sultan et al., 2020). Other studies document temporal
relations between SDEs and enhanced methane release to the
water column (e.g., Sea of Marmara; Embriaco et al., 2014).
Bayrakci et al. (2014) noted a strong increase in the number
of SDEs recorded on an OBS deployed directly at a seep location
compared to other nearby devices. The polarization of SDEs

observed by Hsu et al. (2013) at a mud volcano off Taiwan
indicated a source in the shallow subsurface. In their case,
the tidal pattern in SDE occurrence matched the periodicity of
the gas flux in the water column giving further direct evidence of a
link between tidally controlled fluid flow systems and SDE
generation.

Very few studies discuss simultaneously mechanisms by which
tides may affect seafloor seepage periodicity, which in turn may
control the pattern of distribution of micro-seismic signals.
Moreover, while a link between temporal modulation of gas
release and occurrence of SDE events has been established
based on data from various continental margins, the physical
process behind this link is still the subject of the debate. We
discuss hereafter physical mechanisms that can explain the link
between SDE occurrences, sea level changes and seepage
dynamics at Vestnesa Ridge gas hydrates and associated
seepage system.

4.2 SDEs From a Fracture-controlled Gas
Hydrate and Seepage System
Documented SDEs occurrences on Vestnesa Ridge are in line
with observations from other margins, possibly reflecting sea level
controlled dynamic changes on the seepage system from one or
several of the surrounding pockmarks (Figure 1).

Soft, unconsolidated sediments create temporary pathways for
migrating gas that undergo closure after the gas release (Boudreau
et al., 2005). It has been suggested that SDEs could be the
manifestation of opening new fractures allowing for gas
expulsion or pockets of gas travelling upwards in the shallow
sediment (Tary et al., 2012). Bothmodeling (Tary et al., 2012) and
test in a sediment tank (Batsi et al., 2019), have shown that gas
release from the surface would produce signals that resemble the
SDEs recorded in the field.

Seepage over the monitored pockmark on Vestnesa Ridge has
been documented over multiple yearly surveys since 2009 (e.g.,
Smith et al., 2014; Panieri et al., 2017). The pockmark is
associated with one, among several, vertical fluid migration
conduits along Vestnesa Ridge. These conduits are known as
gas chimneys or gas pipes and are thought to be formed due to
overpressured gas at the base of the gas hydrate stability zone
(GHSZ) (Hustoft et al., 2009; Singhroha et al., 2016). The source
of gas is both microbial and thermogenic (Pape et al., 2020) and
seepage at the seafloor is sustained by pulses of gas migrating
though fractured strata (Figures 1C,D) (Bünz et al., 2012; Plaza-
Faverola et al., 2015; Singhroha et al., 2016). Buried authigenic
carbonate accumulations within the pipes, characterized by high
amplitude anomalies in 3D seismic data, indicate periods of
enhanced methane release in the past (Himmler et al., 2019;
Plaza-Faverola et al., 2015; Schneider et al., 2018). These shallow
authigenic carbonate concentrations and gas hydrates promote
the entrapment of gas within the upper few meters below the
seafloor (Figure 1C) (Plaza-Faverola et al., 2015; Himmler et al.,
2019). Over time, trapped gas bypasses local seals and continue
through shallow fractures to sustain seafloor seepage at present
day (Hong et al., 2021). Such fluid flow systems are known as self-
sealed (Hovland et al., 2002).

TABLE 1 |Maximum peak correlation lag time (in h) and corresponding correlation

coefficient values for every month of deployment of each OBS. For all peaks

occurring outside of the lag window 0–2 h we observe very low, close to 0, values

of correlation coefficient.

Month Lag of peak [hr] Correlation value

OBS-1 OBS-4 OBS-5 OBS-1 OBS-4 OBS-5

October 2 1 5 0.14 0.06 0.05

November 1 4 12 0.11 0.06 0.05

December 1 0 12 0.29 0.23 0.04

January −9 0 0 0.03 0.06 0.05

February −6 1 3 0.05 0.19 0.09

March 1 1 1 0.26 0.37 0.02

April 1 1 0 0.23 0.1 0.12

May 0 10 0 0.11 0.06 0.15

June 1 10 1 0.12 0.03 0.45

Frontiers in Earth Science | www.frontiersin.org March 2022 | Volume 10 | Article 83152612

Domel et al. Periodic Behavior of Short Duration Signals

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


The physical mechanism usually invoked to explain the
modulation of seepage by tides is the forcing exerted by
increasing and decreasing hydrostatic pressure on gas (i.e., a
compressible fluid) present in the pore-fluids (Römer et al., 2016;
Sultan et al., 2020). This change in pore-fluid pressure would also
lead to changes in the state of pre-existing fractures in the subsurface,
which would lead to enhanced or hindered gas migration. Such
mechanical changes generate micro-seismicity (Hsu et al., 2013).

Observations of gas emissions into the water column (Boles
et al., 2001; Torres et al., 2002; Plant et al., 2010; Römer et al.,
2016; Riedel et al., 2018) at Cascadia margin and inferred from
pore fluid pressure changes (Sultan et al., 2020) at Vestnesa Ridge
point to the highest seepage activity during low tides, which
would then lead to the largest number of SDEs also during low
tides (i.e., assuming that the three processes: fracture opening, gas
seepage, and generation of SDEs, occur simultaneously). This is
not entirely consistent with the seismological SDE pattern we
observe. We suggest that the key to understanding this apparent
discrepancy is in the dynamics of the fluid migration system. The
system monitored on Vestnesa Ridge has a constant supply of gas
from the deeper sediments (e.g., Knies et al., 2018; Daszinnies
et al., 2021) and seafloor seepage is continuous (Smith et al.,
2014). Thus, it is possible that changes in pressure due to tides
only modulate but do not control the seepage activity.

A constant input of gas (e.g., from the base of the gas hydrate
stability zone; Singhroha et al., 2016) into the shallow sediment
may result in overpressure-driven pulses of gas migration
upwards (Hustoft et al., 2009). Micro-seismicity generation
can happen both during high and low tides, provided there is
enough gas present, and an effective stress of sediments is

overcome (Hsu et al., 2013). Hsu et al. (2013) points out, that
for a specific location, the vertical stress of a rock stays more or
less constant throughout the tidal cycle, leading to a greater
pressure difference between gas-filled sediments and the water
column at a high tide compared to at a low tide. This leads to
larger observed micro-seismicity response during a tidal peak
than during a tidal low, which is what they observed, and what we
also have noticed during tidal cycles with micro-seismic activity
present. In their case, the micro-seismic pattern is directly
matched with the gas emission intensity measurement in the
water column. Furthermore, in this study it is postulated that in a
case of an insufficient methane replenishment (occurring on a
scale larger than a single tidal cycle), there is a smaller gas charge,
not strong enough to overcome the pressure difference when the
influence of tides is largest (high tide). This mechanism can
explain observations of increased gas emissions during low tide
(e.g., Römer et al., 2016; Riedel et al., 2018; Sultan et al., 2020).
Slower replenishment of the gas (on a scale of at least few tidal
cycles), could also lead to gaps in the micro-seismic activity,
which is what we have observed.

Complex thermodynamic behaviors of gas hydrates may be
having an effect on the response of the seepage system to sea level
changes and subsequently on the pattern of micro-seismicity
generated in response to fluid migration. Normally, solubility of
the methane in the pore water increases with the increase in
pressure, but in a system supporting stable conditions for
methane hydrate to form, the opposite situation is possible
(Handa, 1990; Tishchenko et al., 2005; Sun and Duan, 2007; Liu
and Flemings, 2011). This is especially true at low temperatures
encountered at deep (>1200m) seafloors. Specific pressure and

FIGURE 10 |Conceptual model for a potential explanation of micro-seismicity generation from a near-surface gas hydrate system, driven by solubility changes. (A)

Initial conditions. (B) Increase in tidal pressure leads to gas exsolution and bubble formation which reopens fractures. (C) Maximum number of bubbles is being

generated when the pressure difference from tides is approaching highest value, consequently the largest amount of short duration events is observed. (D) During the

falling tide, pressure decrease leads to closing of existing fractures and bubble formation. (E) For the next tidal cycle, smaller amounts of gas in pore fluids prohibit

from immediate repetition of the process, consequently this pattern is observed only after few more tidal cycles.
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temperature conditions may favor exsolution of methane from the
aqueous phase during high tides, leading to either formation of gas
hydrate or generation of methane bubbles that fracture very
shallow sediments and release in the form of bubbles. While the
change in solubility will be very small, it has been shown that for
shallow, unconsolidated sediments reopening of previously
existing fractures and bubble generation is possible at a pressure
difference provided by tides (Boudreau, 2012). This will not lead to
a large change in the amount of methane seeping, but actually, the
smaller the bubbles generated, the easier they move to the seafloor,
either by initiating minor fractures (assuming linear elastic fracture
mechanics) or through pre-existing fluid-filled cracks/pathways
(Johnson et al., 2002; Boudreau et al., 2005; Algar et al., 2011a;
Algar et al., 2011b; Boudreau, 2012). A conceptual model of such a
cycle is presented in Figure 10. Such a change of release would
probably not produce an observable difference in the acoustic flares
observed in sonar data.

How gas hydrate thermodynamics affect seepage periodicity at
continental margins is a largely understudied, yet highly relevant
problem that deserves broader investigation.

5 CONCLUSION

Seismological data from three ocean bottom seismometers (OBS)
obtained at Vestnesa Ridge reveals, in addition to information
about local seismicity, continuous records of tremor-like signals
and a large number of short duration events (SDEs). In line with
observations from other margins, the tremors documented here are
likely caused by the effect of tidal currents on the OBS
instrumentation. These currents exhibit strong variability that can
be linked to semi-diurnal tides and observed patterns of tremor
occurrence match the periodicity of modelled tides for the site.

Comparably to other studies reporting SDEs, our analysis
support local, near-surface origin of the observed events. Lack of
simultaneous detections of SDEs on closely-spaced OBSs and no
observations of SDEs in hydrophone channels point to shallow,
subsurface SDE origin.

Our results indicate that both tremors and SDEs occurrences
in the investigated setting have a periodic behavior, and their
periodicity is comparable to tidal cycles. While the relationship
between tides and tremors is through tide-generated currents at the
sea-bottom, the relation between tides and SDEs reveals different
periodic pattern, in addition to a clear tidal component. SDE bursts
generally correlate better with local tide maxima.

SDE distribution, periodic behavior and signal characteristics
from Vestnesa Ridge compare to reports from other seepage sites
worldwide. A potential connection between SDEs, sea-level
changes and seepage dynamics in this deep marine gas
hydrate system is explained by:

• Sediment fracturing and gas release caused by small
pressure changes due to tides

• Insufficient gas charge unable to overcome pressure
difference at a high tide, leading to emission only during
periods of low tide, whilst also explaining gaps between the
tidal cycles with increased SDE bursts

• Alternatively, complex thermodynamic behavior of gas
hydrate under pressure changes due to tides likely affects
seepage periodicity and near-surface deformation. This is
under-investigated, yet highly relevant problem for
quantifying seafloor seepage at continental margins

More quantitative modelling of the gas hydrate behavior in the
sediments influenced by tidal pressure variations is necessary to
verify how it affects the seepage and shallow sediments.

DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found at UiT’s open
research data repository (DataverseNO): https://doi.org/10.18710/
TCWUQN.

AUTHOR CONTRIBUTIONS

SB, APF, and PF (former colleague at the Center) designed and
conducted the ocean bottom seismic (OBS) experiment. PD
conducted the processing and analysis of OBS records. SS and
PD worked on the cross correlation with modelled tides. PD
prepared the manuscript with significant contributions from
APF, VS, and SS. HR contributed to the conceptualization of
the proposed model and discussion.

FUNDING

This work is part of the SEAMSTRESS project, supported by the
Tromsø Research Foundation (TFS) and the Research Council of
Norway (grant nr. 287865). The work is also supported by the
Research Council of Norway through its Centers of Excellence
funding scheme grant 223259 (Centre for Arctic Gas Hydrate,
Environment and Climate—CAGE).

ACKNOWLEDGMENTS

We thank the crew of R/V Helmer Hanssen for their help with
deployment and recovery of OBSs. We also thank Peter Franek for
his initial work with the datasets and valuable assistance at an early
stage of data processing. We thank the Reviewers Kimihiro
Mochizuki and Christopher Schmidt for the constructive
feedback that helped to improve the final publication. We also
thank the Associate EditorMourad Bezzeghoud. Regional map was
created using GMT (Wessel et al., 2019). Plotting waveforms and
spectrograms was done using Pyrocko (Heimann et al., 2017).

SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/feart.2022.831526/
full#supplementary-material

Frontiers in Earth Science | www.frontiersin.org March 2022 | Volume 10 | Article 83152614

Domel et al. Periodic Behavior of Short Duration Signals

https://doi.org/10.18710/TCWUQN
https://doi.org/10.18710/TCWUQN
https://www.frontiersin.org/articles/10.3389/feart.2022.831526/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/feart.2022.831526/full#supplementary-material
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


REFERENCES

Algar, C. K., Boudreau, B. P., and Barry, M. A. (2011a). Initial Rise of Bubbles in
Cohesive Sediments by a Process of Viscoelastic Fracture. J. Geophys. Res. 116
(B4). doi:10.1029/2010jb008133

Algar, C. K., Boudreau, B. P., and Barry, M. A. (2011b). Release of Multiple Bubbles
from Cohesive Sediments. Geophys. Res. Lett. 38 (8). doi:10.1029/2011gl046870

Ambrose, W. G., Panieri, G., Schneider, A., Plaza-Faverola, A., Carroll, M. L.,
Åström, E. K. L., et al. (2015). Bivalve Shell Horizons in Seafloor Pockmarks of
the Last Glacial-interglacial Transition: a Thousand Years of Methane
Emissions in the A Rctic O Cean. Geochem. Geophys. Geosyst. 16 (12),
4108–4129. doi:10.1002/2015gc005980

Batsi, E., Tsang-Hin-Sun, E., Klingelhoefer, F., Bayrakci, G., Chang, E. T. Y., Lin,
J. Y., et al. (2019). Nonseismic Signals in the Ocean: Indicators of Deep Sea and
Seafloor Processes on Ocean-Bottom Seismometer Data. Geochem. Geophys.

Geosyst. 20 (8), 3882–3900. doi:10.1029/2019gc008349
Bayrakci, G., Scalabrin, C., Dupré, S., Leblond, I., Tary, J.-B., Lanteri, N., et al.

(2014). Acoustic Monitoring of Gas Emissions from the Seafloor. Part II: a Case
Study from the Sea of Marmara. Mar. Geophys. Res. 35 (3), 211–229. doi:10.
1007/s11001-014-9227-7

Beccari, V., Basso, D., Spezzaferri, S., Rüggeberg, A., Neuman, A., and Makovsky,
Y. (2020). Preliminary Video-Spatial Analysis of Cold Seep Bivalve Beds at the
Base of the continental Slope of Israel (Palmahim Disturbance). Deep Sea Res.

Part Topical Stud. Oceanography 171, 104664. doi:10.1016/j.dsr2.2019.104664
Berndt, C., Feseker, T., Treude, T., Krastel, S., Liebetrau, V., Niemann, H., et al.

(2014). Temporal Constraints on Hydrate-Controlled Methane Seepage off
Svalbard. Science 343 (6168), 284–287. doi:10.1126/science.1246298

Beyreuther, M., Barsch, R., Krischer, L., Megies, T., Behr, Y., and Wassermann, J.
(2010). ObsPy: A Python Toolbox for Seismology. Seismological Res. Lett. 81
(3), 530–533. doi:10.1785/gssrl.81.3.530

Boles, J. R., Clark, J. F., Leifer, I., and Washburn, L. (2001). Temporal Variation in
Natural Methane Seep Rate Due to Tides, Coal Oil Point Area, California.
J. Geophys. Res. 106 (C11), 27077–27086. doi:10.1029/2000jc000774

Boudreau, B. P., Algar, C., Johnson, B. D., Croudace, I., Reed, A., and Furukawa, Y.
(2005). Bubble Growth and Rise in Soft Sediments. Geology 33 (6). doi:10.1130/
g21259.1

Boudreau, B. P. (2012). The Physics of Bubbles in Surficial, Soft, Cohesive Sediments.
Mar. Pet. Geology. 38 (1), 1–18. doi:10.1016/j.marpetgeo.2012.07.002

Bowman, D. C., andWilcock, W. S. D. (2013). Unusual Signals Recorded by Ocean
Bottom Seismometers in the Flooded Caldera of Deception Island Volcano:
Volcanic Gases or Biological Activity? Antartic Sci. 26 (3), 267–275. doi:10.
1017/s0954102013000758

Bünz, S., Polyanov, S., Vadakkepuliyambatta, S., Consolaro, C., and Mienert, J.
(2012). Active Gas Venting through Hydrate-Bearing Sediments on the
Vestnesa Ridge, Offshore W-Svalbard. Mar. Geology. 332-334, 189–197.
doi:10.1016/j.margeo.2012.09.012

Buskirk, R. E., Frohlich, C., Latham, G. V., Chen, A. T., and Lawton, J. (1981).
Evidence that Biological Activity Affects Ocean Bottom Seismograph
Recordings. Mar. Geophys. Researches 5 (2), 189–205.

Chang, E. T. Y., Chao, B. F., Chen, G. Y., and Liau, J. M. (2016). Internal Tides
Recorded at Ocean Bottom off the Coast of Southeast Taiwan. J. Geophys. Res.
Oceans 121 (5), 3381–3394. doi:10.1002/2015jc011370

Chouet, B. (1992). “A Seismic Model for the Source of Long-Period Events and
Harmonic Tremor.” in Volcanic Seismology. Berlin, Heidelberg: Springer,
133–156. doi:10.1007/978-3-642-77008-1_11

Ciotoli, G., Procesi, M., Etiope, G., Fracassi, U., and Ventura, G. (2020). Influence
of Tectonics on Global Scale Distribution of Geological Methane Emissions.
Nat. Commun. 11 (1), 2305. doi:10.1038/s41467-020-16229-1

Consolaro, C., Rasmussen, T. L., Panieri, G., Mienert, J., Bünz, S., and Sztybor, K.
(2015). Carbon Isotope (δ13C) Excursions Suggest Times of Major Methane
Release during the Last 14 Kyr in Fram Strait, the Deep-Water Gateway to the
Arctic. Clim. Past 11 (4), 669–685. doi:10.5194/cp-11-669-2015

Crémière, A., Lepland, A., Chand, S., Sahy, D., Condon, D. J., Noble, S. R., et al. (2016).
Timescales ofMethane Seepage on theNorwegianMargin FollowingCollapse of the
Scandinavian Ice Sheet. Nat. Commun. 7, 11509. doi:10.1038/ncomms11509

Crockett, R. (2019). A Primer on Fourier Analysis for the Geosciences. Cambridge:
Cambridge University Press.

Crutchley, G. J., Klaeschen, D., Planert, L., Bialas, J., Berndt, C., Papenberg, C., et al.
(2014). The Impact of Fluid Advection on Gas Hydrate Stability: Investigations
at Sites of Methane Seepage Offshore Costa Rica. Earth Planet. Sci. Lett. 401,
95–109. doi:10.1016/j.epsl.2014.05.045

Daszinnies, M., Plaza-Faverola, A., Sylta, Ø., Bünz, S., Mattingsdal, R., Tømmerås,
A., et al. (2021). The Plio-Pleistocene Seepage History off Western Svalbard
Inferred from 3D Petroleum Systems Modelling. Mar. Pet. Geology. 128,
105023. doi:10.1016/j.marpetgeo.2021.105023

Di, P., Feng, D., Tao, J., and Chen, D. (2020). Using Time-Series Videos to Quantify
Methane Bubbles Flux from Natural Cold Seeps in the South China Sea.
Minerals 10 (3), 216. doi:10.3390/min10030216

Díaz, J., Gallart, J., and Gaspà, O. (2007). Atypical Seismic Signals at the Galicia
Margin, North Atlantic Ocean, Related to the Resonance of Subsurface Fluid-
Filled Cracks. Tectonophysics 433 (1-4), 1–13. doi:10.1016/j.tecto.2007.01.004

Duennebier, F. K., Blackinton, G., and Sutton, G. H. (1981). Current-generated
Noise Recorded on Ocean Bottom Seismometers. Mar. Geophys. Res. 5 (1),
109–115. doi:10.1007/bf00310316

Edwards, E. F., Hall, C., Moore, T. J., Sheredy, C., and Redfern, J. V. (2015). Global
Distribution of Fin Whales B Alaenoptera Physalus in the post-whaling Era
(1980-2012). Mammal Rev. 45 (4), 197–214. doi:10.1111/mam.12048

Egbert, G. D., and Erofeeva, S. Y. (2002). Efficient Inverse Modeling of Barotropic
Ocean Tides. J. Atmos. Oceanic Technol. 19 (2), 183–204. doi:10.1175/1520-
0426(2002)019<0183:eimobo>2.0.co;2

Eiken, O., and Hinz, K. (1993). Contourites in the Fram Strait. Sediment. Geology.

82 (1-4), 15–32. doi:10.1016/0037-0738(93)90110-q
Embriaco, D., Marinaro, G., Frugoni, F., Monna, S., Etiope, G., Gasperini, L., et al.

(2014). Monitoring of Gas and Seismic Energy Release by Multiparametric
Benthic Observatory along the North Anatolian Fault in the Sea of Marmara
(NW Turkey). Geophys. J. Int. 196 (2), 850–866. doi:10.1093/gji/ggt436

Essing, D., Schlindwein, V., Schmidt-Aursch,M. C., Hadziioannou, C., and Stähler, S. C.
(2021). Characteristics of Current-Induced Harmonic Tremor Signals in Ocean-
Bottom Seismometer Records. Seismological Res. Lett. doi:10.1785/0220200397

Etiope, G. (2015). “Gas Seepage and Past Climate Change,” inNatural Gas Seepage:
The Earth’s Hydrocarbon Degassing (Cham: Springer International Publishing),
165–182. doi:10.1007/978-3-319-14601-0_8

Ferré, B., Jansson, P. G., Moser, M., Serov, P., Portnov, A., Graves, C. A., et al. (2020).
Reduced Methane Seepage from Arctic Sediments during Cold Bottom-Water
Conditions. Nat. Geosci. 13 (2), 144–148. doi:10.1038/s41561-019-0515-3

Franek, P., Mienert, J., Buenz, S., and Géli, L. (2014). Character of Seismic Motion
at a Location of a Gas Hydrate-bearing Mud Volcano on the SW Barents Sea
Margin. J. Geophys. Res. Solid Earth 119 (8), 6159–6177. doi:10.1002/
2014jb010990

Franek, P., Plaza-Faverola, A., Mienert, J., Buenz, S., Ferré, B., and Hubbard, A.
(2017). Microseismicity Linked to Gas Migration and Leakage on the Western
Svalbard Shelf. Geochem. Geophys. Geosyst. 18 (12), 4623–4645. doi:10.1002/
2017gc007107

Gaspà Rebull, O., Cusí, J. D., Ruiz Fernández, M., and Muset, J. G. (2006). Tracking
Fin Whale Calls Offshore the Galicia Margin, North East Atlantic Ocean. The
J. Acoust. Soc. America 120 (4), 2077–2085. doi:10.1121/1.2336751

Grevemeyer, I., Gràcia, E., Villaseñor, A., Leuchters, W., and Watts, A. B. (2015).
Seismicity and Active Tectonics in the Alboran Sea, Western Mediterranean:
Constraints from an Offshore-onshore Seismological Network and Swath
Bathymetry Data. J. Geophys. Res. Solid Earth 120 (12), 8348–8365. doi:10.
1002/2015jb012073

Handa, Y. P. (1990). Effect of Hydrostatic Pressure and Salinity on the Stability of
Gas Hydrates. J. Phys. Chem. 94 (6), 2652–2657. doi:10.1021/j100369a077

Heimann, S., Kriegerowski, M., Isken, M., Cesca, S., Daout, S., Grigoli, F., et al.
(2017). Pyrocko - an Open-Source Seismology Toolbox and Library. V. 0.3.
GFZ Data Serv.

Himmler, T., Sahy, D., Martma, T., Bohrmann, G., Plaza-Faverola, A., Bünz, S.,
et al. (2019). A 160,000-Year-Old History of Tectonically Controlled
Methane Seepage in the Arctic. Sci. Adv. 5 (8), eaaw1450. doi:10.1126/
sciadv.aaw1450

Hong, W. L., Pape, T., Schmidt, C., Yao, H., Wallmann, K., and Plaza-Faverola, A.
(2021). Interactions between Deep Formation Fluid and Gas Hydrate Dynamics
Inferred from Pore Fluid Geochemistry at Active Pockmarks of the Vestnesa
Ridge, West Svalbard Margin.Mar. Pet. Geology. 127. doi:10.1016/j.marpetgeo.
2021.104957

Frontiers in Earth Science | www.frontiersin.org March 2022 | Volume 10 | Article 83152615

Domel et al. Periodic Behavior of Short Duration Signals

https://doi.org/10.1029/2010jb008133
https://doi.org/10.1029/2011gl046870
https://doi.org/10.1002/2015gc005980
https://doi.org/10.1029/2019gc008349
https://doi.org/10.1007/s11001-014-9227-7
https://doi.org/10.1007/s11001-014-9227-7
https://doi.org/10.1016/j.dsr2.2019.104664
https://doi.org/10.1126/science.1246298
https://doi.org/10.1785/gssrl.81.3.530
https://doi.org/10.1029/2000jc000774
https://doi.org/10.1130/g21259.1
https://doi.org/10.1130/g21259.1
https://doi.org/10.1016/j.marpetgeo.2012.07.002
https://doi.org/10.1017/s0954102013000758
https://doi.org/10.1017/s0954102013000758
https://doi.org/10.1016/j.margeo.2012.09.012
https://doi.org/10.1002/2015jc011370
https://doi.org/10.1007/978-3-642-77008-1_11
https://doi.org/10.1038/s41467-020-16229-1
https://doi.org/10.5194/cp-11-669-2015
https://doi.org/10.1038/ncomms11509
https://doi.org/10.1016/j.epsl.2014.05.045
https://doi.org/10.1016/j.marpetgeo.2021.105023
https://doi.org/10.3390/min10030216
https://doi.org/10.1016/j.tecto.2007.01.004
https://doi.org/10.1007/bf00310316
https://doi.org/10.1111/mam.12048
https://doi.org/10.1175/1520-0426(2002)019<0183:eimobo>2.0.co;2
https://doi.org/10.1175/1520-0426(2002)019<0183:eimobo>2.0.co;2
https://doi.org/10.1016/0037-0738(93)90110-q
https://doi.org/10.1093/gji/ggt436
https://doi.org/10.1785/0220200397
https://doi.org/10.1007/978-3-319-14601-0_8
https://doi.org/10.1038/s41561-019-0515-3
https://doi.org/10.1002/2014jb010990
https://doi.org/10.1002/2014jb010990
https://doi.org/10.1002/2017gc007107
https://doi.org/10.1002/2017gc007107
https://doi.org/10.1121/1.2336751
https://doi.org/10.1002/2015jb012073
https://doi.org/10.1002/2015jb012073
https://doi.org/10.1021/j100369a077
https://doi.org/10.1126/sciadv.aaw1450
https://doi.org/10.1126/sciadv.aaw1450
https://doi.org/10.1016/j.marpetgeo.2021.104957
https://doi.org/10.1016/j.marpetgeo.2021.104957
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Horozal, S., Bahk, J.-J., Urgeles, R., Kim, G. Y., Cukur, D., Kim, S.-P., et al. (2017).
Mapping Gas Hydrate and Fluid Flow Indicators and Modeling Gas Hydrate
Stability Zone (GHSZ) in the Ulleung Basin, East (Japan) Sea: Potential Linkage
between the Occurrence ofMass Failures andGas Hydrate Dissociation.Mar. Pet.

Geology. 80, 171–191. doi:10.1016/j.marpetgeo.2016.12.001
Hovland, M., Gardner, J. V., and Judd, A. G. (2002). The Significance of Pockmarks

to Understanding Fluid Flow Processes and Geohazards. Geofluids 2, 127–136.
doi:10.1046/j.1468-8123.2002.00028.x

Howe, J. A., Shimmield, T. M., Harland, R. E. X., and Eyles, N. (2007). Late
Quaternary Contourites and Glaciomarine Sedimentation in the Fram Strait.
Sedimentology 55 (1), 179–200. doi:10.1111/j.1365-3091.2007.00897.x

Hsu, S.-K.,Wang, S.-Y., Liao, Y.-C., Yang, T. F., Jan, S., Lin, J.-Y., et al. (2013). Tide-
modulated Gas Emissions and Tremors off SW Taiwan. Earth Planet. Sci. Lett.

369-370, 98–107. doi:10.1016/j.epsl.2013.03.013
Hustoft, S., Bünz, S., Mienert, J., and Chand, S. (2009). Gas Hydrate Reservoir and

Active Methane-Venting Province in Sediments on < 20 Ma Young Oceanic
Crust in the Fram Strait, Offshore NW-Svalbard. Earth Planet. Sci. Lett. 284 (1-
2), 12–24. doi:10.1016/j.epsl.2009.03.038

Johnson, B. D., Boudreau, B. P., Gardiner, B. S., and Maass, R. (2002). Mechanical
Response of Sediments to Bubble Growth. Mar. Geology. 187 (3-4), 347–363.
doi:10.1016/s0025-3227(02)00383-3

Judd, A., and Hovland, M. (2007). Seabed Fluid Flow : The Impact on Geology,

Biology, and the marine Environment. Cambridge: Cambridge University Press.
Karstens, J., Haflidason, H., Becker, L. W. M., Berndt, C., Rüpke, L., Planke, S., et al.

(2018). Glacigenic Sedimentation Pulses Triggered post-glacial Gas Hydrate
Dissociation. Nat. Commun. 9 (1), 635. doi:10.1038/s41467-018-03043-z

Knies, J., Daszinnies,M., Plaza-Faverola, A., Chand, S., Sylta, Ø., Bünz, S., et al. (2018).
Modelling Persistent Methane Seepage Offshore Western Svalbard since Early
Pleistocene.Mar. Pet. Geology. 91, 800–811. doi:10.1016/j.marpetgeo.2018.01.020

Kvenvolden, K. A., Lorenson, T. D., and Reeburgh, W. S. (2001). Attention Turns
to Naturally Occurring Methane Seepage. Eos Trans. AGU 82 (40), 457. doi:10.
1029/01eo00275

Liu, X., and Flemings, P. B. (2011). Capillary Effects on Hydrate Stability in marine
Sediments. J. Geophys. Res. Solid Earth 116 (B7). doi:10.1029/2010jb008143

Liu, Y., Tao, C., Liu, C., Qiu, L., Schlindwein, V., Zhang, H., et al. (2018). Seismic Activity
Recorded by a Single OBS/H Near the Active Longqi Hydrothermal Vent at the
Ultraslow Spreading Southwest Indian Ridge (49°39′ E). Mar. Georesources

Geotechnology 37 (2), 201–211. doi:10.1080/1064119x.2017.1420114
Lopes, M. A., and Tenreiro Machado, J. (2017). Tidal Analysis Using

Time–Frequency Signal Processing and Information Clustering. Entropy 19
(8). e19080390. doi:10.3390/e19080390

Løviknes, S., Jensen, K. H., Krafft, B. A., Anthonypillai, V., and Nøttestad, L. (2021).
Feeding Hotspots and Distribution of Fin and Humpback Whales in the
Norwegian Sea from 2013 to 2018. Front. Mar. Sci. 8.

Mau, S., Römer, M., Torres, M. E., Bussmann, I., Pape, T., Damm, E., et al. (2017).
Widespread Methane Seepage along the continental Margin off Svalbard - from
Bjørnøya to Kongsfjorden. Sci. Rep. 7, 42997. doi:10.1038/srep42997

McDonald, M. A., Hildebrand, J. A., and Webb, S. C. (1995). Blue and Fin Whales
Observed on a Seafloor Array in the Northeast pacific. J. Acoust. Soc. Am. 98 (2
Pt 1), 712–721. doi:10.1121/1.413565

McDonald, M. A., Mesnick, S. L., and Hildebrand, J. A. (2006). Biogeographic
Characterization of Blue Whale Song Worldwide: Using Song to Identify
Populations. J. Cetacean Res. Manage. 8 (1), 55–65.

Meier, M., Schlindwein, V., Scholz, J. R., Geils, J., Schmidt-Aursch, M. C., and
Kruger, F. (2021). Segment-Scale Seismicity of the Ultraslow Spreading
Knipovich Ridge. Geochem. Geophys. Geosystems 22 (2), e2020GC009375.
doi:10.1029/2020gc009375

Mellinger, D. K., and Clark, C. W. (2003). Blue Whale (Balaenoptera Musculus)
Sounds from the North Atlantic. J. Acoust. Soc. America 114 (2), 1108–1119.
doi:10.1121/1.1593066

Mishra, C. K., Dewangan, P., Sriram, G., Kumar, A., and Dakara, G. (2020). Spatial
Distribution of Gas Hydrate Deposits in Krishna-Godavari Offshore basin, Bay
of Bengal. Mar. Pet. Geology. 112. doi:10.1016/j.marpetgeo.2019.104037

Monigle, P. W., Bohnenstiehl, D. R., Tolstoy, M., and Waldhauser, F. (2009).
Seismic Tremor at the 9°50′N East Pacific Rise Eruption Site. Geochem.

Geophys. Geosystems 10 (11). doi:10.1029/2009gc002561
Morano, J. L., Salisbury, D. P., Rice, A. N., Conklin, K. L., Falk, K. L., and Clark, C.

W. (2012). Seasonal and Geographical Patterns of Fin Whale Song in the

Western North Atlantic Ocean. J. Acoust. Soc. America 132 (2), 1207–1212.
doi:10.1121/1.4730890

Ostrovsky, A. A. (1989). On the Nature ofMicroshocks Recorded by Ocean Bottom
Seismographs. Mar. Geophys. Res. 11 (2), 113–118. doi:10.1007/bf00285662

Ottesen, D., Dowdeswell, J. A., and Rise, L. (2005). Submarine Landforms and the
Reconstruction of Fast-Flowing Ice Streams within a Large Quaternary Ice
Sheet: The 2500-Km-Long Norwegian-Svalbard Margin (57°–80°N). GSA Bull.

117 (7-8), 1033–1050. doi:10.1130/b25577.1
Panieri, G., Bünz, S., Fornari, D. J., Escartin, J., Serov, P., Jansson, P., et al. (2017).

An Integrated View of theMethane System in the Pockmarks at Vestnesa Ridge,
79°N. Mar. Geology. 390, 282–300. doi:10.1016/j.margeo.2017.06.006

Pape, T., Bünz, S., Hong, W. L., Torres, M. E., Riedel, M., and Panieri, G. (2020).
Origin and Transformation of Light Hydrocarbons Ascending at an Active
Pockmark on Vestnesa Ridge, Arctic Ocean. J. Geophys. Res. Solid Earth 125 (1).
doi:10.1029/2018jb016679

Petersen, C. J., Bünz, S., Hustoft, S., Mienert, J., and Klaeschen, D. (2010). High-
resolution P-Cable 3D Seismic Imaging of Gas Chimney Structures in Gas
Hydrated Sediments of an Arctic Sediment Drift. Mar. Pet. Geology. 27 (9),
1981–1994. doi:10.1016/j.marpetgeo.2010.06.006

Plant, J. N., Johnson, K. S., Fitzwater, S. E., Sakamoto, C. M., Coletti, L. J., and
Jannasch, H. W. (2010). Tidally Oscillating Bisulfide Fluxes and Fluid Flow
Rates Observed with In Situ Chemical Sensors at a Warm spring in Monterey
Bay, California. Deep Sea Res. Oceanographic Res. Pap. 57 (12), 1585–1595.
doi:10.1016/j.dsr.2010.10.001

Plaza-Faverola, A., Bünz, S., Johnson, J. E., Chand, S., Knies, J., Mienert, J., et al.
(2015). Role of Tectonic Stress in Seepage Evolution along the Gas Hydrate-
Charged Vestnesa Ridge, Fram Strait. Geophys. Res. Lett. 42 (3), 733–742.
doi:10.1002/2014gl062474

Plaza-Faverola, A., Bünz, S., and Mienert, J. (2010). Fluid Distributions Inferred
from P-Wave Velocity and Reflection Seismic Amplitude Anomalies beneath
the Nyegga Pockmark Field of the Mid-Norwegian Margin. Mar. Pet. Geology.

27 (1), 46–60. doi:10.1016/j.marpetgeo.2009.07.007
Plaza-Faverola, A., and Keiding, M. (2019). Correlation between Tectonic Stress

Regimes and Methane Seepage on the Western Svalbard Margin. Solid Earth 10
(1), 79–94. doi:10.5194/se-10-79-2019

Plaza-Faverola, A., Pecher, I., Crutchley, G., Barnes, P. M., Bünz, S., Golding, T.,
et al. (2014). Submarine Gas Seepage in a Mixed Contractional and Shear
Deformation Regime: Cases from the Hikurangi Oblique-Subduction Margin.
Geochem. Geophys. Geosyst. 15 (2), 416–433. doi:10.1002/2013gc005082

Plaza-Faverola, A., Vadakkepuliyambatta, S., Hong, W.-L., Mienert, J., Bünz, S., Chand,
S., et al. (2017). Bottom-simulating Reflector Dynamics at Arctic Thermogenic Gas
Provinces: An Example from Vestnesa Ridge, Offshore West Svalbard. J. Geophys.
Res. Solid Earth 122 (6), 4089–4105. doi:10.1002/2016jb013761

Ramakrushana Reddy, T., Dewangan, P., Arya, L., Singha, P., and Raju, K. A. (2020).
Tidal Triggering of the Harmonic Noise in Ocean-Bottom Seismometers.
Seismological Res. Lett. 91 (2A), 803–813. doi:10.1785/0220190080

Rice, A., Širović, A., Trickey, J. S., Debich, A. J., Gottlieb, R. S., and Wiggins, S. M.
(2021). Cetacean Occurrence in the Gulf of Alaska from Long-Term Passive
Acoustic Monitoring. Mar. Biol. 168 (5). doi:10.1007/s00227-021-03884-1

Riedel, M., Scherwath, M., Römer, M., Veloso, M., Heesemann, M., and Spence, G. D.
(2018). Distributed Natural Gas Venting Offshore along the Cascadia Margin.
Nat. Commun. 9 (1), 3264. doi:10.1038/s41467-018-05736-x

Ritzmann, O., Jokat, W., Czuba, W., Guterch, A., Mjelde, R., and Nishimura, Y.
(2004). A Deep Seismic Transect from Hovgård Ridge to Northwestern Svalbard
across the continental-ocean Transition: A ShearedMargin Study.Geophys. J. Int.
157 (2), 683–702. doi:10.1111/j.1365-246x.2004.02204.x

Roman, D. C. (2017). Automated Detection and Characterization of Harmonic
Tremor in Continuous Seismic Data. Geophys. Res. Lett. 44 (12), 6065–6073.
doi:10.1002/2017gl073715

Römer, M., Riedel, M., Scherwath, M., Heesemann, M., and Spence, G. D. (2016).
Tidally Controlled Gas Bubble Emissions: A Comprehensive Study Using Long-
Term Monitoring Data from the NEPTUNE Cabled Observatory Offshore
Vancouver Island. Geochem. Geophys. Geosyst. 17 (9), 3797–3814. doi:10.1002/
2016gc006528

Römer, M., Torres, M., Kasten, S., Kuhn, G., Graham, A. G. C., Mau, S., et al.
(2014). First Evidence of Widespread Active Methane Seepage in the Southern
Ocean, off the Sub-antarctic Island of South Georgia. Earth Planet. Sci. Lett. 403,
166–177. doi:10.1016/j.epsl.2014.06.036

Frontiers in Earth Science | www.frontiersin.org March 2022 | Volume 10 | Article 83152616

Domel et al. Periodic Behavior of Short Duration Signals

https://doi.org/10.1016/j.marpetgeo.2016.12.001
https://doi.org/10.1046/j.1468-8123.2002.00028.x
https://doi.org/10.1111/j.1365-3091.2007.00897.x
https://doi.org/10.1016/j.epsl.2013.03.013
https://doi.org/10.1016/j.epsl.2009.03.038
https://doi.org/10.1016/s0025-3227(02)00383-3
https://doi.org/10.1038/s41467-018-03043-z
https://doi.org/10.1016/j.marpetgeo.2018.01.020
https://doi.org/10.1029/01eo00275
https://doi.org/10.1029/01eo00275
https://doi.org/10.1029/2010jb008143
https://doi.org/10.1080/1064119x.2017.1420114
https://doi.org/10.3390/e19080390
https://doi.org/10.1038/srep42997
https://doi.org/10.1121/1.413565
https://doi.org/10.1029/2020gc009375
https://doi.org/10.1121/1.1593066
https://doi.org/10.1016/j.marpetgeo.2019.104037
https://doi.org/10.1029/2009gc002561
https://doi.org/10.1121/1.4730890
https://doi.org/10.1007/bf00285662
https://doi.org/10.1130/b25577.1
https://doi.org/10.1016/j.margeo.2017.06.006
https://doi.org/10.1029/2018jb016679
https://doi.org/10.1016/j.marpetgeo.2010.06.006
https://doi.org/10.1016/j.dsr.2010.10.001
https://doi.org/10.1002/2014gl062474
https://doi.org/10.1016/j.marpetgeo.2009.07.007
https://doi.org/10.5194/se-10-79-2019
https://doi.org/10.1002/2013gc005082
https://doi.org/10.1002/2016jb013761
https://doi.org/10.1785/0220190080
https://doi.org/10.1007/s00227-021-03884-1
https://doi.org/10.1038/s41467-018-05736-x
https://doi.org/10.1111/j.1365-246x.2004.02204.x
https://doi.org/10.1002/2017gl073715
https://doi.org/10.1002/2016gc006528
https://doi.org/10.1002/2016gc006528
https://doi.org/10.1016/j.epsl.2014.06.036
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Schlindwein, V., Demuth, A., Geissler, W. H., and Jokat, W. (2013). Seismic gap
beneath Logachev Seamount: Indicator for Melt Focusing at an Ultraslow Mid-
ocean ridge? Geophys. Res. Lett. 40 (9), 1703–1707. doi:10.1002/grl.50329

Schneider, A., Panieri, G., Lepland, A., Consolaro, C., Crémière, A., Forwick, M.,
et al. (2018). Methane Seepage at Vestnesa Ridge (NW Svalbard) since the Last
Glacial Maximum. Quat. Sci. Rev. 193, 98–117. doi:10.1016/j.quascirev.2018.
06.006

Schultz, A., Delaney, J. R., and McDuff, R. E. (1992). On the Partitioning of Heat
Flux between Diffuse and point Source Seafloor Venting. J. Geophys. Res. 97
(B9). doi:10.1029/92jb00889

Sgroi, T., Monna, S., Embriaco, D., Giovanetti, G., Marinaro, G., and Favali, P.
(2014). Geohazards in the Western Ionian Sea: Insights from Non-earthquake
Signals Recorded by the NEMO-SN1 Seafloor Observatory. Oceanog 27 (2),
154–166. doi:10.5670/oceanog.2014.51

Sgroi, T., Polonia, A., Beranzoli, L., Billi, A., Bosman, A., Costanza, A., et al. (2021).
One Year of Seismicity Recorded through Ocean Bottom Seismometers
Illuminates Active Tectonic Structures in the Ionian Sea (Central
Mediterranean). Front. Earth Sci. 9, 643. doi:10.3389/feart.2021.661311

Shipley, T. H., Houston, M. H., Buffler, R. T., Shaub, F. J., McMillen, K. J., Laod,
J. W., et al. (1979). Seismic Evidence for Widespread Possible Gas Hydrate
Horizons on Continental Slopes and Rises1. AAPG Bull. 63 (12), 2204–2213.
doi:10.1306/2f91890a-16ce-11d7-8645000102c1865d

Singhroha, S., Bünz, S., Plaza-Faverola, A., and Chand, S. (2020). Detection of Gas
Hydrates in Faults Using Azimuthal Seismic Velocity Analysis, Vestnesa Ridge,
W-Svalbard Margin. J. Geophys. Res. Solid Earth 125 (2). doi:10.1029/
2019jb017949

Singhroha, S., Bünz, S., Plaza-Faverola, A., and Chand, S. (2016). Gas Hydrate and
Free Gas Detection Using Seismic Quality Factor Estimates from High-
Resolution P-cable 3D Seismic Data. Interpretation 4 (1), SA39–SA54.
doi:10.1190/int-2015-0023.1

Singhroha, S., Chand, S., and Bünz, S. (2019). Constraints on Gas Hydrate
Distribution and Morphology in Vestnesa Ridge, Western Svalbard Margin,
Using Multicomponent Ocean-Bottom Seismic Data. J. Geophys. Res. Solid
Earth 124 (5), 4343–4364. doi:10.1029/2018jb016574

Smith, A. J., Mienert, J., Bünz, S., and Greinert, J. (2014). Thermogenic Methane
Injection via Bubble Transport into the Upper Arctic Ocean from the Hydrate-
Charged Vestnesa Ridge, Svalbard. Geochem. Geophys. Geosyst. 15 (5),
1945–1959. doi:10.1002/2013gc005179

Sohn, R. A., Hildebrand, J. A., Webb, S. C., and Fox, C. G. (1995). Hydrothermal
microseismicity at the megaplume site on the southern Juan de Fuca Ridge. Bull.
Seismological Soc. America 85 (3), 775–786.

Soule, D. C., and Wilcock, W. S. D. (2013). Fin whale tracks recorded by a seismic
network on the Juan de Fuca Ridge, Northeast Pacific Ocean. J. Acoust. Soc.
America 133 (3), 1751–1761. doi:10.1121/1.4774275

Stähler, S. C., Schmidt-Aursch, M. C., Hein, G., and Mars, R. (2018). A Self-Noise
Model for the German DEPAS OBS Pool. Seismological Res. Lett. 89 (5),
1838–1845. doi:10.1785/0220180056

Storrie, L., Lydersen, C., Andersen, M., Wynn, R. B., and Kovacs, K. M. (2018).
Determining the Species Assemblage and Habitat Use of Cetaceans in the
Svalbard Archipelago, Based on Observations from 2002 to 2014. Polar Res. 37
(1). doi:10.1080/17518369.2018.1463065

Sultan, N., Plaza-Faverola, A., Vadakkepuliyambatta, S., Buenz, S., and Knies, J.
(2020). Impact of Tides and Sea-Level on Deep-Sea Arctic Methane Emissions.
Nat. Commun. 11 (1), 5087. doi:10.1038/s41467-020-18899-3

Sultan, N., Riboulot, V., Ker, S., Marsset, B., Géli, L., and Tary, J. B. (2011).
Dynamics of Fault-Fluid-Hydrate System Around a Shale-Cored Anticline
in deepwater Nigeria. J. Geophys. Res. 116 (B12). doi:10.1029/
2011jb008218

Sun, R., and Duan, Z. (2007). An Accurate Model to Predict the Thermodynamic
Stability of Methane Hydrate and Methane Solubility in marine Environments.
Chem. Geology. 244 (1-2), 248–262. doi:10.1016/j.chemgeo.2007.06.021

Sutterley, T. C., Markus, T., Neumann, T. A., van den Broeke, M., van Wessem,
J. M., and Ligtenberg, S. R. M. (2019). Antarctic Ice Shelf Thickness Change
from Multimission Lidar Mapping. The Cryosphere 13 (7), 1801–1817. doi:10.
5194/tc-13-1801-2019

Sutton, G. H., McDonald, W. G., Prentiss, D. D., and Thanos, S. N. (1965). Ocean-
bottom Seismic Observatories. Proc. IEEE 53 (12), 1909–1921. doi:10.1109/
proc.1965.4468

Tary, J. B., Géli, L., Guennou, C., Henry, P., Sultan, N., Çağatay, N., et al. (2012).
Microevents Produced by Gas Migration and Expulsion at the Seabed: a Study
Based on Sea Bottom Recordings from the Sea of Marmara. Geophys. J. Int. 190
(2), 993–1007. doi:10.1111/j.1365-246x.2012.05533.x

Taylor, M. H., Dillon, W. P., and Pecher, I. A. (2000). Trapping and Migration of
Methane Associated with the Gas Hydrate Stability Zone at the Blake Ridge
Diapir: New Insights from Seismic Data. Mar. Geology. 164 (1), 79–89. doi:10.
1016/s0025-3227(99)00128-0

Thomsen, L., Barnes, C., Best, M., Chapman, R., Pirenne, B., Thomson, R., et al.
(2012). Ocean Circulation Promotes Methane Release from Gas Hydrate
Outcrops at the NEPTUNE Canada Barkley Canyon Node. Geophys. Res.
Lett. 39 (16). doi:10.1029/2012gl052462

Tishchenko, P., Hensen, C., Wallmann, K., and Wong, C. S. (2005). Calculation of
the Stability and Solubility of Methane Hydrate in Seawater. Chem. Geology. 219
(1-4), 37–52. doi:10.1016/j.chemgeo.2005.02.008

Torres, M. E., McManus, J., Hammond, D., De Angelis, M., Heeschen, K., and
Colbert, S. (2002). Fluid and Chemical Fluxes in and Out of Sediments
Hosting Methane Hydrate Deposits on Hydrate Ridge, OR, I: Hydrological
Provinces. Earth Planet. Sci. Lett. 201 (3-4), 525–540. doi:10.1016/s0012-
821x(02)00733-1

Tsang-Hin-Sun, E., Batsi, E., Klingelhoefer, F., and Géli, L. (2019). Spatial and
Temporal Dynamics of Gas-Related Processes in the Sea of Marmara
Monitored with Ocean Bottom Seismometers. Geophys. J. Int. 216 (3),
1989–2003. doi:10.1093/gji/ggy535

Ugalde, A., Gaite, B., Ruiz,M., Villaseñor, A., and Ranero, C. R. (2019). Seismicity and
Noise Recorded by Passive Seismic Monitoring of Drilling Operations Offshore
the Eastern Canary Islands. Seismological Res. Lett. doi:10.1785/0220180353

Veloso, M., Greinert, J., Mienert, J., and De Batist, M. (2015). A New Methodology
for Quantifying Bubble Flow Rates in Deep Water Using Splitbeam
Echosounders: Examples from the A Rctic Offshore NW- S Valbard.
Limnol. Oceanogr. Methods 13 (6), 267–287. doi:10.1002/lom3.10024

Veloso-Alarcon, M. E., Janson, P., De Batist, M., Minshull, T. A., Westbrook,
G. K., and Palikes, H. (2019). Variability of Acoustically Evidenced
Methane Bubble Emissions Offshore Western Svalbard. Geophys. Res.

Lett. 46 (15), 9072–9081.
Vogt, P. R., and Crane, K. (1994). Methane-generated( ) Pockmarks on

Young, Thickly Sedimented Oceanic Crust in the Arctic. Vestnesa
ridge, Fram Strait. Geology 22 (3). doi:10.1130/0091-7613(1994)
022<0255:mgpoyt>2.3.co;2

Wallmann, K., Riedel, M., Hong, W. L., Patton, H., Hubbard, A., Pape, T., et al.
(2018). Gas Hydrate Dissociation off Svalbard Induced by Isostatic Rebound
rather Than Global Warming. Nat. Commun. 9 (1), 83. doi:10.1038/s41467-
017-02550-9

Webb, S. C. (1998). Broadband Seismology and Noise under the Ocean. Rev.
Geophys. 36 (1), 105–142. doi:10.1029/97rg02287

Wessel, P., Luis, J. F., Uieda, L., Scharroo, R., Wobbe, F., Smith, W. H. F., et al.
(2019). The Generic Mapping Tools Version 6. Geochem. Geophys. Geosyst. 20,
5556–5564. doi:10.1029/2019gc008515

Wilks, D. S. (2011). Statistical Methods in the Atmospheric Sciences (Vol. 100). San
Diego, CA: Academic Press.

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Domel, Singhroha, Plaza-Faverola, Schlindwein, Ramachandran

and Bünz. This is an open-access article distributed under the terms of the Creative

Commons Attribution License (CC BY). The use, distribution or reproduction in

other forums is permitted, provided the original author(s) and the copyright owner(s)

are credited and that the original publication in this journal is cited, in accordance

with accepted academic practice. No use, distribution or reproduction is permitted

which does not comply with these terms.

Frontiers in Earth Science | www.frontiersin.org March 2022 | Volume 10 | Article 83152617

Domel et al. Periodic Behavior of Short Duration Signals

https://doi.org/10.1002/grl.50329
https://doi.org/10.1016/j.quascirev.2018.06.006
https://doi.org/10.1016/j.quascirev.2018.06.006
https://doi.org/10.1029/92jb00889
https://doi.org/10.5670/oceanog.2014.51
https://doi.org/10.3389/feart.2021.661311
https://doi.org/10.1306/2f91890a-16ce-11d7-8645000102c1865d
https://doi.org/10.1029/2019jb017949
https://doi.org/10.1029/2019jb017949
https://doi.org/10.1190/int-2015-0023.1
https://doi.org/10.1029/2018jb016574
https://doi.org/10.1002/2013gc005179
https://doi.org/10.1121/1.4774275
https://doi.org/10.1785/0220180056
https://doi.org/10.1080/17518369.2018.1463065
https://doi.org/10.1038/s41467-020-18899-3
https://doi.org/10.1029/2011jb008218
https://doi.org/10.1029/2011jb008218
https://doi.org/10.1016/j.chemgeo.2007.06.021
https://doi.org/10.5194/tc-13-1801-2019
https://doi.org/10.5194/tc-13-1801-2019
https://doi.org/10.1109/proc.1965.4468
https://doi.org/10.1109/proc.1965.4468
https://doi.org/10.1111/j.1365-246x.2012.05533.x
https://doi.org/10.1016/s0025-3227(99)00128-0
https://doi.org/10.1016/s0025-3227(99)00128-0
https://doi.org/10.1029/2012gl052462
https://doi.org/10.1016/j.chemgeo.2005.02.008
https://doi.org/10.1016/s0012-821x(02)00733-1
https://doi.org/10.1016/s0012-821x(02)00733-1
https://doi.org/10.1093/gji/ggy535
https://doi.org/10.1785/0220180353
https://doi.org/10.1002/lom3.10024
https://doi.org/10.1130/0091-7613(1994)022<0255:mgpoyt>2.3.co;2
https://doi.org/10.1130/0091-7613(1994)022<0255:mgpoyt>2.3.co;2
https://doi.org/10.1038/s41467-017-02550-9
https://doi.org/10.1038/s41467-017-02550-9
https://doi.org/10.1029/97rg02287
https://doi.org/10.1029/2019gc008515
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


APPENDIX A CROSS-CORRELATION

For two N-element equal-interval (1 h) time series SDE(t) =
{SDE(tn)} and Tide(t) = {Tide(tn)}) with the lag value k such
as -max_lag <= k <=max_lag, lagged cross-correlation coefficient
(Pearson product-moment coefficient of linear correlation) is
given by (Crockett, 2019):

Rxy(k) �
cov(SDEk′, Tidek)
σ(SDEk′), σ(Tidek)

where the covariance and standard deviations (σ) apply to the
segments SDEk’ and Tidek that overlap at lag k and -1 <= Rxy(k)
<= 1. Covariance (joint variance) between two N-element

discrete variables SDE(n) = {SDEn} and Tide(n) = {Tiden},
where n = 0, 1, . . ., N-1 is defined as:

cov(SDE, Tide) �
1
N

∑
N−1

n�0

(SDEn − SDE)(Tiden| − Tide)

where SDE, Tide are arithmetic means of normalized SDEs
counts and normalized tidal height values, respectively. Lastly,
the standard deviation of discrete variable SDE(n) is defined as
(definition for Tide is analogous):

σ(SDE) �

�����������������
1
N

∑
N

i�1

(SDEi − SDE)2
√√
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S U M M A R Y 

Automatic detection of seismic events in ocean bottom seismometer (OBS) data is difficult 

due to ele v ated le vels of noise compared to the recordings from land. Popular deep-learning 

approaches that work well with earthquakes recorded on land perform poorly in a marine 

setting. Their adaptation to OBS data requires catalogues containing hundreds of thousands 

of labelled ev ent e xamples that currently do not exist, especially for signals different than 

earthquakes. Therefore, the usual routine involves standard amplitude-based detection methods 

and manual processing to obtain events of interest. We present here the first attempt to utilize 

a Random Forest supervised machine learning classifier on marine seismological data to 

automate catalogue screening and event recognition among different signals [i.e. earthquakes, 

short duration events (SDE) and marine noise sources]. The detection approach uses the 

shor t-ter m average/long-ter m average method, enhanced by a kur tosis-based picker for a more 

precise recognition of the onset of events. The subsequent machine learning method uses 

a pre viousl y published set of signal features (wav eform-, frequenc y- and spectrum-based), 

applied successfully in recognition of different classes of events in land seismological data. 

Our w orkflo w uses a small subset of manually selected signals for the initial training procedure 

and we then iterati vel y e v aluate and refine the model using subsequent OBS stations within one 

single deployment in the eastern Fram Strait, between Greenland and Svalbard. We find that 

the used set of features is well suited for the discrimination of different classes of events during 

the training step. During the manual verification of the automatic detection results, we find that 

the produced catalogue of earthquakes contains a large number of noise examples, but almost 

all events of interest are properly captured. By providing increasingly larger sets of noise 

examples we see an improvement in the quality of the obtained catalogues. Our final model 

reaches an average accuracy of 87 per cent in recognition between the classes, comparable to 

classification results for data from land. We find that, from the used set of features, the most 

important in separating the different classes of events are related to the kurtosis of the envelope 

of the signal in different frequencies, the frequency with the highest energy and overall signal 

duration. We illustrate the implementation of the approach by using the temporal and spatial 

distribution of SDEs as a case study. We used recordings from six OBSs deployed between 

2019 and 2020 off the west-Svalbard coast to investigate the potential link of SDEs to fluid 

dynamics and discuss the robustness of the approach by analysing SDE intensity, periodicity 

and distance to seepage sites in relation to other published studies on SDEs. 

Key words: Machine learning; Arctic region; Computational seismology; Seismic noise; 

Wave propagation; Time-series analysis. 
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1  I N T RO D U C T I O N  

Detecting seismicity in ocean bottom seismometer (OBS) data has 

additional challenges when compared to the seismicity recorded 

on land. In a marine setting a wide range of signals not encoun- 

tered on land is present (e.g. ship noise, mammal calls and ocean 

current tremor). In addition, the general level of ambient noise 

is much higher. In the low frequency band (0.05–0.1 Hz), persis- 

tent signals are related to Rayleigh waves created by ocean surface 

waves interacting with both shallow and deep ocean floor (pri- 

mary and secondary micro seismic peak, e.g. Sutton et al. 1965 ; 

Barstow et al. 1989 ; Hilmo & Wilcock 2020 ). In the higher fre- 

quency band (above 1 Hz), noise can be generated by underwater 

currents (e.g. St ̈ahler et al. 2018 ; Ramakrushana Reddy et al. 2020 ; 

Essing et al. 2021 ), marine mammals vocalizations (e.g. McDon- 

ald et al. 1995 ; Soule & Wilcock 2013 ; Løviknes et al. 2021 ), active 

seismic exploration and marine traf fic, especiall y on shipping routes 

(Hildebrand 2009 ). Spurious signals caused by electronic malfunc- 

tion, mass centring and tilt correction for broadband sensors also 

generate unwanted signals on the seismogram (Sutton & Latham 

1964 ). 

Additionally, there is a type of signal reported from OBS data 

that often outnumber the recorded earthquakes by a large margin. 

These signals consist of a short duration, high amplitude pulses with 

no discernible seismic phases and have been referred in literature 

as short duration events (SDE). Some studies associate SDEs with 

fluid migration and sedimentary fracturing processes in shallow 

sediments (e.g. Tary et al. 2012 ; Hsu et al. 2013 ; Batsi et al. 2019 ). 

Ho wever , what exactly is at the origin of SDEs remains a matter of 

debate (Tary et al. 2012 ). An interesting observation comes from the 

re vie w of the currently available SDE studies, namely the ubiqui- 

tous use of either manual picking or classical shor t-ter m/long-ter m 

average (ST A/LT A) ratio described by Allen in 1982 (e.g. Buskirk 

et al . 1981 ; Sohn et al . 1995 ; D ́ıaz et al . 2007 ; Embriaco et al. 2014 ; 

Franek et al . 2014 ; Ugalde et al. 2019 ; Sgroi et al . 2021 ). 

The problem of microseismicity detection has been studied in 

great detail over several decades and the non-e xhaustiv e list in- 

cludes methods based on: energy-ratios (e.g. Allen 1982 ; Baer & 

Kradolfer 1987 ), autoregression modelling (e.g. Sleeman & van Eck 

1999 ), statistical parameters of the signal (e.g. Saragiotis et al. 2004 ; 

Baillard et al . 2013 ), fuzzy logic theory (e.g. Chu & Mendel 1994 ), 

shallo w neural netw orks (e.g. McCormack et al. 1993 ; Gentili, & 

Michelini 2006 ), cross correlation (e.g. Molyneux & Schmitt 1999 ; 

De Meersman et al. 2009 ) wavelet transforms (e.g. Anant & Dowla 

1997 ; Bogiatzis, & Ishii 2015 ; Mousavi et al. 2016 ) or combinations 

of methods (e.g. Gelchinsky & Shtivelman 1983 ; Diehl et al. 2009 ; 

Nippress et al. 2010 ). Many of these approaches are sensitive to 

the high noise level which is a case for a marine setting (Withers 

et al. 1998 ; Mousavi et al. 2016 ; Guan & Niu 2017 ). Other, such 

as polarity analysis (e.g. Vidale 1986 ; Jurkevics 1988 ), rely on the 

knowledge of the horizontal component geographical orientation 

which not al wa ys can be established for OBS data. Network based 

methods cannot be deployed to systematically detect SDEs since 

their signal is typically seen only locally on individual stations and 

not across a network. Impulsive nature of the SDEs makes the de- 

tection using relati vel y simple ST A/LT A possible and justified in 

the past studies, however the detector itself does not allow to sep- 

arate SDEs from other signal sources. Constructing reliable event 

catalogues that discriminate between earthquakes and SDEs from 

ST A/LT A alone is challenging and require manual verification of 

the entire data set or specific time intervals of interest (e.g. Meier 

et al. 2021 ; Jeddi et al . 2021 ; Domel et al. 2022 ). The need of reduc- 

ing the amount of manual processing makes SDEs an interesting 

case study for the classification problem now commonly addressed 

by the use of machine learning. 

Recent years led to a rapid development of the earthquake de- 

tection and phase picking methods based on deep learning (e.g. 

Mousavi et al. 2020 ; Ross et al . 2018a , b ; Zhu & Beroza 2018 ). 

Many of these methods rely on the training of the correspond- 

ing models using very large databases (thousands of examples and 

more) of manually curated earthquakes. Several such models exist 

for land recordings (e.g. M ̈unchmeyer et al. 2022a ), and in some 

scenarios they can be applied to OBS data without retraining (Chen 

et al. 2022 ). Ho wever , differences in the noise sources and levels can 

lead to a poor performance of the land-based earthquake detectors 

in marine records (we demonstrate the performance of popular ma- 

chine learning models on our data in the text S1 in the electronic 

supplement). 

When it comes to the recognition of other signals, such as SDEs, 

the detection and classification problem remains underdeveloped. 

ST A/LT A method can be fine-tuned to detect SDEs but still either 

misses signals at high detection thresholds or contains false detec- 

tions upon sensitive tuning due to the abundance of stochastically 

varying over time noise in marine settings (e.g. Tary et al. 2012 ; 

Batsi et al. 2019 ; Ugalde et al . 2019 ; Domel et al. 2022 ). The num- 

ber of false detections in the catalogues created with this approach 

can outnumber the signal of interest by orders of magnitude and 

require time-consuming quality control, which is simply not feasi- 

ble for large data sets. Pre viousl y described machine learning based 

approaches could not be used yet for SDE detection, as no large 

enough, curated SDE catalogues exist for model training. Mod- 

els specifically trained for earthquake detection consider SDEs as a 

noise and do not trigger on them (see electronic supplement). More- 

over, a careful comparison between the signals from different data 

sets would need to be made to properly define the common charac- 

teristics of SDEs that still can vary in between the publications. 

Super vised machine lear ning-driven approaches based on the 

Random Forest classifier (Breiman 2001 ) have shown over the years 

to be highly efficient in the recognition of different types of sig- 

nals, ranging from earthquakes to volcanic tremors, avalanches, 

and landslides (e.g. Hibert et al. 2017 , 2019 ; Provost et al. 2017 ; 

Chmiel et al. 2021 ; Wenner et al. 2021 ). These methods usually rely 

on curated databases of events to extract the necessary amount of 

information that would allow the separation between distinct cat- 

egories of signals. Compared to the mentioned deep learning ap- 

proaches, Random Forest can provide similar or even better results 

with dozens to hundreds of examples to train from per signal type 

(Hibert et al. 2017 , 2019; Provost et al. 2017 ). This makes it well 

suited to microseismic studies, where there is a need of recogniz- 

ing new signals with a limited set of examples to train from. It is 

also shown to work well in finding rare events of interests in very 

large data sets dominated by noise or superfluous signals (Wenner 

et al. 2021 ). To our knowledge, Random Forest has not yet been 

tested in marine seismological records. 

Here, we propose a new approach based on the Random Forest 

supervised machine learning algorithm that reduces the amount of 

data processing and manual verification needed compared to manual 

screening of ST A/LT A detections. The aim of the study is to test 

whether the method introduced in Provost et al. ( 2017 ) and Hibert 

et al. ( 2017 ), for rockfalls, landslides and volcanic earthquakes on 

land is suitable for classifying earthquakes, SDEs and noise present 

in marine seismograms. We use data from six OBSs deployed in 

2019 to study microseismicity and seafloor seepage off the west 
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coast of Svalbard (B ̈unz 2023a ). We show the initial training process 

for a new data set that relies on preparation of a small number of 

manual examples. We study the trained model performance on one 

station and subsequently progress with the data processing on other 

OBSs, extending the training data set to properly accommodate 

the variation of observed noisy signals. We discuss the observed 

variation in the method performance and provide the metrics of the 

classification accuracy where feasible. Finally, we demonstrate the 

method v alidity b y using the trained model to obtain a catalogue 

of SDEs on all OBS stations and briefly discuss their periodicity, 

intensity and potential link to the gas seepage sites in the area. 

2  DATA  

2.1 Deployment 

As part of a study on seafloor seepage dynamics off the west coast of 

Svalbard (B ̈unz 2023a ), we deployed seven long-term OBSs along 

the length of Vestnesa Ridge (Fig. 1 ) to monitor potential micro 

seismicity. We positioned most devices within an area of a known, 

active methane seepage on the ridge crest (OBS25-29), with two 

seismometers located further away: one of them at the ridge bend 

separating western and eastern part of Vestnesa ridge (OBS-24) and 

another at the south-easter n ter mination of the structure (OBS-30). 

Three of them (OBS25, 28 and 29) surrounded a seabed pockmark 

broadly investigated due to repeated methane release observations 

in the water column (e.g. Panieri et al. 2017 ; Himmler et al . 2019 ). 

Stations in the pockmark area were separated by 800–900 m (around 

the pockmark), up to 2–2.5 km (OBS-26 and OBS-27). The distance 

between OBS-24 and the closest station (OBS-26) was 14.8 km, 

and for station OBS-30, the distance from OBS-29 was 18.3 km 

(Fig. 1 ). The e xperiment be gan in early July 2019 and ended with 

the successful recovery of all instruments in August 2020 (B ̈unz 

2023b ). 

Deployment by free fall took place from H/V Helmer Hanssen 

at water depths of roughly 1200 m (Table 1 ). To establish their 

true location on the seafloor, we conducted an active source seismic 

e xperiment, acquiring sev eral seismic lines within the area. Most 

of the OBSs drifted in either NW or NE direction with an average 

horizontal drift of 223 m. 

Each OBS recorded seismicity using a short-period three-channel 

geophone with a corner frequency of 4.5 Hz. Two types of recorders 

were used: KUM ‘6d6’ for OBS-24 and OBS-25, and Geomar ‘Ge- 

olog’ for the remaining instruments. We set the sampling frequency 

to 250 Hz for OBS-24 and OBS-25. 

OBS-24 and OBS-25 recorded a full year of data until July 2020 

(Table 1 ). Ho wever , we encountered several problems with the data 

on other stations. OBS-29 stopped recording after one day of de- 

ployment. The data on OBS-26, OBS-27, OBS-28 and OBS-30 was 

sampled erroneously at 500 Hz due to an internal error, leading to 

a much quicker storage use and shorter duration of the recording. 

For OBS-26, OBS-27 and OBS-30 this led to a stop of the record 

approximately 3 months after the deployment (4–7.10.2019). We 

had equipped OBS-28 with a twice as big memory card (128 GB), 

therefore its recording lasted roughly twice as long, until middle of 

January 2020. 

2.2 Most fr equentl y observed e vent types 

Earthquakes 

Most of the seismicity in the area comes from the nearby oceanic 

ridges (Fig. 1 , inset). The earthquakes originating from there have 

most of their energy in the frequency range below 10–15 Hz and 

have a P–S phase separation of > 8 s for our station positions 

(Fig. 2 a). Their duration is relati vel y short (30–60 s on average) 

and there is often a T -wave train visible in the data. 

SDEs 

Short duration events in this data set are characterized by a sin- 

gle, strong impulse with energy from 5 Hz up to 25 Hz and more 

(Fig. 2 b). P and S phases cannot be recognized. Most of the SDE 

events last about 1–2 s. They occur in groups of several SDEs or as 

single events (Fig. 2 b). Their relative amplitude can be stronger than 

even the largest of local earthquak es. Unlik e earthquak es, they are 

visible mostly only on the vertical channel of the geophone. Only 

for the stronger ones, we see energy on horizontal components and 

even hydrophone records in some cases. 

Undesired signals 

In an underwater setting, it is difficult to list all the possible types 

of noise present. The most pre v alent one in our case, is most likely 

related to current-induced instrument shaking and is referred to as 

harmonic tremor (Fig 2 c; St ̈ahler et al. 2018 ; Ramakrushana Reddy 

et al. 2020 ; Essing et al. 2021 ). We consider this type of signal as 

a noise occurring in repeating patterns lasting up to several hours. 

Even though it is usually less prominent from the background noise 

than other signals, individual wave ‘packets’ can easily exceed the 

amplitude threshold in the ST A/LT A detector. Unlik e earthquak es 

and SDEs, tremors are not observed in hydrophone data. This type of 

noise is likely the largest factor in lowering the number of earthquake 

records (both visible and detected) on different OBSs in this study. 

In addition to this signal, different high-amplitude events can be 

included in the noise category. Some of them are related to instru- 

mentation problems, others to marine mammals, seismic acquisition 

or marine traffic and some do not have an explanation and may sim- 

ply be stochastic in nature. For the purposes of the study, we do 

not make a specific differentiation between different origins of the 

noise and do not try to make different subcategories of it. 

3  M E T H O D S  

3.1 Detection and extraction of signals for classification 

We are interested in separating local earthquakes from SDEs and 

different types of noise present in the data set. We aim to improve 

and build upon the classically used search routine based on the 

ST A/LT A detector (Allen 1982 ). We do it by using ST A/LT A as 

a tool to extract time slices from continuous data and then assign 

them to different classes of events based on their signal characteris- 

tics. To account for differences between SDEs and earthquakes, we 

used ST A/LT A detector twice and adjusted the parameters to im- 

prove its sensitivity to SDEs (shor t, abr upt signals) and earthquakes 

(long, more emergent signals). Even with finely tuned settings, the 

ST A/LT A detector will trigger on noise and other sources of signal, 

and in a typical processing w orkflo w, events of interest have to be 

manually extracted. We down sampled all data sets to 50 Hz to 

equalize the data from different stations. We used an STA window 
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Figure 1. Map of the study area and location of the instrumentation. The triangles represent true ocean bottom seismometer (OBS) positions (after relocation) 

deployed at Vestnesa Ridge. Inset: Overview map of the Fram Strait with location of Vestnesa Ridge, off the west Svalbard margin and major tectonic 

features labelled. Regional bathymetry from the IBCAO (International Bathymetric Chart of the Arctic Ocean) (Jakobsson et al. 2020 ), see Data Availability. 

VR-Vestnesa Ridge; Molloy TF-Molloy Transform Fault; KR- Knipovich Ridge. 

Table 1. Overview of all the stations in the experiment, with their calculated position at the sea bottom, respective water 

depth, duration of the recording, sampling frequency and drift (difference between the calculated and deployed location) with 

its direction. 

Station 

Longitude 

[ ◦E] Latitude [ ◦N] 

Water depth 

[m] 

Data record 

start 

[dd/mm/yyyy] 

Data record 

end 

[yyyy/mm/dd] 

Sampling 

frequency [Hz] 

Drift 

[m]/direction 

OBS-24 6.2790 79.1141 1243 07/07/2019 09/07/2020 250 202/NE 

OBS-25 6.9153 79.0073 1207 07/07/2019 09/07/2020 250 271/NW 

OBS-26 6.8532 79.0258 1230 07/07/2019 07/10/2019 500 286/NW 

OBS-27 6.7899 79.0236 1210 07/07/2019 07/10/2019 500 238/NW 

OBS-28 6.8790 79.0097 1203 07/07/2019 19/01/2020 500 226/NW 

OBS-29 6.9134 79.0150 1223 07/07/2019 08/07/2019 500 238/NW 

OBS-30 7.4681 78.8821 1135 07/07/2019 04/10/2019 500 101/SW 

length of 0.8 s with an LTA window length of 45 s for earthquakes, 

and an STA window length of 0.35 s with an LTA window length 

of 8 s for SDEs. With the ST A/LT A detection ratio set at 7, we 

ran the detector on the 1 Hz high pass filtered vertical channels 

of the geophones. Each detection was set to end at the ratio of 

1.5 (Fig. 3 b). We selected the lowest possible value of the trigger 

threshold that would not lead to continuous detections of the noise 

of the data set. In the earthquake-adjusted search, we removed all 

the detections with a duration shorter than 4 s (value determined 

empiricall y, Fig 3 a). Conversel y, for the SDE-adjusted search, we 

only kept the detections shorter than or equal to 4 s. Additionally 

in earthquake-adjusted search, to reduce the number of separate 

detections of P and S phases from the same earthquake we merged 

the detections that were less than 10 s from each other. We also 

used a kurtosis-based picker (Baillard et al. 2014 ; Hibert et al. 2014 ) 

to automatically improve the initial onset of all earthquakes found 

in this run. This method relies on the fact that while random noise 

and seismic signal have, statistically speaking, a normal amplitude 

distribution, the change between them does not. By computing a 

characteristic function based on the kurtosis (4th moment) of the 

signal provided by Baillard et al. ( 2014 ), the onset of the event can 

be found. We computed the function in several sliding windows for 

different frequency ranges and then determined the onset from the 

sum of all functions. We used the sliding windows of 1, 2, 3 and 

5 s, and computed characteristic functions in the frequency bands 

of: 1–5 Hz, 5–10 Hz, 10–20 Hz and 20–25 Hz. In our case, the 

picker was used on a window from −10 to + 1 s relative to origi- 

nal pick (window range determined by trial and error; Fig. 3 c). In 

the test we noted that the detection of many earthquakes ended too 

abruptly, hence for each detection, we also calculated a new end 

time based on a mean signal amplitude in the window from the start 

of ST A/LT A detection to 60 s after the pick. When the amplitude 

of the current sample dropped below 1.5 of this mean amplitude 

(for samples after initial detection end), we shifted the end time to 

this position (Fig. 3 d). As the final step, we merged the detections 

from earthquake-adjusted and SDE-adjusted runs and kept only one 

copy of the detection in the case of overlapping. We subsequently 

used the created catalogue to cut the windows around the signals in 

question and use them as an input to the subsequent classification. 
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Figure 2. Examples of distinct types of events present in data belonging to different classes used in the machine learning classification approach with their 

corresponding spectrograms (window length: 1 s, overlap 90 per cent, Hanning taper). All examples from the vertical channel of a geophone. (a) Local ridge 

earthquake. (b) SDEs. (c) Harmonic tremor. 

3.2 R andom f or est and seismic signal featur es 

After extraction of each example, we use the Random Forest al- 

gorithm to differentiate between events of interest and noises. The 

implementation is provided by the scikit-learn python library (Pe- 

dregosa et al. 2011 ). This approach is based on computing a large 

number (1000 in our case) of decision trees, where each decision 

tree takes a random subset of parameters used in training to con- 

duct a vote assigning an event to a class (Breiman 2001 ). Based 

on the majority of votes from all trees, the final decision of the 

outcome class of event is made. We specifically use the approach 

pre viousl y applied successfull y to classify environmental sources 

(Hibert et al. 2017 ; Provost et al. 2017 ; Chmiel et al. 2021 ; Wen- 

ner et al. 2021 ) and volcanic seismicity (Hibert et al. 2014 ; Maggi 

et al. 2017 ; Malfante et al. 2018 ; Falcin et al. 2021 ). With the excep- 

tion of the number of trees used, we retain the default parameters 

of the method provided by scikit-learn (see electronic supplement). 

We trained a model with a purpose of recognizing three classes: EQ 

(earthquakes), SDE and NOISE. 

Super vised machine lear ning algorithms such as the Random 

Forest require that each event is described by the same features. To 

do so, we transform each seismic signal in the data set into an array 

of curated features that are designed to extract information that is 

similar to what human operators use in distinguishing between dif- 

ferent classes of seismic sources. For the features used as an input 

for the training, we provided 24 waveform-based features, 17 re- 

lated to the frequency content and 17 pseudo-spectrogram features 

calculated for single channel data, plus four parameters related to 

the polarity computed from all three channels. We followed the ap- 

proach and features proposed by Provost et al. ( 2017 ) (excluding the 

network-based features included there). We worked on the signals 

filtered down to 50 Hz sampling rate (Nyquist frequency of 25 Hz) 

and we modified the frequency windows used to calculate the pa- 

rameters accordingly. Instead of calculating the features only on the 
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Figure 3. Graphical explanation of the steps taken to obtain detection time windows used later in the classification. (a) An example earthquake on which 

ST A/LT A detector triggered twice, with the first detection removed due to the length s) (b) ST A/LT A ratio for the event in (a) with the thresholds used for onsets 

and terminations of detections used in this study. (c) Time window for the kurtosis-based pick with the final improved onset pick for the remaining detection 

from (a). (d) Time window used to estimate the background amplitude of the signal and adjust the end pick when the ratio drops below certain threshold (1.5 

in this case), with the improved onset pick from step (c) and a new position of the detection end. 

channel with highest signal-to-noise ratio (SNR), we computed the 

features on three components of each OBS. This gives in total 174 

features computed on single channel data, plus four features using 

three channels simultaneously. We provide the list of features with 

corresponding formulae in Table A1 . 

3.3 Iterative model building 

We manually screened the catalogue to prepare the initial set of 

examples used in training the machine learning classification. From 

all stations, we selected 100 earthquakes representing a class EQ, 

100 SDEs representing a class SDE and 100 examples of different 
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types of noise that triggered the ST A/LT A detector that were together 

grouped into one class labelled NOISE. We used all the samples in 

the training step and assessed the performance of the model on the 

continuous data detections. We present the results of the training 

phase in the form of a confusion matrix (Fig. 4 ). We define an 

accuracy of model as a total number of correct predictions in a 

class di vided b y all predictions in said class. Throughout the text 

we also use precision as a measure of the amount of false positive 

detections in each corresponding class. We compute it as a ratio 

between correct detections in the class versus the sum of correct 

(true positive) and incorrect (false positive) detections. In an ideal 

model scenario, all training samples should end up on the diagonal 

of the matrix. 

Initial training set—model A 

The initial classification test performed well with only one example 

in the entire test data set being mislabelled. This shows that the dif- 

ferences between types of signals are potentially easily recognizable 

with this approach (Fig. 4 , Model A). Encouraged by the results, we 

decided to check the model performance on a full data set from one 

of the stations. Based on the results, we intended to either directly 

transfer the model to analyse the subsequent stations or iterati vel y 

increase the training data set with incorrectly labelled examples, 

retrain the model and then verify how well the model transfers 

between different OBSs. We followed the numbering order of the 

stations, starting with OBS-24 and concluding with OBS-30. 

OBS-24—model B 

We used the Re vie wed Bulletin of the International Seismological 

Centre (ISC; www.isc.ac.uk) to list all earthquakes recorded at the 

closest land stations on Svalbard and Greenland. This catalogue 

subsequently served as a reference to which we compared the re- 

sults obtained from our detector. We downloaded all records of 

earthquakes located between 70 ◦N and 90 ◦N in latitude and 25 ◦W 

to 40 ◦E in longitude that occurred during the duration of the surv e y. 

Not all events seen on land were recorded by the OBS and vice 

versa. We manually verified 206 earthquakes on OBS-24 from the 

393 reported in the re vie wed version of the ISC catalogue. Out of 

these 206 earthquakes, our method detected 191 and labelled 181 

as an earthquake. All the remaining visible events had a low SNR, 

and it would be impossible to correctly pick P and S phases for lo- 

cation purposes. We manually screened 5 months of data to see how 

many additional detections were properly labelled as earthquakes. 

We found that 117 new earthquakes have been detected (bringing 

the total amount of earthquakes to 298), but also 406 detections 

labelled as an ear thquake tur ned out to be incorrect (Table 2 ). Due 

to the very large number of detections for SDE (16 442) and NOISE 

(2677) classes, we were not able to check all of them indi viduall y, 

but we observed that while there are some events classified as SDE 

that we consider noise and vice versa, there were no immediately 

visible earthquakes that were attributed to these classes. To improve 

the model performance, we added the cleanest examples of the dif- 

ferent classes of events into the training set (137 EQ, 41 SDE and 

109 NOISE), and obtained an updated model, which had a slightly 

lower accuracy during training (99 per cent for EQ class, 99 per cent 

for SDE class, 98 per cent for NOISE class; Fig. 4 , Model B). After 

this procedure, we ran the detector again on OBS-24 and ended up 

with 324 correctly identified earthquakes and only 18 false posi- 

ti ves (caused b y noise) during the entire duration of the experiment 

(precision of 94.7 per cent; Table 2 ). 

OBS-25—model C 

After using this ne wl y trained model (Model B) on a next station, 

OBS-25, we observed that new distinct types of noisy signal led 

to much a lower accuracy of the approach. While in the subset of 

earthquakes seen simultaneously at OBS-24, w e ha ve found no in- 

correctly labelled earthquakes (102 earthquakes seen in total for 

OBS-25), a large number of false picks of noise (220) led to an 

overall precision of 31.7 per cent for this data set (Table 2 ). In an 

effort to train the model to correctly identify wrongly classified ex- 

amples, we added all correct and wrong examples from the EQ and 

NOISE classes to the appropriate groups in the training data set, 

with additional examples of SDEs included as well (Fig. 4 , Model 

C). We found remarkably similar, high performance in recognition 

of all training events compared to previous models, with all SDEs 

from this data set reco gnized properl y. After testing the new model 

on continuous data from OBS-25, we again found that providing ad- 

ditional e vents, specificall y ne w examples of noise from OBS-25, 

leads to drastically improved results compared to the first attempt 

on this station. This iteration resulted in 98 correctly labelled earth- 

quakes (4 seen pre viousl y have been wrongly classified) and 14 

incorrect detections labelled as earthquakes (EQ class precision of 

87.5 per cent; Table 2 ). We retained almost all correctly labelled 

earthquakes while removing 206 false positive earthquake detec- 

tions. 

OBS-26—model D 

Due to the overall shorter duration of the OBS-26 data set (roughly 

3 months in total), we decided to manually verify all detections 

and labels after the classification with the current version of the 

model (Fig. 4 , Model C). We found that 452 earthquakes had a 

correct label, but 2253 noise-type signals were also present in the 

EQ category (precision equal to 16.7 per cent; Table 2 ). On the 

other hand, we confirmed our observations of correct recognition 

between SDEs and noise. Out of 97 SDE detections, 7 of them were 

incorrectly labelled earthquakes, with 4 additional events difficult 

to assign manually (precision equal to 89.8 per cent). We found 452 

correctly marked noise events, with 9 examples of SDEs and only 

two earthquakes in the NOISE class (precision of 97.6 per cent). 

Since, we checked all detections on this data set manually, w e w ere 

also able to compute how many true detections for the class we 

actually missed (recall). We use the definition of recall that it is 

a ratio between the true positive detections divided by the sum of 

true positive and false ne gativ e detections. The recall value for each 

class on OBS-26 is as following: EQ—98.0 per cent, SDE—90.9 per 

cent and NOISE—16.7 per cent). This confirmed our observations 

from previous inspections that almost all earthquakes and SDEs 

are being labelled correctly and the only outstanding problem is a 

large number of noisy events that are labelled as earthquakes or 

SDEs. As with previous stations, we took the v erified e xamples and 

added them to the training data set, providing another iteration of 

the model (Fig. 4 , Model D). 
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Figure 4. Confusion matrices sho wing ho w well the classification algorithm reco gnized e vents used in the training after subsequent additions of new waveforms 

to the training data set. Accuracy given below is the number of correct predictions in each class divided by the total number of predictions assigned to this class. 

Table 2. Performance of the trained models on the continuous data—classifier precision for all events assigned to EQ 

class. 

Model/station 

Correct detections—EQ 

class 

Incorrect 

detections—EQ class 

Precision [true positives/ 

(true positives + false positives)] 

Model A/OBS-24 298 406 42.3 per cent 

Model B/OBS-24 324 18 94.7 per cent 

Model B/OBS-25 102 220 31.7 per cent 

Model C/OBS-25 98 14 87.5 per cent 

Model C/OBS-26 452 2253 16.7 per cent 

Model D/OBS-27 264 562 31.9 per cent 

Model D/OBS-28 346 601 36.5 per cent 

Model F/OBS-30 236 94 71.5 per cent 

OBS-27 and OBS-28—model E 

Observations up until this point indicated that a relati vel y small 

number of earthquakes and SDEs is improperly classified, even if 

there is a large number of false events in EQ class. Due to the large 

amount of data and detections remaining, we only checked events 

in the EQ class from this point onward. Results for the next two 

stations are as follows: 346 correctly recognized earthquakes and 

601 incorrectly labelled signals (precision of 36.5 per cent) for OBS- 

28, and 264 earthquakes and 562 cases of noise (precision of 31.9 

per cent) for OBS-27 (Table 2 ). After this step, we again provided 

the highest quality examples as an additional input to recompute 

the machine learning model (Fig. 4 , Model E). 

OBS-30–model F 

For the last station (OBS-30), we wanted to test whether the training 

data set is robust enough to be applied on a new station without hav- 

ing any prior knowledge about the types of signals present. For this 

purpose, we removed all examples of signals from OBS-30 present 

in the initial training data set and all subsequent iterations. This 

meant the removal of 19 earthquakes from Model E. There were 

no examples of NOISE and SDE class from OBS-30 used in any 

iteration so far. This final model (Fig 4 , Model F) correctly recog- 

nized 236 earthquakes on OBS-30 while also outputting 94 false 

detections (precision of 71.5 per cent; Table 2 ). Additionally, for 

32 events we had a difficulty in manually assigning them to any of 

the classes. In the final comparison with the ISC land-based detec- 

tions, out of 132 earthquakes listed for the OBS-30 surv e y duration, 

the ST A/LT A detector triggered on 62 of them and the classifier 

subsequentl y correctl y labelled 57. We checked the remaining ISC 

earthquakes listed, and they were either not present in the data at all 

or their quality was too low for further investigation. This concluded 

the training process of the classifier. 
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Figure 5. Recall value of the Random Forest classifier for recognizing events belonging to EQ, SDE and NOISE class for 100 iterations of training and 

validating of the model, when training data set equals: (a) 10 events/class, (b) 50 events/class, (c) 100 events/class, (d) 250 events/class, (e) 500 events/class 

and (f) 750 events/class. The validation of the model is conducted on the remainder of the events from final training data set. Average recall from all iterations 

per class presented in corresponding colour on the right side. The black line shows average values for all classes per iteration and the black number on the right 

total average for all iterations. 

3.4 Performance of the model 

To e v aluate how well the Random Forest algorithm is suited to 

reco gnize dif ferent classes of the e vents, we repeated the training 

using 10, 50, 100, 250, 500 and 750 events per each class from all 

ev ent e xamples used to train final model (Model F). We established 

the performance of each attempt using each corresponding model on 

the remaining samples from the data set. For each size of training 

data set, we repeated the procedure 100 times and calculated the 

ov erall av erage recall value and the average recall value per class. 

As pre viousl y mentioned, recall informs about the percentage of 

the samples from each class labelled correctly by the model (true 

positive rate, sensitivity). 

We also investigated how well the model performs when we have 

a training data set with a large difference of event examples per class 

(i.e. as it is in our case, with strongly overfitted NOISE class). To do 

so, we performed two rounds of testing, one in which all classes are 

represented by the same number of examples and one in which the 

ratio between the samples in each class reflects the ratio of examples 

in our final model. We took randomly between 1–30 per cent of all 

samples from the final model for each class (which means between 

79 and 2337 events for each category) and trained the model while 

verifying its recall value on all remaining examples. For classes 

EQ and SDE this leads to using the same examples multiple times, 

since the final model contains 1110 and 1175 examples for these 

classes, respecti vel y. The data set for the final model contains 5640 

examples for NOISE class. For each percentage, we repeated the 

training 100 times and averaged the results. In the second scenario, 

we repeated the same training process, but we used the percentage 

of all samples belonging to their respective class. This means taking 

between 11 and 333 examples for the EQ class, between 12 and 352 

examples for the SDE class and between 56 and 1692 examples for 

the NOISE class. This way, the ratio between the samples in each 

class remained constant and equal to the ratio in the final model. 

3.5 Importance of features 

With all the signal features provided, it is important to determine 

which of the selected features were most important during the clas- 

sification of events. The Random Forest approach allows to cal- 

culate the importance of each feature, obtained by comparing the 

performance and the error of the model with given features ran- 

domly permuted for all the examples versus the classification result 

without the permutation (Breiman 2001 ). Arbitrary swapping of 

values of the selected feature allows to estimate how critical this 

parameter was in achieving the final result. We used the built-in 

feature importances function within the scikit-learn library for this 

purpose (Pedregosa et al. 2011 ). 

4  R E S U LT S / B U I L D I N G  A  R E L I A B L E  

C L A S S I F I C AT I O N  M O D E L  

4.1 Testing of the final model (model F) 

The results of repeated training using increasingly larger number 

of events show that even with only 10 events per class the average 

recall reaches 68 per cent (Fig. 5 a). Gradually increasing a number 

of examples leads to less varying results per iteration and overall 
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Figure 6. Recall value of the Random Forest classifier in reco gnizing dif ferent classes with the increase in the number of samples included in the training data 

set depending on whether the training data sets for each class are equal (i.e. balanced model, a) or some classes are overfitted (as NOISE in the final model, 

i.e. unbalanced model, b). Training was done on a given percentage of balanced or unbalanced data set and verified on the remainder of all samples. For each 

percentage, the model was trained 100 times and recall values w ere a veraged. Shaded areas denote standard deviation obtained from 100 iterations of training 

and validation. 

higher recall value in each of the classes (Figs 5 b–f). The SDE 

class seems to be the least dependent on the number of samples 

needed for training, reaching a recall value of 86 per cent already 

with 100 examples (Fig. 5 c), and increasing only by 2–88 per cent 

recall value when 750 examples were used (Fig. 5 f). On the other 

hand, the NOISE class requires more examples overall in training to 

reach a similar performance (86 per cent recall value at 750 events 

used for training) (Fig. 5 f). The results for the EQ class indicate that 

with 100 events the recall value is already at 81 per cent (Fig. 5 c), 

there is no larger increase in the performance of the model and the 

overall recall value at 750 examples is high (85 per cent), but the 

lowest of all the classes (Fig. 5 f). The final average recall value for 

all classes is equal to 87 per cent at 750 examples per class used in 

training, but it is already at 85 per cent with much smaller subset of 

250 events per class (Figs 5 d and f). 

When using the same number of events per class for the train- 

ing process, the recall value in detecting earthquakes and SDEs is 

already high with 1 per cent of total examples used for each class 

(80 and 85 per cent, respecti vel y, F ig. 6 a), w hereas the NOISE class 

benefits the most on the increase in the number of samples used for 

training (accuracy of 78 per cent at 1 per cent of total data used, 90 

per cent when using 30 per cent of total training samples available, 

Fig. 6 a). The recall values of classes EQ and SDE began to decrease, 

when the model was trained with the same examples used multiple 

times. The entire training data set consists of 7925 examples (1149 

EQ, 1250 SDE and 5526 for NOISE; Model F in Fig. 4 ). When 

we use the percentage of all 7925 examples to train the model and 

compute the recall, the number of examples for EQ and SDE class 

becomes greater than the actual number of examples available for 

these classes at the value of around 15 per cent. Above that number, 

an increasing number of examples from the EQ and SDE classes is 

used more than once for the training. 

Testing the model with the ratio between classes similar to the 

one for the entire training data set we have leads to a very high 

recall value for NOISE class that remains constant regardless of 

the number of samples used ( ca . 95 per cent from 1 to 30 per cent 

of NOISE class examples used, Fig. 6 b). Due to the much lower 

numbers of examples used initially for classes EQ and SDE (only 

11 and 12 examples at 1 per cent of each class, respecti vel y), the 

initial recall value is low (25 per cent for earthquakes, 45 per cent 

for SDEs, Fig. 6 b). It increases steadil y, howe ver, reaching 62 per 

cent for EQ class and 69 per cent for SDE class when 30 per cent 

of examples from each class are used (Fig. 6 b). 

4.2 Importance of features for the final model 

The ten most important features during the training of the final 

model are presented in Fig. 7 (all the features with their corre- 

sponding importance can be found in a text file provided with the 

electronic supplement to this article). Seven out of ten features are 

from the vertical channel of the geophone. Out of them, four of the 

five most important are related to the kurtosis of the signal computed 

for different frequency ranges. The remaining one from the top five, 

on the third place, is the frequency with the maximum energy in the 

frequency spectrum. Three of the top ten features are related to the 

duration of the signal (on the seventh, eighth and tenth place), and 

all of them have equal values, since the signal in each sample is cut 

into even-length windows on all channels. The remaining features 

on the list are the root-mean-square (RMS) difference between the 

decreasing part of the signal and the straight-line approximation (on 

the sixth place) and the energy in the first quarter of frequency band 

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/g
ji/a

rtic
le

/2
3
5
/1

/5
8
9
/7

1
9
9
6
5
4
 b

y
 U

n
iv

e
rs

ity
 L

ib
ra

ry
 o

f T
ro

m
s
ø

 u
s
e
r o

n
 0

3
 J

u
ly

 2
0
2
3

art/ggad244_f6.eps


Event recognition in marine seismological data 599 

Figure 7. Top 10 most important features from the final trained model with their corresponding importance, based on the mean and the standard deviation 

of accumulation of the impurity decrease within each tree in the trained model (1000 trees used), obtained by randomly permuting values of all features and 

comparing results with the results without permutation (Pedregosa et al. 2011 ). 

from 1 Hz to the Nyquist Frequency (25 Hz in this case) on one of 

the horizontal channels (on the ninth place). 

5  D I S C U S S I O N  

5.1 Training process for the new model and its 

transferability between data sets 

The detection and classification approach presented in this study 

aimed to improve the processing of OBS data sets which, due to 

the much higher noise levels than in data recorded on land, poses 

a more difficult challenge. To properly classify different types of 

signals, we needed to ensure that the time windows extracted using 

an ST A/LT A detector correctly encapsulated and separated different 

types of signals. By testing and adjusting the parameters of the 

ST A/LT A detector separately for SDEs and earthquakes, we were 

able to capture two types of events with the same method, but at 

the expense of the overall detection number. We found that SDEs, 

due to their high SNR, are usually correctly detected and extracted 

from the continuous data, but earthquake e xtraction prov ed more 

problematic. 

Adjusting ST A/LT A parameters alone does not ensure a proper 

detection of full earthquake signals. We often observed a presence of 

two separate detections for P and S phases and in the case of weaker 

signals, the ST A/LT A detector responded only to the S phase, usually 

the strongest part of a w aveform. It w as therefore important to adjust 

the onset of each detection to properly capture the full signal if the 

detection contained an earthquake. Using the kurtosis-based picker 

designed to recognize slowly emergent signal in a noisy data set 

(Baillard et al. 2014 ; Hibert et al. 2014 ) proved satisfactory for this 

purpose. While not al wa ys the exact onset of the P -wave arrival was 

selected, the Random Forest classifier very rarely had a difficulty 

with correctly labelling an event as an earthquake even with an only 

partially present P -wave phase (Fig. 8 ). 

The initial verification of our approach using a curated catalogue 

of events (Model A, Fig. 4 ) showed that the method is very well 

suited to the problem and features computed from the extracted win- 

dows provide enough information to discriminate between earth- 

quakes, SDEs and noisy signals. The test on the continuous data 

set from OBS-24 using publicly available ISC catalogue showed 

that 95 per cent of the detections made by the ST A/LT A detector 

were assigned correctly to the EQ category and the remaining earth- 

quakes listed in the catalogue were either not present or too weak 

to be recognized by automatic detection. We also found that SDE 

classification is working correctly, but we were not able to manually 

verify all of the detections due to the large size of the resulting 

catalogue. 

This step also made us realize that the data set containing exam- 

ples of noise is likely lacking examples of man y dif ferent spurious 

signals that we can encounter in the OBS data. These signals can be 

sometimes traced to the issues with the instrumentation itself, but 

can be related, for example to the ocean currents inducing shaking on 

the frame (e.g. St ̈ahler et al. 2018 ; Essing et al. 2021 ), marine mam- 

mals (e.g. McDonald et al. 1995 ; Soule & Wilcock 2013 ; Løviknes 

et al. 2021 ) or can include seismic operations at sea, which we also 

conducted during the first days of the surv e y. Providing the addi- 

tional examples to the model allowed us to not only find 200 more 

local earthquakes, but also regain high level of correct detections in 

EQ class (94.7 per cent, Table 2; Model B, Fig. 4 ). 

We repeatedly observed that applying the Random Forest model 

trained on one set of data to a new OBS requires retraining to 
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Figure 8. An example of the correct classification of an earthquake recorded on OBS-30 by the final model (Model F) for a slice that do not encompasses the 

ear thquake wavefor m fully. Blue outline shows the par t of the signal used in the classification, which lacks a majority of the P-phase within. 

achiev e high accurac y in the earthquake detections, but our clas- 

sifier correctl y reco gnizes between earthquakes and SDEs. On all 

subsequently trained and verified iterations of the model (Model C- 

F, Fig. 4 ), new types of noise examples were present and labelled as 

earthquake signals. We attribute these issues to the random nature 

and/or very localized origin of the noise and the differences in the 

signal characteristics between the different stations (separated by up 

to 30 km between the farthest OBS positions). Different recorders 

used in experiment also could have influenced the results. After 

making sure that the amount of improperly labelled earthquakes 

remains small, we found that even with the manual processing 

involved, checking additional few hundreds of examples leads to 

a significant speed-up of the data processing compared to the la- 

borious scanning through the tens of thousands of the ST A/LT A 

detections in the database. As for resulting SDE detections, even if 

the manual verification is still not a feasible task, our observations 

indicate that the resulting catalogue already is a notable improve- 

ment over the ST A/LT A detection studies without any subsequent 

processing steps, which was the routine approach so far (e.g. Franek 

et al. 2017 ; Batsi et al. 2019 ; Domel et al. 2022 ). 

By gradually increasing the number of examples in the training 

set for the NOISE class, we hoped to achieve a high enough level of 

completeness that would lead to a small number of incorrect detec- 

tions for the subsequent OBS stations we checked. While starting 

from station OBS-26, we found a larger number (452, Table 2 ) of 

correctly labelled earthquakes present (OBS-25 had small number 

of earthquakes compared to other data sets; 102, Table 2 ), the over- 

all accuracy of detections when reapplying a model to a new data set 

was decreasing. It is important to mention that each station can pose 

unique challenges. In the example of OBS-26 we found an order of 

magnitude higher number of incorrect detections, which is probably 

explained by the disproportionately large amount of noise on this 

station. We suspect the strength of underwater currents for this OBS 

was much larger than in any other station possibly due to its location 

with respect to the seafloor morphology. For stations OBS-27 and 

OBS-28, a third of detections in the EQ category were retained as 

correct, same as for OBS-25 when using the model without includ- 

ing additional examples for a given station after manual checking 

(Table 2 ). For the last data set (OBS-30), we found that the final 

model (Fig. 4 , Model F), with the five times more examples of noise 

than samples in the other tw o categories, sho ws a significant im- 

provement in the reduction of incorrect detections in EQ category. 

With the precision of 71.5 per cent for EQ class (Table 2 ), the ma- 

jority of distinct types of noise were properl y reco gnized b y this ap- 

proach. We intend to use the final model in future processing of dif- 

ferent OBS data sets to reduce the amount of manual labour needed. 

5.2 Final model performance and its training data set 

The results shown in confusion matrices inform us whether the 

model is well suited to reco gnize e vents using the features provided 

(Fig. 4 ), however by training the model on all examples available, 

these plots do not tell us about the robustness of the model in 

reco gnizing ne w, unknown samples (generalization). Therefore, it 

was important to conduct rigorous testing using e ven, increasingl y 

large training sets and verify the model performance on samples 

of different types of events that were not included in the training 

phase (Fig. 5 ). We see that it takes a small number of 50 examples 

per class to reach the average recall value of 79 per cent and that 

a gradual increase of training sets leads to a smaller performance 

improvement. The recall value of detecting SDEs remains highest 

among all the categories throughout the testing process, which is 

confirmed by the verification of the SDE class content for OBS- 

26. With 750 events per class used for training, the recall value 

of independent recognition of both earthquakes and noise is high 

(85 and 86 per cent, respecti vel y). In the manual verification we 

observed a higher recall in the recognition of earthquakes (with 

only two earthquakes labelled as noise and 452 correctly labelled 

examples of noise in OBS-26), but a lower recall value for the 

recognition of noise (2253 noise examples in EQ category for the 

same OBS). We attribute this discrepancy to a significant portion of 

noise being mislabelled due to the data set not fully capturing the 

broad range of types and features noise that a marine setting can 

exhibit. At this point in the model development, we opted against 

the creation of separate categories for different noise sources. 

By providing more examples for the NOISE class (that has the 

largest expected variability of sources and signal shapes), we at- 

tempted to counteract the generalization of event types in this class 

and enforce correct recognition of most of the noise sources. Train- 

ing with the increased percentage of the overall data set highlights 

that the NOISE class benefits the most with the provision of addi- 

tional samples (Fig. 6 a). The perceived drop of the recall for the 

remaining classes by 15 per cent mark is caused by reusing exam- 

ples in these classes during the testing phase. When we train the 

model keeping the relative ratio between the number of examples in 

each category the same as for the entire, final training data set, we 

see that the recall value in recognizing noise is excellent regardless 

of the percentage of samples used for training (Fig. 6 b). Therefore, 

we believe that when one category consists of a variety of signals 

with different origins, unbalancing the model to compensate for this 

diversity is a valid, but not necessarily the best approach. It would 

be beneficial to spend more time in differentiating between signals 

that obscure the events of interest in OBS data sets and potentially 

train the model using separate categories of different noise types. 
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Figure 9. Time-series of hourly SDE occurrence on OBS stations obtained using random forest classification with Model F. Note the difference in vertical 

axis for OBS-25. The difference in the duration of data sets is explained in more detail in Sections 2 and 3. 

5.3 Most important signal characteristics 

In the recognition of earthquakes, SDEs and noise, the kurtosis of 

the signal and signal duration played a key role, judging by their 

pre v alence in the top ten most important features (Fig. 7 ). This is 

expected, based on observed differences between the different signal 

w aveforms generated b y each source, as explained below. Kurtosis 

informs about the deviation of the random variable distribution from 

normal distribution (Hibert et al. 2014 ) and the curve for different 

frequency ranges will have different shapes depending on the event 

type. We have initially a low amplitude signal (P-phase), followed by 

an increase (S-phase) and slow decay for earthquakes that in our data 

set usually not exceeds one minute of duration. SDEs on the other 

hand, generally show sharp spikes with an immediate termination of 

the signal and the usual individual duration under 5 s. In the NOISE 

class, we contained an assortment of both longer and shorter events, 

some continuous, emergent signal as in ocean current tremor, but 

generally more varied than two other classes. The differences in their 

length and shape of the kurtosis proved to be significant enough for 

a high level of recognition from the remaining two classes. The 

importance of the way in which amplitude decreases towards the 

end of the signal is also reflected by the presence of feature related 

to the coda of the signal deviating from the straight line (feature 24 

in Table 2; on sixth place in Fig. 7 ). 

SDEs are high amplitude events, with most of their energy in the 

upper part of the studied spectrum (10–25 Hz, Fig. 2 ), similar to 

tremor noise present in the NOISE class. Therefore, the frequency at 

which maximum energy was found (third most important feature, 

Fig. 7 ), also proved useful in discerning these classes from the 

earthquakes, for which we expect highest amounts of energy below 
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Figure 10. Average daily rate of SDE occurrence obtained from the Random Forest classification method using the final trained model (model F) for all OBS 

stations used in this study. 

Figure 11. Positions of OBS-25, OBS-26, OBS-27 and OBS-28 at the crest of Vestnesa Ridge with relation to proven, continuous gas seepage sites. Seep 

sites discussed in the text labelled in red with the arrows. Inset shows which part of the map from Fig. 1 is presented here in a greater detail, with positions of 

OBS-24 and OBS-30 further away from seep sites. 

10 Hz. This differentiation is linked with the energy in the lower 

quarter of spectrum used (1–6.25 Hz in this case), which is also 

present on the list of the most important features (on the ninth 

position, Fig. 7 ). 

6  A P P L I C AT I O N  O F  T H E  T R A I N E D  

M O D E L  O N  S D E  T I M E  S E R I E S  

A NA LY S I S  

With the Model F established to classify between event types with 

high accuracy on all stations, w e ha ve tested the capability of the 

method to build a SDE catalogue useful for subsequent analysis, 

alongside its earthquake detecting capability. Out of a total number 

of 180 000 ST A/LT A triggers on all seven stations of the network, 

model F classified 2374 as earthquakes, almost 73 000 as SDEs and 

the remainder as noise. 

These numbers clearly underline the importance of SDEs in ma- 

rine environments where they can outnumber earthquake detections, 

in our deployment setting by a factor of 30. We present their hourly 

occurrence throughout the duration of the experiment (Fig. 9 ). The 

overall intensity v aries greatl y between the stations, with OBS-25 

having the least amount of the detections (3580—4.9 per cent of 

total SDE count), despite one of the longest duration of record- 

ings. OBS-28 recorded the greatest amount of SDEs total over 

its roughly five-month-long record—16 822 (23 per cent of total 

SDE count). The total detection numbers for remaining stations 

are: OBS-24–16 425 (22.5 per cent of total SDE count), OBS-26–

14 431 (19.8 per cent of total SDE count), OBS-27–12 674 (17.4 
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Figure 12. P eriodograms (po wer spectrum density) plots of hourly SDE occurrences at in vestigated OBS stations. Tw o dashed lines correspond to principal 

lunar semidiurnal tidal component (M2–12.42 hr) and first overtide of M2 component (M4–6.31 hr). 

per cent of total SDE count), and OBS-30–9032 (12.4 per cent of 

total SDE count). To better reflect the SDE occurrence intensity 

across the stations with different data set lengths, we computed 

their average daily rate of SDE occurrence, which is as follows: 

45 for OBS-24, 19 for OBS-25, 155 for OBS-26, 136 for OBS- 

27, 85 for OBS-28 and 100 for OBS-30 (Fig. 10 ). SDEs typi- 

cally occur in a form of seemingly irregular bursts, separated by 

periods of relative quiescence, with a varying frequency between 

stations. 

The OBS data we use for the testing of Random Forest machine 

learning approach in a marine environment was collected as part 

of a study on fracture-controlled seepage dynamics along Vestnesa 

Ridge (e.g. Singhroha et al. 2020 ; Plaza-Faverola et al . 2015 ). SDEs 

documented along continental margins globally have been linked 

to fluid migration and gas release from the seafloor via cracking of 

subseabed sediment in response to external factors (e.g. tides, e.g. 

Hsu et al. 2013 ; Bayrakci et al. 2014 ; Embriaco et al. 2014 ; Hilmo & 

Wilcock 2020 ; Domel et al. 2022 ). 

The origin of SDEs is a matter of ongoing debate and goes beyond 

the scope of the present study. Ho wever , with the classification 

approach presented in this study w e w ere able to quickly produce a 

data set of SDE detections that should be a more accurate depiction 

of SDE intensity than unfiltered ST A/LT A picker results utilized 

so far (e.g. Tary et al. 2012 ; Batsi et al. 2019 ; Domel et al. 2022 ; 

Ugalde et al . 2019 ). The resulting catalogue of SDEs includes six 

OBS stations distributed at varying distances from gas seepage pits 

and underlying structures of gas migration (Bunz et al. 2012 ; Panieri 

et al. 2017 ; Fig 11 ). 
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Preliminary analyses of SDE counts with respect to their distribu- 

tion along Vestnesa Ridge fluid migration system reveal interesting 

observations with implications for advancing knowledge on SDEs: 

(i) We observe the absolute lowest daily rate of SDEs at OBS-25, 

which is the station closest to one of the gas pits in the area ( ca . 

150 m from Seep 1 in Fig. 11 ). OBS-28 located 650 m away from 

the same seep has higher , but lo wer than other nearby stations, daily 

rate of SDE occurrence (85 per day; Fig. 10 ). 

(ii) The two stations with the highest average daily count of SDEs 

(OBS-26 and OBS-27; Fig. 10 ) are located ca . 1200 and 650 m, 

respecti vel y, from another seep site (Seep 2 in Fig. 11 ). 

(iii) Two OBSs located ca . 11 and 14 km west and east from 

the cluster of seeps (OBS-24 and OBS-30, respecti vel y; Fig. 11 ), 

recorded a sustained number of SDEs throughout the experiment 

duration. 

Overall, this data shows that SDE intensity does not necessarily 

increase with the decreasing distance to the active seepage pits. On 

one hand, these observations challenge the perception that SDEs are 

associated with gas bubble rise at the seafloor (e.g. Tary et al. 2012 ; 

Hsu et al. 2013 ; Batsi et al. 2019 ). On the other hand, an increase 

of SDEs in a closed fluid flow system (shallow gas accumulations 

without an active gas release at the seafloor) supports observations 

from piezometer data where sub-seabed excess pore pressures fluc- 

tuate in response to the sea level changes in the region (Sultan 

et al. 2020 ). 

A correlation between SDEs and tidal cycles is partially visible 

in periodograms of hourly counts of SDEs (Fig. 12 ). There are 

visible peaks of the SDE periodicity corresponding to semidiurnal 

tide component M2 (12.42 hr period) in the case of stations OBS-24 

and OBS-26, and potentially a small peak of the first overtide of 

this component (M4–6.21 h period) in the case of OBS-28 (Fig. 12 ). 

Since this group represents the stations both within the area with an 

active seepage (OBS-26 and OBS-28) and away from it (OBS-24), 

no conclusive links can be established between seepage, tides and 

intensity of SDEs for the results of this experiment. 

7  C O N C LU S I O N  

We applied a Random Forest classifier used pre viousl y in seismol- 

ogy on land to recognize signals in marine data from OBSs. We 

focused specifically on recognition of earthquakes and signals re- 

ferred to as short duration events from the noise. These events are 

an interesting case study due to their high incidence rate, relati vel y 

similar characteristic between events, high/signal to noise ratio and 

a pre v alence of ST A/LT A based research with only some degree of 

manual verification in literature. to recognize between earthquakes, 

short duration events and noise present in the data from OBSs. We 

used the set of features pre viousl y tested on seismological data from 

land and found it robust enough to differentiate between the distinct 

classes of events with high accuracy during the training phase. Dur- 

ing the verification on the continuous data sets, we encountered two 

major challenges. First, the resulting earthquake catalogues con- 

tained a large number of non-earthquake events. This is due to the 

high percentage of noise present. We attempted to mitigate this 

by including a progressively larger number of noise examples dur- 

ing the training phase for the noise class. This led to an eventual 

improvement with the percentage of correct earthquake detections 

rising, but not reaching the high recall values suggested by the initial 

testing of the recognition between the classes. The second challenge 

lies in the categorization of noise in a marine realm. Combining dif- 

ferent types of signals into a single NOISE category hampers the 

possibility of applying the same training model to data sets from 

different instruments. This can be potentially solved by creating 

separate categories for noisy signals of different origin (e.g. bottom 

currents, ship noise, instrument vibrations and mammal signals). 

Ov erall, we achiev ed a mean accurac y of 87 per cent for event 

classification (final model; after training using examples from six 

OBS stations). The final results show that the signal characteristics 

that play the most important role in training the algorithm match the 

features we use in visual differentiation of events. Using the final 

iteration of the model we were able to compile a catalogue of 73 000 

SDEs, close to two orders of magnitude larger than the amount of 

SDE examples used for training. With this new catalogue, we stud- 

ied the variability of SDE between the stations during the duration 

of experiment. The data set we obtained shows an apparent relation 

between the daily SDE rate and the distance of active seep pits. We 

also observe some of the same periodic patter ns repor ted from other 

studies about SDEs. This reinforces the approach presented as an 

efficient and potentially more precise method of SDE event detec- 

tion and recognition in the absence of large enough SDE databases 

to train deep-learning models. 

Additionally, this supervised machine learning method can po- 

tentially be used to discern other sources of signal in the marine 

seismological data, such as mammal v ocalizations, v olcanic tremors 

or ship noises. This requires further investigation and compilation 

of a larger database of different types of events to achieve a better 

generalization of the approach. 
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the region provided by the International Bathymetric Chart of the 

Arctic Ocean (IBCAO) (Jakobsson et al. 2020 ). Supplemental ma- 

terial for this article includes a text describing the performance of 

popular machine learning approaches in discussed data set with fig- 

ures showing examples of their performance. Additional text file 

contains information about the final model, with the order of im- 

portance of the signal characteristics after training. 
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S U P P O RT I N G  I N F O R M AT I O N  

Supplementary data are available at GJI online. 

FigureS1 . Example 1 of the earthquake detection on data recorded 

in a marine setting. The upper plot shows a waveform from the 

vertical channel of a seismometer used for the detection (all meth- 

ods use three-component data). Below presented are characteristic 

functions computed by each approach (Detection, P and S phase 

probability for EQTransformer; P and S phase probability for the 

remaining two). 

FigureS2 . Example 2 of the earthquake detection on data recorded 

in a marine setting. The upper plot shows a waveform from the 

vertical channel of a seismometer used for the detection (all meth- 

ods use three-component data). Below presented are characteristic 

functions computed by each approach (Detection, P and S phase 

probability for EQTransformer; P and S phase probability for the 

remaining two). 

Figure S3. Example 3 of the earthquake detection on data recorded 

in a marine setting. The upper plot shows a waveform from the 

vertical channel of a seismometer used for the detection (all meth- 

ods use three-component data). Below presented are characteristic 

functions computed by each approach (Detection, P and S phase 

probability for EQTransformer; P and S phase probability for the 

remaining two). 

Figure S4. Example 4 of the earthquake detection on data recorded 

in a marine setting. The upper plot shows a waveform from the 
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vertical channel of a seismometer used for the detection (all meth- 

ods use three-component data). Below presented are characteristic 

functions computed by each approach (Detection, P and S phase 

probability for EQTransformer; P and S phase probability for the 

remaining two). 

Figure S5. Example 5 of the earthquake detection on data recorded 

in a marine setting. The upper plot shows a waveform from the 

vertical channel of a seismometer used for the detection (all meth- 

ods use three-component data). Below presented are characteristic 

functions computed by each approach (Detection, P and S phase 

probability for EQTransformer; P and S phase probability for the 

remaining two). 

Figure S6. Example 5 of the earthquake detection on data recorded 

in a marine setting. The upper plot shows a waveform from the 

vertical channel of a seismometer used for the detection (all meth- 

ods use three-component data). Below presented are characteristic 

functions computed by each approach (Detection, P and S phase 

probability for EQTransformer; P and S phase probability for the 

remaining two). 

Figure S7. Example 1 of the SDE detection on data recorded in a 

marine setting. The upper plot shows a waveform from the vertical 

channel of a seismometer used for the detection (all methods use 

three-component data). Below presented are characteristic functions 

computed by each approach (Detection, P and S phase probability 

for EQTransformer; P and S phase probability for the remaining 

two). 

Figure S8. Example 2 of the SDE detection on data recorded in a 

marine setting. The upper plot shows a waveform from the vertical 

channel of a seismometer used for the detection (all methods use 

three-component data). Below presented are characteristic functions 

computed by each approach (Detection, P and S phase probability 

for EQTransformer; P and S phase probability for the remaining 

two). 

Figure S9. Example 3 of the SDE detection on data recorded in a 

marine setting. The upper plot shows a waveform from the vertical 

channel of a seismometer used for the detection (all methods use 

three-component data). Below presented are characteristic functions 

computed by each approach (Detection, P and S phase probability 

for EQTransformer; P and S phase probability for the remaining 

two). 

Figure S10. Example 4 of the SDE detection on data recorded in a 

marine setting. The upper plot shows a waveform from the vertical 

channel of a seismometer used for the detection (all methods use 

three-component data). Below presented are characteristic functions 

computed by each approach (Detection, P and S phase probability 

for EQTransformer; P and S phase probability for the remaining 

two). 

Figure S11. Example 5 of the SDE detection on data recorded in a 

marine setting. The upper plot shows a waveform from the vertical 

channel of a seismometer used for the detection (all methods use 

three-component data). Below presented are characteristic functions 

computed by each approach (Detection, P and S phase probability 

for EQTransformer; P and S phase probability for the remaining 

two). 

Figure S12. Example 6 of the SDE detection on data recorded in a 

marine setting. The upper plot shows a waveform from the vertical 

channel of a seismometer used for the detection (all methods use 

three-component data). Below presented are characteristic functions 

computed by each approach (Detection, P and S phase probability 

for EQTransformer; P and S phase probability for the remaining 

two). 
Figure S13. Example 1 of the detections recorded in noise examples 

for data from a marine setting. The upper plot shows a waveform 

from the vertical channel of a seismometer used for the detection 

(all methods use three-component data). Below presented are char- 

acteristic functions computed by each approach (Detection, P and 

S phase probability for EQTransformer; P and S phase probability 

for the remaining two). 

Figure S14. Example 2 of the detections recorded in noise examples 

for data from a marine setting. The upper plot shows a waveform 

from the vertical channel of a seismometer used for the detection 

(all methods use three-component data). Below presented are char- 

acteristic functions computed by each approach (Detection, P and 

S phase probability for EQTransformer; P and S phase probability 

for the remaining two). 

Figure S15. Example 3 of the detections recorded in noise examples 

for data from a marine setting. The upper plot shows a waveform 

from the vertical channel of a seismometer used for the detection 

(all methods use three-component data). Below presented are char- 

acteristic functions computed by each approach (Detection, P and 

S phase probability for EQTransformer; P and S phase probability 

for the remaining two). 

Figure S16. Example 4 of the detections recorded in noise examples 

for data from a marine setting. The upper plot shows a waveform 

from the vertical channel of a seismometer used for the detection 

(all methods use three-component data). Below presented are char- 

acteristic functions computed by each approach (Detection, P and 

S phase probability for EQTransformer; P and S phase probability 

for the remaining two). 

Figure S17. Example 5 of the detections recorded in noise examples 

for data from a marine setting. The upper plot shows a waveform 

from the vertical channel of a seismometer used for the detection 

(all methods use three-component data). Below presented are char- 

acteristic functions computed by each approach (Detection, P and 

S phase probability for EQTransformer; P and S phase probability 

for the remaining two). 
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Table A1. Signal features calculated from the examples used to train machine learning classifier [features calculation following Provost et al. ( 2017 ) and 

Hibert et al. ( 2017 )]. Numbers-channel pairs represent order of the features in the array used for classification. DFT stands for discrete fourier transform. 

Number-seismometer channel Description Formula 

Waveform-based features 

1-Z, 63-Y, 121-X Duration of the signal t j –t i , where t i and t j : start and end of the signal 

2-Z, 64-Y, 122-X Ratio of the max and the mean of the normalized envelope max[e( t )]/mean[e( t )] 

3-Z, 65-Y, 123-X Ratio of the max and the mean of the normalized envelope max[e( t )]/median[e( t )] 

4-Z, 66-Y, 124-X Ascending time/decreasing time of the envelope 
t max −t i 
t j −t max 

, t max : time of the largest amplitude 

5-Z, 67-Y, 125-X Kurtosis (peakness) of the raw signal 
m 4 
σ 4 , m 4 : fourth moment, σ : standard deviation 

6-Z, 68-Y, 126-X Kurtosis of the signal envelope see 5 

7-Z, 69-Y, 127-X Skewness of the raw signal 
m 3 
σ 3 , m 3 : third moment 

8-Z, 70-Y, 128-X Skewness of the signal envelope see 7 

9-Z, 71-Y, 129-X Number of peaks in the autocorrelation function of the raw 

signal 

- 

10-Z, 72-Y, 130-X Energy in the first 1/3 of the autocorrelation function 

T 
3 
∫ 
0 

C( τ )dτ , T : signal duration, C : autocorrelation function 

11-Z, 73-Y, 131-X Energy in the remaining part of the autocorrelation function See 10 

12-Z, 74-Y, 132-X Ratio of the 10 and 11 - 

13–17-Z, 75–79-Y, 133–137-X Energy of the signal in: 1–5 Hz, 5–10 Hz, 10–15 Hz, 15–20 

Hz, 10-Nyquist frequency 

ES i = log 10 

T 
∫ 
0 

y f ( t)dt , y f : filtered signal in the frequency range 

18–22-Z, 80–84-Y, 138–142-X Kurtosis of the signal in: 1–5 Hz, 5–10 Hz, 10–15 Hz, 

15–20 Hz, 10-Nyquist frequency 

see 5 

23-Z, 85-Y, 143-X RMS between the coda of the signal and the straight line 

l ( t ) = Y max—
Y max 

t f −t max 
t

√ 

Y ( t) − l ( t) 
2 
, Y : envelope of the signal 

24-Z, 86-Y, 144-X Ratio between maximum of the envelope of the signal and 

signal duration 

- 

Frequency-related features 

25-Z, 87-Y, 145-X Mean of the DFT DFT: discrete Fourier transform 

26-Z, 88-Y, 146-X Maximum of the DFT - 

27-Z, 89-Y, 147-X Frequency at the maximum of DFT - 

28-Z, 90-Y, 148-X Frequency of the spectral centroid f ( γ 1 ), see 39 

29-Z, 91-Y, 149-X Central frequency of the 1st quartile - 

30-Z, 92-Y, 150-X Central frequency of the 3rd quartile - 

31-Z, 93-Y, 151-X Median of the normalized DFT - 

32-Z, 94-Y, 152-X Variance of the normalized DFT - 

33-Z, 95-Y, 153-X Number of peaks ( > 0.75 DFT MAX ) DFT MAX : maximum of the DFT 

34-Z, 96-Y, 154-X Mean peaks value from 33 - 

35–38-Z, 97–100-Y, 

155–158-X 

Energy in 0–0.25 ∗Nyq., 0.25–0.5 ∗Nyq., 0.5–0.75 ∗Nyq., 

0.75–1 ∗Nyq., where Nyq. -Nyquist frequency of the signal 

f 2 
∫ 
f 1 

DFT ( f )d f , f 1 , f 2 : corresponding frequency range 

39-Z, 101-Y, 159-X Spectral centroid γ1 = 
m 2 
m 1 

, m 1 , m 2 : first and second moment 

40-Z, 102-Y, 160-X Spectral gyration radius γ2 = 

√ 
m 3 
m 2 

, m 3 : third moment 

41-Z, 103-Y, 161-X Spectral centroid width 

√ 

γ 2 
1 − γ 2 

2 

Pseudo spectrogram features (calculated with DFTs of 10-s length and an overlap of 90 per cent) 

42-Z, 104-Y, 162-X Kurtosis of the envelope of the maximum energy on the 

spectrograms 

Kurtosis [ 
max 

t = 0 , . . . , T 
( S P EC ( t, f ) ] , SPEC ( t , f ): 

spectrogram 

43-Z, 105-Y, 163-X Kurtosis of the envelope of the median energy on all 

spectrograms 

see 42 

44-Z, 106-Y, 164-X Mean ratio between the maximum and the mean 

of all DFTs 

mean 
[ 

max ( SPEC ) 
mean ( SPEC ) 

] 

45-Z, 107-Y, 165-X Mean ratio between the maximum and the median 

of all DFTs 

see 44 

46-Z, 108-Y, 166-X Number of the peaks in the curve showing the temporal 

evolution of the DFTs maximum 

- 

47-Z, 109-Y, 167-X Number of the peaks in the curve showing the temporal 

evolution of the DFTs mean 

- 

48-Z, 110-Y, 168-X Number of the peaks in the curve showing the temporal 

evolution of the DFTs median 

- 

49-Z, 111-Y, 169-X Ratio between 46 and 47 - 

50-Z, 112-Y, 170-X Ratio between 46 and 48 - 

51-Z, 113-Y, 171-X Number of peaks in the curve of the temporal evolution 

of the DFTs central frequency 

- 
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Table A1. Continued 

Number-seismometer channel Description Formula 

52-Z, 114-Y, 172-X Number of peaks in the curve of the temporal evolution 

of the DFTs maximum frequency 

- 

53-Z, 115-Y, 173-X Ratio between 51 and 52 - 

54-Z, 116-Y, 174-X Mean distance between the curves of the temporal evolution 

of the DFTs maximum frequency and mean frequency 

- 

55-Z, 117-Y, 175-X Mean distance between the curves of the temporal evolution 

of the DFTs maximum frequency and median frequency 

- 

56-Z, 118-Y,176-X Mean distance between the 1st quartile and the median of all 

DFTs as a function of time 

- 

57-Z, 119-Y, 177-X Mean distance between the 3rd quartile and the median of all 

DFTs as a function of time 

- 

58-Z, 120-Y, 178-X Mean distance between the 3rd quartile and the 1st quartile of 

all DFTs as a function of time 

- 

Polarity features (all channels used) 

59 Rectilinearity 1 −
λ11 + λ22 

2 λ33 
, λ33 >> λ22 >> λ11 

60 Azimuth arctan( λ23 / λ13 ) × 180/ π

61 Dip arctan( λ33 / 

√ 

λ2 
23 + λ2 

13 ) × 180/ π

62 Planarity 1 −
2 λ11 

λ33 + λ22 

C © The Author(s) 2023. Published by Oxford University Press on behalf of The Royal Astronomical Society. This is an Open Access 

article distributed under the terms of the Creative Commons Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/ ), which 

permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited. 
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Key Points: 14 

• Earthquakes located predominantly S-SW from the Molloy Transform Fault outline, as 15 

evidenced by faulted shallow sediments in seismic data 16 

• Seismicity and seismic line at the corner between the Molloy Transform Fault and the 17 

Knipovich Ridge suggest buried spreading center 18 

• Two earthquakes at the Vestnesa Ridge seepage system may indicate reactivation of crustal 19 

faults, but no link with present ridge spreading  20 
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Abstract 21 

In the Fram Strait, mid-ocean ridge spreading is represented by the ultra-slow system of the Molloy 22 

Ridge, the Molloy Transform Fault and the Knipovich Ridge. Sediments on oceanic and 23 

continental crust are gas charged and there are several locations with documented seafloor seepage. 24 

Sedimentary faulting shows recent stress release in the sub-surface, but the drivers of stress change 25 

and its influence on fluid flow are not entirely understood. We present here the results of an 11-26 

month-long ocean bottom seismometer survey conducted over the highly faulted sediment drift 27 

northwards from the Knipovich Ridge to monitor seismicity and infer the regional state of stress. 28 

We obtain a detailed earthquake catalog that improves the spatial resolution of mid-ocean ridge 29 

seismicity compared to published data. Seismicity at the Molloy Transform Fault is occurring 30 

southwards from the bathymetric imprint of the fault, as supported by seismic profiles. 31 

Earthquakes in the northern termination of the Knipovich Ridge extend eastwards from the ridge 32 

valley, which together with syn-rift faulting identified in seismic reflection data, suggests that a 33 

portion of the currently active spreading center is buried under sediments away from the 34 

bathymetric expression of the rift valley. This hints at the direct link between crustal rifting 35 

processes and faulting in shallow sediments. Two earthquakes occur close to the seepage system 36 

of the Vestnesa Ridge further north from the network. We suggest that deeper rift structures, 37 

reactivated by gravity and/or post-glacial subsidence, may lead to accommodation of stress 38 

through shallow extensional faults, therefore impacting seepage dynamics. 39 

Plain Language Summary 40 

In the Fram Strait, between Greenland and Svalbard, the ocean floor is slowly spreading due to the 41 

plate motion and this process generates most of the seismicity in the region and is also responsible 42 

for sediment faulting. In this area, sediments are known to contain gas accumulations and gas is 43 

being released into the ocean. It is still not well understood whether sediment deformation and gas 44 

release are controlled by the plate motion and crustal changes following deglaciation of the 45 

continents. To capture weak seismicity, it is necessary to have seismometers deployed locally on 46 

the ocean floor. This study uses the data from a network of ocean bottom seismometers, which 47 

were placed at the seafloor and recorded seismicity for 11 months. Local seismicity and high-48 

resolution seismic data showed regions of present-day tectonic deformation and help to better 49 

identify major active faults in the rift valley. At the Molloy Transform Fault, earthquakes occur 50 
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further south than expected, and seismic lines show shallow sediment faulting. Our results suggest 51 

that thick sediment deposits adjacent to the mid-ocean ridges may reactivate deep rift structures 52 

and accommodate stress through extensional faults that leaked methane over geological time. 53 

1. Introduction 54 

Sedimentary structures in ocean margin settings are controlled by the local stress field. This field 55 

is influenced by external (e.g., tectonic, glaciotectonic) and internal factors (e.g., pore fluid 56 

pressure). Constraining the forces exerted on the sedimentary column along continental margins 57 

is crucial to understand seismicity, fault development, structural deformation, and fluid transfer to 58 

the ocean (e.g., England et al., 1987; Judd & Hovland, 2007). This knowledge is important in the 59 

risk assessment of tsunami hazard and landslide generation with implications on both the 60 

submarine (e.g., fiber telecommunication cables) and coastal infrastructures (e.g., Gardner et al., 61 

2001; Carter et al., 2014). It also improves our understanding of natural hydrocarbon seepage (e.g., 62 

Etiope et al., 2015), and aids in risk assessment of potential carbon capture and storage (CCS) 63 

projects (e.g., Solomon et al., 2008). 64 

 65 

As its name implies, “passive” margins are classically considered to be inactive, with no plate 66 

tectonic influence on the present-day change in the stress field (indicated by seismological activity) 67 

away from the spreading ridge zones or transform faults (Miall, 2013). It is generally assumed that 68 

deformation within the sedimentary cover along rifted margins is related to gravitational processes 69 

such as sliding, slumping, listric faulting, mud diapirsm, focused fluid flux, and potentially salt 70 

tectonics (Allen & Allen, 2005). However, recent observations at divergent continental margins 71 

(e.g., along the N and S Atlantic Ocean), indicate that the assumption of tectonic quiescence of 72 

these regions during the post-rift phase does not match observations in seismic profiles and heat 73 

flow measurements (Paton, 2011). Some passive margins remain in structural balance over long 74 

periods of time until small changes in the overall conditions drive them into instability (Hudec & 75 

Jackson, 2004). The mechanisms driving changes in the local stress field in shallow sediments 76 

remain poorly understood. 77 

Several factors contribute to the local state of stress. Plate tectonics is one of the major forces 78 

behind the current stress regime in the lithosphere (Zoback et al., 1989). In the Arctic Ocean, plate 79 

tectonics is associated with mid-ocean ridge spreading, which is responsible for the majority of 80 



manuscript submitted to Geochemistry, Geophysics, Geosystems 

 

the seismological activity observed in the region. In the Fram Strait, between Greenland and 81 

Svalbard, the ridge system consists of the Molloy Ridge (MR) and the Knipovich Ridge (KR), 82 

connected by the Molloy Transform Fault (MTF) (e.g., Crane et al., 1991; Figure 1). The MR is 83 

connected to the Gakkel Ridge in the north and the KR to the Mohns Ridge in the south. Both the 84 

MR and KR are classified as ultra-slow spreading systems (Dick et al., 2003). Spreading rates at 85 

the MR are about 6.5 mm/y for the western side and 6.3 mm/y for the eastern part (Ehlers & Jokat, 86 

2009). The northern part of the KR spreads more asymmetrically, with rates of 7.1 mm/y and 5.9 87 

mm/y for the west and east blocks, respectively (Dumais et al., 2021). Opening of the north 88 

Atlantic initiated from the south to the north around 56 Ma (Talwani & Eldholm, 1977; Crane et 89 

al., 1988). The beginning of spreading process at the MR is estimated to start in the Early Miocene 90 

(10-20 Ma; Engen et al., 2008). For the KR, the most recent interpretation puts the opening of the 91 

northern part of the KR at ca. 20 Ma with the possibility of a ridge jump at around 18 Ma (Dumais 92 

et al., 2021).  93 



manuscript submitted to Geochemistry, Geophysics, Geosystems 

 

 94 

Figure 1. Overview map of the area investigated in this study. Red triangles represent the position 95 

of deployed ocean bottom seismometers over the investigated fault structures (yellow lines). 96 

Circles represent earthquake locations for the area provided by the International Seismological 97 

Centre (ISC) for years between 1960 and 2020. Orange lines outline most recent estimates of 98 

continent-ocean crust boundary (Dumais et al., 2021). Bathymetry provided by the International 99 

Bathymetric Chart of the Arctic Ocean (IBCAO). 100 

 101 

Glacial isostasy is another important component of the current state of stress in the Fram Strait. 102 

The entirety of Fennoscandia, the Barents Sea and Svalbard experienced an isostatic response to 103 

the glacial load up to 800 m in the last million years (Fjeldskaar & Amantov, 2018). The transition 104 

zone between the uplift and subsidence due to glacial isostasy may be responsible for high seismic 105 

activity offshore mid Norway and in SW Barents Sea (Fjeldskaar et al., 2000; Olesen et al., 2013). 106 
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The area to the east of the MR along the shelf edge was under the influence of glaciations at least 107 

for the past 3.6 Ma (Knies et al., 2009), with a local intensification of glacial-interglacial cycles 108 

occurring around 2.7 Ma (e.g., Faleide et al., 1996; Mattingsdal et al., 2014). Glacial stress 109 

modeling suggests that the area between the MR and the west-Svalbard margin shelf break is 110 

within the merged Greenland and Barents Sea forebulge zone (Vachon et al., 2022). The changes 111 

in stress field over the glacial cycles have potentially influenced fault kinematics and fluid 112 

migration processes in the entire region. 113 

 114 

Large amounts of sediments deposited within the west-Svalbard continental margin make 115 

gravitational loading a potential source of local stress field perturbations. In addition to varying 116 

extent of ice since the Late Pliocene, large amounts of hemipelagic sediments were deposited along 117 

the continental margin (e.g., Faleide et al., 1996). Strong deep-water currents drive the sediment 118 

transport and deposition in the form of contourites (Eiken & Hinz, 1993). Along the northern part 119 

of the KR valley, there is a 600 m height (seafloor depth) asymmetry between the eastern and 120 

western ridge flanks interpreted as the result of sediment loading in the eastern portion (Kvarven 121 

et al., 2014; Engen et al., 2003, 2008; Crane 2001, Faleide et al., 1996), with at least 850-950 m 122 

of sediments deposited on this flank and within the valley (Amundsen et al., 2011; Kvarven et al., 123 

2014). The thickest sequence of sediments formed the Vestnesa Ridge contourite drift to the NE 124 

from the MTF, with the estimated thickness of more than 5 km in places (Eiken & Hinz, 1993). 125 

 126 

One way of constraining the current state of stress in the region is by earthquake monitoring. The 127 

influence of the rift system on the current tectonic regime has been reported from seismological 128 

observations for decades in the area using land stations (e.g., Engen et al., 2003; Gibbons et al., 129 

2017). Sparse station coverage and large distances (>100 km) from nearest land hamper the 130 

monitoring of both ridge system and intraplate seismicity, which in turn could inform about current 131 

tectonic processes affecting contourite deposits (e.g., the Vestnesa Ridge) and the fault structures 132 

outcropping north of the KR northward termination. For this reason, there is a large uncertainty in 133 

the location of earthquakes and their hypocentral depths, leading to an imprecise seismological 134 

image of the region (Figure 1; Bondár & Storchak, 2011). Temporary deployments of ocean 135 

bottom seismometers (OBS) allow the detection of lower magnitude earthquakes in targeted 136 
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investigations along Arctic ridge boundaries (e.g., Schlindwein et al., 2015; Meier et al., 2021; 137 

Jeddi et al., 2021). 138 

 139 

In this study we document the results of a long-term (11 months) OBS survey that targeted the 140 

area of bathymetric scarps characterized by thick sedimentary deposits over oceanic and 141 

continental crust off the north-west Svalbard coast. This area is wedged between the intersection 142 

of the KR and the MTF from the south, and the Vestnesa Ridge contourite drift to the north, north-143 

east. With this study our aim was to investigate the present-day stress regime and the influence of 144 

oblique spreading on sedimentary faulting, fluid flow within the sedimentary cover and seafloor 145 

seepage. At the same time, the network placement allowed us to better constrain the spreading 146 

ridge system seismicity, particularly at the Molloy Transform Fault and the northern part of the 147 

Knipovich Ridge. 148 

2. Deep marine fluid flow systems in the Fram Strait 149 

One of the most investigated gas hydrate and seepage systems in the Arctic is that of the Vestnesa 150 

Ridge. Vestnesa Ridge is a contourite drift that continuously seeps methane through sedimentary 151 

faults and fractures at the crest of its eastern segment (e.g., Bünz et al., 2012, Plaza-Faverola et al., 152 

2015; Panieri et al., 2017). The system was predominantly created from sediments deposited by 153 

the contourite currents driven by the deep-water exchange between Arctic and Atlantic oceans that 154 

started between 17-10 Ma ago (Eiken & Hinz, 1993; Jakobsson et al., 2007; Ehlers & Jokat, 2009). 155 

The N-S oriented pattern of current sediment deposition along the west-Svalbard shelf edge was 156 

influenced by the spreading direction of the oceanic seafloor leading to the NW turn of the ridge 157 

crest (Johnson et al., 2015: Figure 1). The youngest seismic facies consist of glaciomarine 158 

contourites with a component of turbidites close to the shelf edge, reflecting the onset of 159 

Pleistocene glaciations (Eiken & Hinz, 1993; Mattingsdal et al., 2014). To the southwest, major 160 

contourite drift deposits are characterized by scarps/faults visible on bathymetry data. These scarps 161 

extend from the northern termination of the ultra-slow spreading Knipovich Ridge towards north, 162 

north-west (Figure 1). 163 

 164 

Along the NW-SE oriented portion of the Vestnesa Ridge crest, systems of pockmarks point to the 165 

past and present episodes of methane seepage (Vogt & Crane, 1994; Bunz et al., 2012). Gas 166 
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hydrates with the underlying free gas accumulations are identified from seismic reflection data 167 

along the entire length of the Vestnesa Ridge (Hustoft et al., 2009; Petersen et al., 2010; Goswami 168 

et al., 2015; Plaza-Faverola et al., 2017; Singhroha et al., 2016, 2019). Presently documented 169 

seepage is contained within the eastern part of the ridge crest, but past seepage activity on the 170 

western segment of the system is well documented in sediments, seismic data, and bathymetry 171 

(Vogt & Crane, 1994; Consolaro et al., 2015; Plaza-Faverola et al., 2015; Cooke et al., 2023). 172 

Current seepage activity from pockmarks occurs at the termination of subseafloor fluid flow fault 173 

systems (Plaza-Faverola et al., 2015). Orientation of the faults (from 3D high-resolution seismic 174 

data) is similar to the bathymetric scarps propagating northward from the Knipovich Ridge; 175 

therefore, a potential link has been suggested (Plaza-Faverola et al., 2015). The creation of the 176 

bathymetric scarps itself was postulated to be an indication of the present-day northward 177 

propagation of the spreading Knipovich Ridge (Crane et al., 2001). 178 

 179 

The presence of gas hydrate deposits and free gas accumulations has also been documented for 180 

almost the entire area with the bathymetric scarps between the Vestnesa Ridge and KR using 181 

seismic interpretation (Vanneste et al., 2005; Madrussani et al., 2010). Tidally modulated seafloor 182 

gas emissions have been inferred from pressure and temperature data about 20 km to the east-183 

southeast from the area presented in this study (Sultan et al., 2020). Active seafloor seepage 184 

observed on hydroacoustic measurements was recently documented at one of the seafloor 185 

pockmarks adjacent to sedimentary faults north of the KR (Plaza-Faverola, 2022).  186 

 187 

The process behind spatial variation in currently observed seepage is still a matter of debate. In 188 

the past (< 160 ka), seepage intensification episodes at the Vestnesa Ridge have been directly 189 

linked to the time shortly after glacial maxima, placing the highest emphasis on glacially induced 190 

stress as a factor driving fault activation and seepage activity (Schneider et al., 2018; Himmler et 191 

al. 2019). Seepage activity here has also been proposed to be associated with an extensional stress 192 

regime generated from the northward propagation of the KR (e.g., Vanneste et al., 2005; Plaza-193 

Faverola & Keiding 2019). At present day, the extensional forcing from ridge spreading, glacial 194 

isostatic adjustment and gravitational stress due to the sediment loading are all considered as a 195 

potential culprit controlling deep marine seepage activity in the region (Plaza-Faverola et al., 2015; 196 

Plaza-Faverola & Keiding, 2019; Vachon et al., 2022). 197 
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3. Data and Methods 198 

3.1 OBS network deployment and recovery 199 

The data we used for this study is part of an experiment intended to constrain the stress regime and 200 

its role on fault-controlled seepage in the west-Svalbard margin. A network of closely spaced 201 

OBSs (10 instruments separated within 10 km from its closest neighbor) was intended to record 202 

any potential earthquake associated with sedimentary faults to the north of the KR termination 203 

(Figure 1). The aim was to infer the dominant tectonic stress regime locally, based on focal 204 

mechanisms from recorded earthquakes. 205 

 206 

The instruments were dropped freely to the seafloor in August 2020 and recovered in July 2021 207 

during cruises CAGE20-5 (Bünz, 2023) and CAGE21-3 (Plaza-Faverola et al., 2022a), onboard 208 

R/V Helmer Hanssen. Each station was located approximately 10 km apart from all of its nearest 209 

neighbors. All stations except VSN02 and VSN10 were equipped with a Trillium Compact 210 

broadband seismometer (sensitive to periods of 120 s). These OBSs were provided by the German 211 

Instrument Pool for Amphibian Seismology DEPAS (Schmidt-Aursch & Haberland, 2017). 212 

Stations VSN02 and VSN10 used instrumentation from UiT – The Arctic University of Norway. 213 

These consisted in short-period geophones with 4.5 Hz corner frequency commonly used for active 214 

source high resolution experiments (e.g., Singhroha et al., 2020). Additionally, each unit had a 215 

hydrophone attached to its frame. Each OBS recorded data continuously with a sampling 216 

frequency of 100 Hz. 217 

3.2 Preprocessing 218 

3.2.1 Relocation 219 

We established the true position of each OBS on the seafloor (red triangles in Figure 1) using 220 

active seismic surveys conducted directly after the deployment. We used the direct arrival of the 221 

P wave from hundreds of seismic shots with known positions and inverted the travel-time equation 222 

for the OBS location with the smallest root-mean-square (RMS) error. For the calculations, we 223 

assumed an average P wave velocity in the water column of 1500 m/s. We estimated the average 224 

error in positioning stations to be smaller than 10 m. 225 
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3.2.2 Time correction of data 226 

We synchronized the internal clock of each OBS recording unit with the GPS signal prior to 227 

deployment and after recovery, and thus established the absolute clock drift (skew) for all stations 228 

except VSN03, VSN04, VSN06 and VSN09 (Table S1). For these stations, a synchronization of 229 

the clocks after recovery was not possible. Prior experience with the clocks of the recording units 230 

showed that the assumption of a linear drift of the clock is not always valid. We followed the cross-231 

correlation procedure described by Hannemann et al. (2014) to independently determine the time-232 

dependent clock drift for each station. We filtered the data in the frequency range of 0.1 – 1 Hz 233 

and correlated the recorded signal daily between station pairs using a window of 250 s length with 234 

50% overlap (a subset of the plots is presented in Figures S1-S2). Based on the results, we assumed 235 

that station VSN01 had a linear drift and the absolute skew value for it was known from the clock 236 

synchronization after recovery (Table S1). We therefore selected it as a reference station and 237 

applied a linear skew correction to it. We then repeated cross-correlations between VSN01 and all 238 

other stations to determine the time-dependent clock drift for other instruments (Figures S3-S11). 239 

We found that only for stations VSN04 and VSN06 (in addition to VSN01), a linear skew 240 

correction would be correct. We subsequently fitted a third-degree polynomial to all established 241 

skew curves and applied daily, linear corrections approximating the fitted curve for each station. 242 

In the final step, we verified the correct skew adjustment by a final round of pair-wise cross-243 

correlations (Figures S12-S13). We found the residual skew being lower than the expected 244 

accuracy of the manual picking of seismic phases of about 0.2 s, thus acceptable for further data 245 

analysis (Figure S14). 246 

3.3 Earthquakes recorded by the OBS network  247 

3.3.1 Detection and phase picking 248 

We conducted a search for earthquakes on each station using the short-term average/long-term 249 

average (STA/LTA) picker (Allen, 1982), and we subsequently identified actual earthquake 250 

detections using a Random Forest classifier on time windows around each potential event (Hibert 251 

et al., 2014, 2017; Provost et al., 2017). We adjusted the parameters of the STA/LTA detector to 252 

the expected local seismicity in the area in the following fashion: STA window length – 0.8 s, LTA 253 

window length – 45 s, detection start ratio – 7 and detection end ratio – 1.5. For event classification, 254 
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we used a model trained previously on events recorded by a different experiment at the Vestnesa 255 

Ridge (Domel et al., 2023). We manually verified all detections recognized as earthquakes and 256 

found 358 events with a signal-to-noise ratio high enough to manually pick seismic phases for at 257 

least one station. We subsequently picked P and S wave arrival times of events (where possible) 258 

for all stations using the SEISAN software package (Havskov & Ottemöller, 1999; Havskov et al., 259 

2020). Pick uncertainty is about 0.2 s. 260 

3.3.2 Earthquake location procedure 261 

Initial locations showed that the seismicity is present mostly outside of the seismic network, which 262 

makes the estimation of a minimum 1D velocity model difficult using common procedures such 263 

as VELEST (Kissling et al., 1995). We therefore used the following forward approach, applying 264 

the HYPOSAT location algorithm for estimating earthquake locations (Schweitzer, 2001). Instead 265 

of inverting for seismic velocities from our earthquake records, we used seismic velocity 266 

constraints from a nearby seismic refraction study (Ritzmann et al., 2004). Seismic velocities 267 

within the shallow sediments (up to 1600 m below the seafloor) were obtained from a P-wave 268 

reflection tomography available in the study area (Madrussani et al., 2010). In the initial testing, 269 

we tried different Vp/Vs ratios and chose 1.69 for the final model evaluation. We represented the 270 

shallow sediments as two layers with fixed layer boundary depths at 350 m and 1600 m below the 271 

seafloor. For the upper layer we tested Vp velocities between 1.5 – 1.9 km/s for Vp (Figure 2). 272 

Similarly, for the bottom layer we tested velocities between 1.8 – 2.1 km/s. The section of the 273 

model below 1600 m depth was derived from the refraction study (Ritzmann et al., 2004), and 274 

remained mostly fixed in the analysis. We tried different depths of the crust-mantle boundary to 275 

better match the parts of the refraction profile closest to our study area and varied slightly the P-276 

wave velocity in the upper mantle (between 7.9 – 8.1 km/s). All individual variations of velocity 277 

resulted in 18 different models tested model (Figure 2). 278 
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 279 

Figure 2. Overview of all velocity models tested for relocation in HYPOSAT software. Color lines 280 

represent the final models using to obtain earthquake locations for P and S waves, red and blue, 281 

respectively. 282 

 283 

To compare the effect of the different velocity functions on event relocation, we first located all 284 

events using a regional velocity model (BAREY; Hicks et al., 2004) with a fixed hypocenter depth 285 

of 10 km and selected a small subset of earthquakes meeting the following criteria: RMS error < 286 

0.8 s, number of used seismic phases > 20, average error ellipse size < 10 km, and maximum 287 

distance from the center of the network < 50 km. 288 

 289 

The resulting subset of 46 earthquakes was repeatedly located with all 18 different versions of our 290 

local velocity model for fixed hypocenter depths of 8,10,12,15,25, and 30 km, respectively. To 291 

obtain a location solution for each pair of model variant and fixed hypocenter depth, three iterations 292 

with HYPOSAT were performed, using the average station residual of all earthquakes as a station 293 
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correction term in the subsequent iteration. It is important to keep in mind that we cannot reliably 294 

establish depths of earthquakes located further than twice the focal depth from the station and 295 

without dense azimuthal coverage (e.g., Havskov et al., 2011), which in our case means outside 296 

the deployed network. For thin oceanic crust in spreading zones, earthquakes usually originate at 297 

depths of about 0-30 km (e.g., Schlindwein et al., 2016). The fixed earthquake depths used in 298 

relocation were selected to minimize errors in the positioning of the events but cannot be 299 

interpreted in a meaningful way. Consequently, we refrained from the discussion on the 300 

hypocentral depth of earthquakes. 301 

 302 

For each event, we selected the fixed-depth location with the lowest RMS error and lowest average 303 

error ellipse size as a final solution for the respective velocity model variant. We then computed 304 

average values of the RMS error and the error ellipse size for all events within each velocity model 305 

variant. This way, we could compare the performance of the different velocity models. We selected 306 

the model that had both lowest average RMS error and average error ellipse (red line in Figure 2). 307 

In the testing, we found that the differences between different models were ultimately very small 308 

and obtained earthquake locations very similar (max. 0.01 s for the average RMS error, less than 309 

0.2 km for the average error ellipse). The final 1D velocity model was used by HYPOSAT up to 310 

an epicentral distance of 1 degree (approx. 111 km) from each station. Events at larger distance 311 

were located using the regional velocity model BAREY (Hicks et al., 2004). 312 

 313 

We subsequently located all 358 earthquakes using the final velocity model and for each event we 314 

retained the result with the fixed depth that produced the smallest RMS error. For further analysis, 315 

we only used events that met the following criteria: RMS error < 0.4 s, minimum number of 316 

stations with seismic phases used >= 3 and average error ellipse < 10 km. The resulting dataset 317 

contained 254 earthquakes. We include the plots of residual times for P and S phase picks (the 318 

difference between computed and observed travel times of waves) in the supplement (Figures S15 319 

& S16). 320 

3.3.3 Local magnitude estimation 321 

We calculated local magnitudes based on manual picks of the maximum amplitude of the S wave 322 

train on the horizontal channels of the Wood-Anderson simulated OBS data (e.g., Kanamori & 323 
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Jennings, 1978; Hutton & Boore, 1987). We used the formula of Hutton and Boore with the default 324 

parameters (Hutton & Boore, 1987). Using the maximum curvature method (Wyss et al., 1999; 325 

Wiemer & Wyss, 2000), we estimated a magnitude of completeness Mc of 2.5 for our earthquake 326 

dataset. 327 

3.4 Other earthquake catalogs 328 

For the general overview of the regional seismicity in the past decades we used the International 329 

Seismological Centre (ISC) Reviewed Bulletin that compiles phase picks from all seismological 330 

networks in the area and provides its own hypocenter solutions (Bondár & Storchak, 2011). We 331 

plotted all events in the area from years 1980-2020 that have an RMS error < 3 s, contributed 332 

phases of at least 10 stations to the location solution, and had magnitudes >= 2.0 (Figure 1). These 333 

selection criteria resulted in 580 earthquakes. 334 

 335 

We further searched for earthquakes that occurred during our experiment and were detected both 336 

on land and by our network. For that purpose, we referred to the bulletin of the Norwegian National 337 

Seismic Network (NNSN) (Ottemöller et al., 2018). In addition to the stations on Svalbard and in 338 

Norway, it routinely incorporates the phase picks from the Danish seismological stations in 339 

Greenland. We used all locations with an RMS error <= 2 s for our analysis, resulting in a total of 340 

293 earthquakes. 341 

 342 

Out of 358 earthquakes detected and located by the OBS network, we identified 170 that were also 343 

recorded on land and included in the NNSN bulletin. For these events, we additionally obtained 344 

the phase picks of the land stations. We manually matched each individual event between the 345 

catalogs and combined the phase picks from land stations and OBS stations to relocate the events 346 

using HYPOSAT. Our goal was to determine the best constrained location for each earthquake 347 

and therefore we compared the locations results and errors from using the OBS network only, the 348 

NNSN reported locations, and finally, a relocation combining the phase picks of both networks. 349 

For the relocation with combined phase picks, we repeated the same procedure as when using only 350 

OBS observations. Locating earthquakes using phase picks from stations in vastly different 351 

geological conditions with large differences of crustal thickness to be accommodated in a 1D 352 

velocity model led to overall higher location errors. We therefore considered earthquakes as well 353 
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located when an RMS error < 1 s (compared to 0.4 s when using OBS data only). With this criterion 354 

we retained 85 of the 170 earthquakes as well located for further analysis. 355 

4. Results 356 

4.1 Regional seismicity 357 

Our OBS network detected and reliably located the regional seismicity in an area comprising the 358 

nearby oceanic ridges: the Molloy Ridge (MR), and the northernmost part of the Knipovich Ridge 359 

(KR), the Molloy Transform Fault (MTF) and the coast of Svalbard (Figure 3). Almost all 360 

seismicity is concentrated along the North American and the Eurasian plate boundaries and is 361 

related to plate motion. Events at the MR seem to occur well within the bathymetric outline of the 362 

ridge axis. Along the MTF, earthquakes are closely aligned with the fault outline in the north-363 

western part and positioned slightly to the southwest in the south-eastern part of the fault (Figure 364 

3). We notice a large number of earthquakes originating from the KR but spread out in the easterly 365 

direction. There is an obvious clustering of events at the outside corner, away from what seems to 366 

be the rift valley of the KR based on bathymetry data. This area is bounded toward the north by a 367 

fault, the prolongation of the MTF that extends past the KR rift valley toward Svalbard (Figure 3). 368 

Here, we refer to this area as the outside corner between the MTF and the KR (Figure 3). We do 369 

not observe seismicity propagating northwards from the KR and no earthquakes were detected 370 

within the deployed network. We detect two weak earthquakes of magnitudes 1.2 and 2.0, 371 

respectively, close to the crest of the Vestnesa Ridge to the north from the OBS network (Figure 372 

3). Additional three weak (M < 3) events occurred close to the shelf edge on the west coast of 373 

Svalbard and a few similarly small earthquakes are visible near to and at the mainland of the 374 

archipelago. 375 
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 376 

Figure 3. Regional map of the seismicity with all earthquakes locations obtained during ocean 377 

bottom seismometer (OBS) deployment (August 2020 – July 2021). Circles around each location 378 

represent the error ellipse for each earthquake. Earthquakes and circles in gray are locations below 379 

the accuracy criteria selected (RMS error < 0.4 s, minimum number of stations with seismic phases 380 

used >= 3 and average error ellipse < 10 km). OC marks the location of the outside corner of the 381 

Knipovich Ridge – Molloy Transform Fault intersection discussed more in the text. Rest of the 382 

labels and bathymetry the same as in Figure 1. 383 

 384 

Throughout the duration of the survey, earthquakes occurred in all the described areas without any 385 

larger temporal clusters of seismicity like earthquake swarms or prominent main shock – after 386 

shock sequences, apart from a few sporadic small clusters in the rift valleys. The magnitudes of 387 

the well-located events from Figure 3 are between 0.9 and 5.3. Among the strongest M > 4 events, 388 
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most are contained within the rift valley of the MR. Two out of four events with magnitudes M > 389 

5 originate there as well, but the other two are observed in the outside corner between the MTF 390 

and KR (Figure 3). 391 

4.2 Quality assessment of the obtained seismicity map 392 

We do not observe earthquakes occurring within the network; hence we focus on the analysis of 393 

the recorded earthquake epicenter distribution. The residual times of P and S phase picks used in 394 

earthquake location show good reliability of the results (Figures S15 & S16). The majority of the 395 

picks is distributed narrowly around zero, with a symmetric distribution indicating correct phase 396 

identification. The P phase picks are mostly contained in a range between -0.2 s and 0.2 s for all 397 

the stations (between -0.4 s and 0.4 s for S phase picks). The largest deviation from the symmetric 398 

pattern and above ranges of residuals is for stations VSN02 and VSN10, and because of the 399 

generally larger residuals, these are also the stations utilized the least in the relocation process. The 400 

elongation of our network in NW-SE direction (Figures 1 & 3) leads to a preferred orientation of 401 

the semi-major axis of the error ellipses in SW-NE direction for the earthquakes in the northern 402 

part of the KR. Therefore, it is especially important to critically assess the accuracy of earthquake 403 

locations from the MTF and the outside corner between the MTF and KR before suggesting any 404 

geological interpretation for the area. We accomplish this by comparison of OBS derived 405 

earthquake locations to well constrained ISC results since 1960, one-to-one comparisons of the 406 

earthquake locations obtained using OBS data and NNSN bulletin, and relocations of the observed 407 

events using combined phase picks from the OBS network and provided by the NNSN bulletin. 408 

4.2.1 Comparison with the ISC Reviewed Bulletin 409 

The observed seismicity in the ISC Reviewed Bulletin in the last 40 years appears to be much more 410 

spread out along the plate boundaries, especially along the MTF (Figure 1). Most of the 411 

earthquakes are located southwest of the bathymetric expression of the fault outline. Some events 412 

are also reported in the area of the fault scarps on the Vestnesa Ridge flanks within our OBS 413 

network. Seismicity in the vicinity of the MR is dispersed in the eastern direction, with many 414 

events located in the west part of the Vestnesa Ridge sedimentary drift. The presence of seismicity 415 

in the outside corner between the MTF and KR (OC in Figure 1) is clearly visible here, in the same 416 

manner as in our study (Figure 3). Events with magnitudes >= 5 are located within the bathymetric 417 
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outline of this feature. Likewise, a similar shift of the earthquake locations eastward in the northern 418 

part of the KR can be observed. Overall, we see that the seismicity pattern recorded by our OBS 419 

network is in a good agreement with the longer-term observations provided by the ISC Bulletin, 420 

but our network yields a sharper image of the seismicity with less scatter and more focused 421 

earthquake locations along the plate boundaries. 422 

4.2.2 Comparison with the regional NNSN bulletin for the duration of the OBS 423 

survey 424 

The results of the observations by the NNSN regional network during the time period of the OBS 425 

deployment do not differ drastically from the seismicity map obtained from the OBS data (Figure 426 

4). We plot the NNSN earthquake locations color-coded by the azimuthal gap of observations, 427 

which can help determine which events are observed from many different directions and for which 428 

the observations are limited mostly to seismic stations on Svalbard. We see that well-recorded 429 

events with a low azimuthal gap are located in close vicinity of the plate boundaries. Earthquakes 430 

along the MTF are more spread out compared to our OBS data, and again a large portion of them 431 

is situated to the southwest of the fault outline. As in our survey, there is seismicity present at the 432 

outside corner between the MTF and KR intersection (OC in Figure 4), however most observations 433 

by the NNSN have limited azimuthal coverage, lacking phase arrivals west of the KR, mainly from 434 

Greenland. Since some of the events there have a magnitude as high as 4.0, we suspect that the 435 

ridge prevents wave propagation toward the west. Two strong (M >= 5.0) events, which are located 436 

by our OBS network close to each other in the outside corner between the MTF and KR, have 437 

locations in the KR ridge valley and north of the corner, toward the fault scarps of the Vestnesa 438 

Ridge (outlined in yellow in Figure 4). NNSN locates two earthquakes close to the shelf edge, 439 

southeast of our OBS network. These events are visible in the OBS data, but the noise levels are 440 

too high to make accurate phase picks. In general, we can say that the despite the confined nature 441 

of our OBS network, the recorded seismicity seems to be better aligned with the dominant tectonic 442 

structures of the region than the earthquakes located in the same time period by the NNSN regional 443 

network. 444 
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 445 

Figure 4. Earthquakes recorded and located in the study area by Norwegian National Seismic 446 

Network (NNSN) using observations from permanent land stations. Color of the circle represent 447 

the azimuthal gap of seismic phase observations. All other information and data used are the same 448 

as Figures 1 & 3. 449 

4.2.3 Joint observations of seismicity with the OBS data and NNSN phase picks 450 

Merging the phase observations from the NNSN network with our marine data leads to a large 451 

rearrangement of originally NNSN-reported locations (Figure 5). We split the seismicity map into 452 

three regions, approximately separating the KR, MTF and MR to compute the average epicenter 453 
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shift and median azimuth of it (Table 1; dashed lines in Figure 5). Weak events with small 454 

azimuthal coverage experience the largest shift and become positioned closer to the plate 455 

boundaries and their newly determined locations are very close to the results from OBS data only 456 

(Figure 3). The median amount of the distance that epicenters shifted is very similar for all regions 457 

(Table 1). Across the MR, there is a noticeable trend of moving hypocenters towards NW and NE 458 

directions (circular mean of epicenter shift azimuth of 332; Table 1), however the new locations 459 

are still following the bathymetric outline of the rift valley. The seismicity along the MTF exhibits 460 

a similar shift of epicenter distance and the circular mean of epicenter shift azimuth is similar to 461 

the MR (Table 1). The overall image of seismicity does not change there between the maps, with 462 

the exception of an event reported close to the mainland being relocated to the MTF and a number 463 

of events being moved either from southwards of the fault outline northwards or vice versa. 464 

Overall, the locations obtained from combining the datasets are more closely aligned along the 465 

MTF than the positions reported in NNSN bulletin and do not greatly differ from the locations 466 

obtained from OBS data. At the outside corner between the MTF and KR and on the northern part 467 

of the KR itself the events are generally moved eastward when seismic phases from OBS data are 468 

included (circular mean of epicenter shift azimuth of 89 in Table 1). Some events exhibit a large 469 

shift southward, including one earthquake of a magnitude M > 5.0 that is now positioned much 470 

further south and not anymore on the extension of the MTF propagating southeast. Inversely, a 471 

second similarly large event that was located north of the outside corner between the MTF and KR 472 

is now placed directly on the large fault outline and its location is almost identical to the position 473 

obtained from only the OBS data (Figures 3 & 5). Inversely, it can be said that combining phase 474 

picks from OBS and NNSN catalog generally shifts the epicenters westward compared to 475 

seismicity map from only OBS data (Figure S17). Combining the phase observations from OBS 476 

and NNSN data leads to smaller azimuthal gaps for earthquakes, particularly in the KR area, but 477 

the overall RMS errors of resulting locations are higher (0.46 s versus 0.16 s, compared to the 478 

locations of these events from OBS data). Therefore, at least for the earthquakes close to the OBS 479 

network, the obtained locations using the combined datasets are likely less accurate. Ultimately, 480 

in all of the discussed catalogs the occurrence of seismicity in the outside corner between the MTF 481 

and KR is clearly visible. 482 

 483 
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Table 1. Median epicenter shift of earthquake locations and circular mean of epicenter shift 484 

azimuth between the observations of NNSN network (land data) and locations for the same events 485 

when phase picks from OBS data are included (combined observations). Earthquakes are split into 486 

three separate groups, roughly encompassing the Molloy Deep, the Molloy Transform Fault and 487 

the Knipovich Ridge (separation shown on Figure 5). 488 

Region Median epicenter shift [km] Circular mean of epicenter 

shift azimuth [º] 

Molloy Ridge 12.7 332 

Molloy Transform Fault 12.2 346 

Knipovich Ridge 13.1 89 

 489 

 490 
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Figure 5. Regional map of seismicity showing the difference between observations from 491 

Norwegian National Seismic Network (NNSN; green circles) and earthquake locations when phase 492 

picks from OBS data are included (Combined; red circles), with arrows showing the change in 493 

each individual event position. Other labels and symbols the same as in Figures 1,3 & 4). 494 

4.2.4 Rationale for an interpretable local seismicity catalog 495 

Since all of the earthquakes located by our OBS stations are outside the designed network, it is 496 

important to determine for how big of an area the obtained local seismicity catalog provides more 497 

accurate results compared to regional and global bulletins and can be interpreted with regards to 498 

the local geology. The general seismicity pattern is similar to decadal observations provided by 499 

the ISC, but with a better alignment to the plate boundaries. We focus on two important 500 

observations in the later sections. First is a presence of seismicity in the outside corner between 501 

the MTF and KR, visible as a spread-out cloud of earthquakes on ISC data (OC in Figure 1). 502 

Observations from the nearby OBS network confirm it and with the relocation combining OBS 503 

phases with NNSN land observations we verify that events with a low azimuthal coverage in the 504 

NNSN catalog, while rearranged, are still present in this corner (Figures 3, 4 & 5). In this process, 505 

we also position a M > 5.0 earthquake directly on the bathymetric outline of the MTF extension in 506 

a location almost identical to the one obtained from just OBS data (Figures 3 & 5). Secondly, there 507 

is a visible shift of earthquake locations to the southwest of the MTF outline. It is seen as more 508 

earthquakes located there in all of the catalogs discussed (Figures 3, 4 & 5). Overall, the observed 509 

pattern does not change by much when we combine land and marine observations. 510 

 511 

We put a conservative limit of 50 km from the geographic midpoint of the OBS network as an area 512 

for which we interpret the earthquake catalog (Figure 6). This value is based on the average RMS 513 

error of the calculated hypocenters and the larger amount of weak events observed compared to 514 

those reported in land NNSN catalog (Figures 3 & 4). The magnitude M > 5.0 earthquake in the 515 

outside corner between the MTF and KR within this limit has an RMS error of 1.7 s in the NNSN 516 

catalog and 0.4 s when adding OBS phases and relocating. For the same event, location from OBS 517 

data has the RMS error decreased to 0.22 s. For all of the events reported in the NNSN catalog and 518 

seen on OBS data within this radius, locations from OBS data show a decrease of the average RMS 519 

error from 1.05 s to 0.17 s. For the given radius, the NNSN catalog provides only 15 earthquake 520 
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locations compared to a total of 68 observed on OBS data during the same time period. Therefore, 521 

at least for events located at the MTF and northern portion of the KR, we believe the OBS-based 522 

hypocenter locations are more reliable and the overall image of seismicity is more detailed. The 523 

resulting catalog includes in addition two earthquakes on the Vestnesa Ridge sedimentary drift and 524 

two events on the shelf edge, none of them reported on land (Figure 6). 525 

 526 

Figure 6. A close-up map of the area in the vicinity of OBS network, with the earthquake locations 527 

computed using only OBS data. Earthquakes are differentiated by different colors into groups that 528 

are individually discussed in the text. In addition, all available earthquakes with focal mechanisms 529 

between 1980 and 2020 provided by the International Seismological Centre (ISC) are plotted. Pink 530 

lines show the locations of seismic profiles discussed in the text, with the corresponding figure 531 
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number. Yellow circles with the red outline indicate all currently documented seepage sites in the 532 

area (e.g., Smith et al., 2014; Panieri et al., 2017). Other labels the same as in Figures 1,3,4 & 5.  533 

5. Discussion 534 

5.1 Tectonic activity at the plate boundary 535 

Our observations, in agreement to land seismological bulletins, show continuous energy release 536 

(stress drop) along the transform boundary at the MTF. The obtained dataset of seismic locations 537 

shows a misalignment between the earthquake activity and the bathymetric outline of the MTF 538 

(blue events in Figure 6), that can be observed on decadal observations of ISC and 2020-2021 539 

observations from NNSN but could be interpreted as a hypocenter uncertainty due to limitations 540 

of the 1D velocity modeling. We suggest that the shift of the earthquakes in the southeastern part 541 

of the MTF is a real phenomenon and the majority of earthquake energy release is happening to 542 

the southwest of the MTF outline (at the North American Plate). This is supported by high 543 

resolution seismic data available in the area (location on the Figure 6; Figure 7) showing a highly 544 

faulted sedimentary cover with the fault outlines reaching the seafloor south of the MTF and 545 

largely undisturbed sedimentary cover north of it (Figure 7). The presence of both shallow faults 546 

in sediments and larger structures potentially reaching the crust is documented for the same side 547 

from the bathymetric outline further northwest along the MTF (Waghorn et al., 2018). 548 
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 549 

Figure 7. Seismic profile crossing the Molloy Transform Fault (location marked on the Figure 6). 550 

Areas to the west from the transform fault have highly sedimented cover with faults reaching 551 

almost to the seafloor, whereas sediments to the east are largely undisturbed. 552 

 553 

We do not observe any seismic activity in the targeted area of the bathymetric scarps (Figure 6). 554 

These scarps were previously interpreted as a sign of northwards propagation of the KR (Crane, et 555 

al., 2001), following the previous early Cenozoic structures of Spitsbergen Shear Zone (Crane et 556 

al., 1991), and this rationale was assumed in several further studies in the area (Vanneste et al., 557 

2005; Hustoft et al., 2009, Plaza-Faverola et al., 2015). This interpretation was based only on 558 

bathymetric data and so far, no deep-reaching faults with potential connection to the crust have 559 

been observed on the seismic lines in the area of bathymetric scarps (Dumke et al., 2016). Past 560 

seismic studies for this location were estimated to image only the youngest sediments up to 0.78 561 

Ma (Vanneste et al., 2005). During our OBS deployment, we have not detected signs of seismicity 562 

at these fault scarps or beneath them, with the exception of the flanks in the vicinity of the outside 563 

corner between the MTF and KR (Figure 6). With the network specifically designed to monitor 564 
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seismicity within the scarps area, we were unable to record any earthquakes within the network, 565 

thus we conclude that the faults do not accommodate seismically any large tectonic movement. In 566 

this area the estimated thickness of the sediments is about 4-5 km (Ritzmann et al., 2004). We 567 

follow the previous suggestion from the refraction study of Ritzmann et al., (2004), that the 568 

basement subsidence due to the heavy sedimentary load might be a mechanism behind the 569 

generation of gravitational faults outcropping on the seafloor. Their presence may also be the result 570 

of the gravitational forcing at the steep edges of the sediment pile (Plaza-Faverola & Keiding, 571 

2019), deposited steadily through the deep-water currents along the margin boundary since post 572 

Late Miocene (Eiken & Hinz, 1993; Hustoft et al., 2009). 573 

 574 

Within the interpretable seismicity map, we see a number of earthquakes originating eastward from 575 

the northernmost part of the KR, beyond the rift valley into the outside corner between the MTF 576 

and KR, and partially in the location of southernmost bathymetric scarps targeted by the survey 577 

(Figure 6). Generally, fracture zones outside of the ridge-transform fault intersection have been 578 

classically considered inactive, however several zones worldwide have major earthquake activity 579 

in these zones documented (Bohnenstiehl et al., 2004; Lay, 2019). The observed activity in the 580 

corner is frequent, and with at least one earthquake of M > 5, comparable in energy to the strongest 581 

earthquakes recorded in the region. It is also visible in both the ISC catalog between 1980-2020 as 582 

well as in NNSN catalog during the duration of our survey. The corner area is characterized by 583 

gently sloping seafloor toward the KR rift valley. Recent interpretation of aeromagnetic data 584 

indicates the rift jump at 18 Ma in this section of the KR eastward, with the failed rift segment 585 

identified more than 100 km to the west at the present day (Dumais et al., 2021). The valley itself 586 

in this part is estimated to be covered by up to 950 m of sediments (Amundsen et al., 2011), and 587 

currently spreading at a rate of 7.1 mm/y and 5.9 mm/y for the west and east section, respectively 588 

(Dumais et al., 2021). The total thickness of the sediments at the eastern flank of the KR ridge 589 

valley is around 850-950 m here (Kvarven et al., 2014), with the thickness at the corner likely 590 

greater due to shallower water depth (therefore larger sediment thickness measured from the crust). 591 

The sediments in the flank were previously determined to be predominantly glacial-hemipelagic 592 

deposits sourced from the western-Svalbard margin (Kvarven et al., 2014; Amundsen et al., 2011), 593 

not older than Late Pliocene – Pleistocene age (Amundsen et al., 2011). The rapid sedimentation 594 

from the eastern direction modulated by glacial and inter-glacial periods since Late Pliocene 595 



manuscript submitted to Geochemistry, Geophysics, Geosystems 

 

(Knies et al., 2009) led to greater amount of sediments deposited on the eastern flank compared to 596 

the western one at the northern portion of the KR due to sediment load (Kvarven et al., 2014; 597 

Engen et al., 2003, 2008; Crane 2001, Faleide 1996). This corresponds to water depths greater in 598 

the west part by about 600 m on average (Kvarven et al., 2014). A section of the seismic line 599 

recorded over the outside corner between the MTF and KR shows a clear indication of recent syn-600 

rift deposition (i.e., increase in the thickness of sedimentary layers towards active fault planes) 601 

over a potential crustal ridge structure (Figure 8A). We propose therefore that the outside corner 602 

between the KR and MTF represents a sediment filled continuation of the rift valley and the 603 

inactive fracture zone is located further eastward. The ridge valley is generally oriented in the 604 

north-east direction along the entire length of the KR, following documented orientation of 605 

magmatic centers’ axial high trends (Crane et al., 2001). This interpretation is supported by the 606 

available focal mechanism solutions provided by the ISC bulletin (Bondár & Storchak, 2011), 607 

showing a gradual change from the strike-slip pattern along the MTF all the way to normal faulting 608 

in the outside corner (Figure 6 & 8B). Additionally, a strong low-gravity free-air anomaly is visible 609 

in this corner (Figure 8B), which can correspond either to the spreading center as seen along the 610 

MR, MTF and along the KR to the south, but also reflect the sedimentary infill (Dumais et al., 611 

2022; gravity data from Sandwell et al., 2014). The earthquake activity ceases roughly at the newly 612 

revised continental-oceanic margin boundary (Dumais, et al., 2022; COB line in Figures 6 & 8B) 613 

and is most likely limited to the oceanic portion of the crust. 614 
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 615 

Figure 8. (a) Seismic profile located in the outside corner between the Molloy Transform Fault 616 

and the Knipovich Ridge (location in the Figure 6). Several young normal faults that show 617 
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difference in the layer thickness indicating syn-rift deposition (b) Free-air gravity anomaly map of 618 

the same area as in Figure 6 (Sandwell et al., 2014), showing negative gravity anomaly extending 619 

eastwards from the Knipovich Ridge bathymetric outline. All other features labelled in the same 620 

way as in Figure 6. 621 

5.2 Seismicity along the Vestnesa Ridge sedimentary drift 622 

During the 11-month survey we recorded only two earthquakes close to the Vestnesa Ridge 623 

sedimentary drift crest (Figures 6 and 8B). These have local magnitudes of 1.2 and 2.0, therefore 624 

we assume that the detection sensitivity was about M=1.0 for this area. High resolution seismic 625 

data across and along the ridge crest, show evidence of normal faulting through the Quaternary 626 

sedimentary cover (Figure 9). Two major sedimentary fault planes are oriented parallel or nearly 627 

parallel to the MR spreading axis (Figure 9A). In the direction perpendicular to the ridge crest, we 628 

see the top of the ridge with documented near-surface fluid flow system and the gas accumulations 629 

related to seepage, but also one of the bathymetric scarps on the south-western flank of the ridge 630 

that we interpret as a gravitational fault (Figure 9B). No spatial changes in layer thickness indicate 631 

recent faulting, markedly different from the example from the outside corner between the MTF 632 

and the KR (Figure 7). Based on the fault geometry, the age constraint of one of the reflections at 633 

2.7 Ma (Plaza-Faverola et al., 2015; Mattingsdal et al., 2014), and the opening time of the MR 634 

dated currently at 10-20 Ma (Engen et al., 2008), we consider the direct influence of present-day 635 

drift at the MR on the generation of these two normal faults unlikely (Figure 9A). It is however 636 

possible, that the orientation of these faults (parallel or near parallel to the MR spreading axis) is 637 

a result of the dominant orientation of stresses in the shallow subsurface established during the 638 

seafloor spreading (namely that underlying crustal faults may be accommodating stress generated 639 

by the sedimentary weight). It is unlikely that the present-day tectonic faulting at the MTF would 640 

influence the fault generation in both seismic profiles due to the lack of observed seismicity 641 

northwards from its bathymetric outline in the OBS data (Figure 6) and the general paucity of 642 

earthquakes reported for this part of the region (Figure 1). 643 
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 644 

Figure 9. Two high resolution seismic profiles in the area of the Vestnesa Ridge contourite drift: 645 

one parallel to the ridge crest (a), and one perpendicular, crossing the well-studied fluid flow 646 

system (b). Faults in the profile (a) are parallel or near parallel to the orientation of ultraslow 647 

spreading Molloy Ridge. In the profile (b), one of the bathymetric features investigated with OBS 648 

dataset (yellow lines in e.g., Figure 6), is interpreted as a gravitational fault. 649 
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Vestnesa Ridge lies close to the inferred continental-oceanic crust boundary. However, most recent 650 

(Dumais, 2020; COB line in Figures 6 and 8B), and previous estimations (Engen et al., 2008) 651 

locate the earthquakes at the crest of the Vestnesa at least 15 km from the boundary, reducing the 652 

probability of any potential interactions between the oceanic and continental crust as a factor in 653 

earthquake generation. 654 

 655 

In the past 3.6 Ma the shelf area to the east of the Vestnesa was under cyclic influence of 656 

propagating and retreating ice masses (Knies et al., 2009). The changes in the regional stress 657 

regime due to glacial processes in the past can be a factor influencing current tectonic processes 658 

with the potential for even large magnitude earthquakes (e.g., Thorson, 2000; Steffen et al., 2021). 659 

Recent modelling of the lithospheric response to the past glaciation cycles suggests that the glacial 660 

processes contribute to the current day stress regime and can influence existing fault structures, 661 

but the degree of the influence has to be further quantified (Vachon et al., 2022). Therefore, post 662 

glacial subsidence along the continental slope and rise may be a factor contributing to the 663 

generation of earthquakes at the Vestnesa and near the shelf break (purple events in Figures 6 & 664 

8). 665 

5.3 Implications of neotectonics for fault-controlled fluid seepage in the Fram Strait 666 

We observe that two of the earthquakes from the Vestnesa Ridge are in a vicinity of the ridge 667 

portion that is currently seeping methane from the seafloor (yellow dots in Figures 6 & 8B, e.g., 668 

Smith et al., 2014; Panieri et al., 2017). Plausible determination of the mechanism responsible for 669 

the two observed events is therefore especially important in the context of the current and past gas 670 

seepage that is reported and studied there (e.g., Hustoft et al., 2009; Bünz et al., 2012, Plaza-671 

Faverola et al., 2015; Panieri et al., 2017). There is strong evidence for modulations of gas seepage 672 

during the recent glacial and interglacial periods in the seismic data (Plaza-Faverola et al., 2015). 673 

Dating of sedimentary cores links to a correlation between the glacial cycles and increased seepage 674 

directly after the glacial maxima, therefore several authors proposed glacial tectonics as the 675 

dominant force behind the seepage activity cycles (Schneider et al., 2018, Himmler et al., 2019). 676 

These observations cannot however explain why a similar group of seafloor structures 677 

(pockmarks), further west on the crest of the ridge, connected to the recent (> 8000 years ago) 678 

seepage activity, is presently dormant (Consolaro et al., 2015; Plaza-Faverola et al., 2015; Cooke 679 
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et al., 2023). It was previously suggested that the spatial variation in seepage activity is driven 680 

predominantly by the tectonic forces from seafloor spreading at the MR and KR (Plaza-Faverola 681 

et al., 2015; Plaza-Faverola & Keiding, 2019). Our observations of seismicity at the Vestnesa 682 

Ridge (or lack of thereof) imply little or no rifting influence at present time. The orientation of 683 

normal faults visible in the profile parallel to the Vestnesa (Figure 9A) can however point to a 684 

reactivation of deeper, crustal faults established in the normal fault spreading regime under the 685 

sediment weight. The connection to the deeper structures cannot be however established using the 686 

high-resolution seismic data available for this study. Nevertheless, it is perhaps not casual that the 687 

only two earthquakes recorded near the crest of the VR by the OBS array discussed here are located 688 

proximal to the most prominent seepage activity along the sedimentary ridge (Figures 6 & 8B). 689 

Moreover, recent seepage activity documented southward (Figures 6 & 8B) is also proximal to a 690 

zone seismologically active (i.e., the MTF/KR outside corner; Figures 6 & 8B). 691 

 692 

Two observed earthquakes occurred close to the ridge crest, where the overall sediment thickness 693 

is greatest and the flanks of the crest are steepest (e.g., Eiken & Hinz, 1993). We do not observe 694 

seismic activity where sediment thickness is lower and/or their deposition is close to horizontal, in 695 

the area between the Vestnesa Ridge and MTF, but also to the north (Figure 3). Therefore, we 696 

propose that the sediment loading driven by the depositional pattern is playing an important role 697 

for the seepage distribution in the area. The stress orientation and the main fault structures in the 698 

crust for this area should under normal circumstances be established near the spreading centers in 699 

the past and remain extensional while the crust progressively is moved towards the continental 700 

margin. It is possible that the observed seismicity and reported seepage activity are related to the 701 

reactivation of deeper tectonic structures oriented parallel to the spreading MR by the gravitational 702 

weight of the sediments and the process can be selective dependent on the direction of older faults 703 

and the shape of deposited sedimentary structures (e.g., Dubois et al., 2002; Bellahsen & Daniel, 704 

2005; Brandes et al., 2011). This reactivation can be influenced by isostatic rebalancing after the 705 

glaciations (e.g., Redfield et al., 2005; Steffen et al., 2014; Vachon et al., 2022), Alternatively, it 706 

is entirely possible that the difference in the glacial stress field between now and the last glacial 707 

maximum (23 ka ago) is significant enough to reactivate faults and influence seepage activity in 708 

the region (Vachon et al., 2022). These observations support what has been inferred in previous 709 



manuscript submitted to Geochemistry, Geophysics, Geosystems 

 

studies; namely that sedimentary faults to the north of the KR termination are prone to dilation and 710 

favor fluid migration and seepage (Plaza-Faverola et al., 2015; Vachon et al., 2022).  711 

 712 

While we do not observe present day seismicity and therefore a direct link between the ridge 713 

system and the fluid flow system at the Vestnesa, the rift structures indirectly control sedimentary 714 

faulting. Since the initial opening of the Fram Strait, the systems of current circulation developed 715 

along the newly forming KR rift valley and started depositing sediments on young ocean floor 716 

(e.g., Eiken & Hinz, 1993; Engen et al., 2008; Amundsen et al; 2011). The intensification of 717 

Northern Hemisphere glaciation and the resulting influx of hemipelagic deposits, together with the 718 

differential motion of plates between the MTF caused offshore extension of sediment deposition 719 

and the westward facing progression of the Vestnesa Ridge crest (Johnson et al., 2015). This means 720 

that the plate motion between the MTF was partially responsible for the shift in sediment 721 

deposition direction from roughly north-south to the east-west visible today, therefore influencing 722 

the gravitational faulting direction along the flanks of the created sedimentary rift. This change in 723 

the faulting orientation can be followed looking at the bathymetric outline of the faults along the 724 

structure (yellow lines in Figures 6 & 8A) and the current day W-E orientation can be seen in the 725 

seismic data perpendicular to the ridge crest (Figure 9B). Therefore, even if the faulting, and by 726 

extension, the seepage currently occurring at the Vestnesa Ridge are not controlled by the present-727 

day ocean spreading, the direction of fault planes and the location of observed, sparse seismicity 728 

may be the aftermath of the sediment drift depositional history, strongly influenced by the very 729 

same plate motion. 730 

6. Conclusions 731 

We investigated the local stress regime at the oblique spreading ridge setting of the eastern Fram 732 

Strait using seismological observations. We used data from an ocean bottom seismometer (OBS) 733 

network with 10 instruments that recorded over 11 months between August 2020 and July 2021. 734 

We studied earthquakes to understand regional distribution of present-day tectonic processes and 735 

their connection to shallow fault systems, for some of which seafloor gas seepage has been 736 

previously documented. This temporary OBS survey between the northern termination of the 737 

Knipovich Ridge and the Vestnesa Ridge contourite drift led to the following observations and 738 

potential explanations for the spatial patterns of seismicity observed: 739 
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 740 

• Along the MTF, most of the seismicity is located to the south-southwest in relation to the 741 

bathymetric outline of the fault zone. This observation is supported by the long-term 742 

observations of the seismicity in the region and seismic data indicating recent faulting of 743 

sediments to the south-southwest from the MTF and undisturbed shallow sediments in the 744 

north-northeastern direction. 745 

• The outside corner between the MTF and KR, seen as an extension of the MTF eastwards 746 

from the KR ridge valley is an active tectonic area with the reported normal-faulting and 747 

frequent, large magnitude earthquakes. We propose that this region represents a sediment-748 

covered northernmost portion of the active spreading zone, indicated by the syn-rift 749 

deposition of recent sedimentary deposits and the observed frequent seismic activity in 750 

OBS data, but also in long-term studies. 751 

• We do not observe any local earthquakes within the bathymetric faults (“scarps”) to the 752 

north of the northward termination of the KR and the earthquake activity seems to be 753 

constrained to the vicinity of the KR termination. We suggest that therefore structures 754 

visible on the seafloor are likely gravitational faults created due to the sediment load and 755 

gravitational sliding, possibly influenced by the glacial subsidence modelled for the area 756 

at present. There seem to be no connection between the faults and northward propagation 757 

of the KR, suggested in the past. 758 

• The observations at the MTF and the outside corner between the MTF and KR indicate 759 

potential connection between deeper crustal faults (as evidenced by earthquakes) and 760 

shallow sediments (as indicated by near-surface fault structures in seismic data). We 761 

observe two weak (M 1.2 & 2.0) earthquakes close to the Vestnesa Ridge crest, that are 762 

likely caused by the similar processes as bathymetric scarps further south. High-resolution 763 

seismic data indicates that some of the buried sedimentary faults perpendicular to the 764 

Vestnesa Ridge crest have comparable orientation to the rift structures at the Molloy Ridge. 765 

Observed earthquakes may suggest crustal fault reactivation, and stress accommodation in 766 

the form of extensional sedimentary faults that promote gas leakage. The direct link to 767 

deeper structures cannot be established without seismic data with greater penetration depth. 768 

Sparse seismic activity without a direct connection to the MR, MTF and KR makes a 769 
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propagation of present-day spreading from the plate boundaries into the sedimentary 770 

deposits on the Eurasian plate unlikely. 771 
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Figures S1 to S17 

Table S1 

Introduction  

This supporting material contains figures presenting the cross-correlation procedure utilized for 

fixing the clock drift in ocean bottom dataset used in this study. Figures S1 and S2 show the 

results of daily cross-correlation between the reference station (VSN01) and other stations prior 

to corrections. Figures S3 to S11 show these plots individually for each station pair and the 

established clock drift curve that was later used for correction.  Figures S11 and S12 show the 

resultant cross-correlations after the drift correction was applied to the data. Figure S13 shows 

the residual clock drift that remained after the correction presented in Figures S11 and S12. 

Figures S14 and S15 show the residual travel times from earthquakes location used in the study 

for the P and S waves, respectively. Figure S17 shows how the earthquake location varies 

between the hypocenters obtained using only OBS data and when the picks from Norwegian 

National Seismic Network are included in the calculations. Table S1 lists the most important 

parameters about the ocean bottom seismometers, including their true position on the seafloor, 

water depth, recording duration, clock drift from synchronization before and after deployment, 

and clock drift obtained from the cross-correlations. 
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Figure S1. Daily cross-correlation plots between reference station VSN01 and stations VSN02-

VSN09. 
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Figure S2. Daily cross-correlation plot between reference station VSN01 and station VSN10. 
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Figure S3. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN02 and the estimated clock drift curve for 

this station. 
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Figure S4. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN03 and the estimated clock drift curve for 

this station. 
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Figure S5. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN04 and the estimated clock drift curve for 

this station. 
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Figure S6. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN05 and the estimated clock drift curve for 

this station. 
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Figure S7. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN06 and the estimated clock drift curve for 

this station. 
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Figure S8. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN07 and the estimated clock drift curve for 

this station. 
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Figure S9. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN08 and the estimated clock drift curve for 

this station. 
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Figure S10. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN09 and the estimated clock drift curve for 

this station. 
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Figure S11. Daily cross-correlation plots (with and without bandpass filter of between 0.1-1.0 Hz) 

for the reference station VSN01 and the station VSN10 and the estimated clock drift curve for 

this station. 
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Figure S12. Daily cross-correlation plots between reference station VSN01 and stations VSN02-

VSN09 after the drift correction was applied. 
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Figure S13. Daily cross-correlation plot between the reference station VSN01 and the station 

VSN10 after the drift correction was applied. 
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Figure S14. Residual clock drift after the cross-correlation procedure for all stations with the 

reference station VSN01. 
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Figure S15. P wave travel time residuals for earthquake locations investigated in this study 

(locations using only picks from ocean bottom data). 
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Figure S16. S wave travel time residuals for earthquake locations investigated in this study 

(locations using only picks from ocean bottom data). 
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Figure S17. Regional map of seismicity showing the difference between observations from 

ocean bottom survey (OBS; white circles) and earthquake locations when phase picks from 

Norwegian National Seismic Network (NNSN) are included (Combined; red circles), with arrows 

showing the change in each individual event position. 

 

Station Longitude 

[º] 

Latitude [º] Water 

depth [m] 

Duration 

[days] 

Clock 

drift/skew 

from GPS 

[s] 

Clock 

drift/skew 

from cross-

correlation 

[s] 

VSN01 6.448804 78.86864 1964 326 -10.84 - 

VSN02 6.768042 78.91616 1507 326 -5.25 -3.69 

VSN03 7.196293 78.88459 1251 326 - -0.01 

VSN04 6.691678 78.77620 1689 326 - -15.59 

VSN05 6.889579 78.83251 1544 325 -0.41 0.51 

VSN06 7.334503 78.80105 1215 324 - -11.14 

VSN07 6.756920 78.69354 1526 326 -3.73 -3.79 

VSN08 7.045052 78.74571 1415 325 -2.77 -2.80 

VSN09 7.474187 78.71705 1164 94 - -2.55 

VSN10 7.122354 78.65478 1430 321 0.15 0.07 
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Table S1. True positions at the seafloor for seismometers used in the study (from active seismic 

survey), together with the water depth, data record duration in days, clock drift established 

from synchronization before deployment and after recovery (where possible), and clock drift 

estimated using cross-correlation. 



 

 

  



ISBN 978-82-8236-537-6 


	Preface
	SECTION I Synthesis
	1 Introduction
	1.1 Scope of the thesis
	1.2 Motivation and objectives
	1.3 Fluid flow processes in near surface sediments
	1.4 Fluid flow, fractures, and seismicity generation
	1.4.1 Earthquakes
	1.4.2 Signals related to fluid flow

	1.5 External triggers and modulators of fluid flow

	2 Scientific approach
	2.1 OBS instruments
	2.2 Datasets
	2.3 OBS data processing
	2.3.1 Seismometer deployment
	2.3.2 Event detection/recognition (Article 2)
	2.3.3 Phase picking – absolute time


	3 Study area
	3.1 Tectonic setting
	3.2 Sedimentary setting
	3.3 Seepage systems in the study area

	4 Summary of research papers
	4.1 Main findings

	5 Concluding remarks and outlook
	6 References
	SECTION II Research papers

