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Abstract— Programming of industrial robots and manufac-
turing equipment in general requires product specific expertise
towards all members in a manufacturing cell. Typically, old
and new equipment is present in the same setup and several
experts are often involved in the operation of these systems.
In order to decrease the level of complexity in programming
of manufacturing equipment this paper investigates the use of
virtual reality (VR), to create a common programming platform
for typical members in a manufacturing setup. A two-way
digital twin is created where all robots can be programmed
through the same human- machine- interface (HMI). This
cyber-physical system (CPS) allows for simulations, testing
and safety checks before all programs are converted and
downloaded to the respective units.

I. INTRODUCTION

Humans and industrial robots are the core elements of
industry 4.0. While robots are designed to be strong, fast and
experts on repetitive work, humans sit on all the experience
and knowledge. Efficient communication between humans
and robots, in a manufacturing cell or factory, is crucial in
order to reach the full potential of industry 4.0.

Using virtual reality (VR) to interact with a virtual robot
can be a cost-effective method for acquiring robot program-
ming expertise. Being able to test trajectories in VR removes
risks and increases safety in industrial facilities [1].

VR can be defined as a “synthetic or virtual environment
which gives a person a sense of reality” [2]. With the rapid
growth of VR technology it has become more affordable and
capable at the same time [3].

As the industry of today is moving from mass production
towards more personalized and small sized batch production
[4]. This means more adjustments to robot programs, which
can be time-consuming and expensive when developing
complex tasks. High mix and low volume production require
frequent re-programming of robots, making it difficult for
small and medium enterprises (SMEs) to invest in robots
[5]. Using VR for robot programming of complex tasks can
give the operator a more straightforward and intuitive tool
[6]. For instance when painting, grinding, cleaning, handling
and assembly operations [7].

VR is an excellent tool for configuration of digital twin
systems [7]. These systems can program an industrial robot
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in a VR environment and then execute the program on the
physical robot [8, 9].

VR programming is not only limited to digital twin
systems but can also be used for cyber-physical systems
(CPS). CPS aims to integrate the physical world with the
information age [10], where VR can be used as an interface
between the user and CPS. The user can simulate and
interactively explore the CPS with VR [11].

An example of combining VR with a CPS is from [12],
where an old physical robot and human is connected to
a virtual environment. Then the collision detection in the
virtual environment is used to detect if there is a collision
between the human and robot. This again allows for human-
robot collaboration (HRC).

Another example when VR is used in a CPS system
is found in [13] where VR is used with human intention
recognition (IR) algorithm to perform robot-assisted welding.
The result shows that using VR and IR to preform welding
increases effectiveness and performance and removes hu-
mans from labor-intensive and dangerous work.

When using VR with a CPS or digital twin there has to be
a software/program to connect the VR headset and the 3D
environment. Most of the researchers working with VR are
using the Unity game engine to develop the VR simulation
[4, 14, 15]. It is also possible to connect the Robot Operating
System (ROS) [16] to the Unity engine and allow for VR
functionality for the virtual environment created in ROS [17].

However, more manufacturing and robotics simulation
software are starting to include VR, such as Visual Com-
ponents [18], RoboDK [19] and ABB RobotStudio [20].

Manufacturing software includes extensive libraries with
robots and other manufacturing machinery compared to
Unity. In the more specialized software there is also built-in
advanced kinematics models and simple tools for program-
ming robots and machines. From such point of view it can
be more efficient to use manufacturing software, rather than
the general Unity game engine.

ABB RobotStudio has built-in functionality for program-
ming of robots. It is possible to create paths where speed and
orientation are selected, as well as editing already created
paths for fine-tuning [21]. However, since RobotStudio is
made by ABB, it is only supported by ABB robots [22]. It
will be more challenging to use this software in a CPS system
that contains a mixture of different robots and machines out
of the ABB product range.

Another example is RoboDK, which has added VR func-
tionality into their software [23]. RoboDK is often used for
offline programming of robots [24] and has an extensive



library from various brands [25]. It should be noted that
RoboDK is used for programming of small systems with
one to three robots and we don’t find it particular suitable
in larger CPS systems.

Visual Component has an extensive library with almost all
modern robots as well as conveyors, feeders and different
varieties of manufacturing machines. In the latest update of
Visual Components (version 4.2), there has been added an
interactive virtual reality function [18]. This update provides
jogging of the robots and interacting with objects in virtual
reality.

The default interactions are very simple and do not allow
for programming of a integrated complex system. However,
there is a python API for advanced users [26] that adds more
functionality.

There are advantages and disadvantages to the simulation
software mentioned above. However for this project, Visual
Components is selected since it supports almost all modern
robots and works well with large systems.

As mentioned above there has been developed VR-
controlled CPS. However "the future of manufacturing re-
quires interaction between humans and multiple types of
robots, and between physical and virtual scenarios" [27].
Thus in this paper we will explore VR control and pro-
gramming of a system with various robots from different
manufacturing brands while also using IIoT. First this paper
will present our experimental setup and go through how
the VR model is created and how it works. Afterwards we
explain the connections between the physical system and the
virtual model. Finally we present a few demonstrations, on
both component and system level.

II. SYSTEM SETUP

As seen in figure 1, the experimental setup is divided
into two parts - a physical and a virtual environment. The
physical part includes the components listed in table I and
covers a medium and a small industrial robot, an assembly
(SCARA) robot, an automated intelligent vehicle (AIV), and
a rotary table. All these machines were connected to an
Industrial Internet of Things (IIoT) server using the Open
Platform Communications Unified Architecture (OPC UA)
[28]. OPC UA is an IEC standard (IEC 62541) [29], that can
run on Windows, Apple OSX, Android, Linux and more [28].
It is also supported by SCADA tools [30] and simulation
programs, such as Visual Component [31].

The second part in our setup is the interactive virtual envi-
ronment. This includes a virtual model of the laboratory with
all the machines mentioned above. The virtual environment
has been developed in Visual Components, which has built-
in connectivity functionality. Such functionality was used to
connect the virtual environment to the OPC UA server as
a client. This allows for easy paring of variables inside the
simulation with variables in the OPC UA server.

To run the simulation in VR, the program Visual Compo-
nents Experience [32] was used and it connects to the Visual
Components simulation through a local IP address. All the
software components used in this setup are listed in table I.

Fig. 1. Experimental system, components and connectivity.

The setup is compatible with any VR headset that supports
Steam VR [33]. During the testing, a wireless Oculus Quest
headset [34] was used.

III. VISUAL COMPONENTS VR

Visual Components is a powerful 3D manufacturing sim-
ulation software that can be used in design and validation
of production systems. It has an open architecture, and
simulations are easy to customize. It is possible to import
CAD models to the simulation and there is a Python API
that can be used to control the simulation [35].

A. Virtual model

A replica model of the laboratory has already been created
in Visual Components [36], as shown in figure 2. This model
includes all the machines listed in table I.

B. Control interface

To be able to program the machines in VR, a control
interface or Human Machine Interface (HMI) was created.
An interactive HMI has been added in the latest update, as



TABLE I
ROBOTS/MACHINES AND SOFTWARE SETUP.

Robot/machine name Description
KUKA KR30-3 6 axis robot arm
KUKA DK400-V Rotary table
Nachi MZ07 6 axis robot arm
Scara Adept 604-S 4 axis robot arm
MiR100 Automated intelligent vehicle

(AIV)
Software Function
Visual Components Sumilation and monitoring
Visual Components Experi-
ence

To use VR in Visual Compo-
nents

OPC UA standard Network server
Python To create control programs

Fig. 2. Upper part: The overall virtual model of our laboratory. Lower
part: Key-components and their initial placement.

shown in figure 3. The HMI can be customized and buttons
can easily be added or removed.

The HMI was used to program each of the machines listed
in table I, with a point to point (PTP) motion. Currently, it
is possible to add and store eight positions to the path of
each machine. However, more buttons can easily be added,
in order to increase the number of points, as well as to create
more advanced functionality.

C. Programming in VR

To add functionality to the buttons, a Python script was
added to each of the HMI interfaces. The Python code can
save, delete, run the program, as well as transfer the program
from Visual Components to the OPC UA server.

The functionality of the buttons is listed below:
• Blue button: Save and add current position (pose) to

path
• Green button: Execute the program in the virtual envi-

ronment
• Red button: Delete position

Fig. 3. The left side of the figure shows the HMI interface, which can be
used with VR. The right side is a close-up of the buttons and a description
of what the buttons do.

• Yellow buttons: Each of them represents a saved posi-
tion. These are used to check or change the sequence
of the PTP motion.

• Black button: Transfer and RUN. Sends the program to
the OPC UA server and runs the physical device

• Purple button: Gripper on/off

There is a total of five machines in our setup. There is one
HMI table for each of the NACHI, SCARA, and AIV. The
KUKA robot and rotary table are usually operated together
and thus have a common HMI table. Figure 2 shows the
placement of the HMI tables with the robots.

The right-hand VR controller was used to interact with the
machines. The robot arms and rotary table can be jogged by
using the right trigger on the VR controller. As seen in figure
4 there is a coordinate system at the end of the controller and
this coordinate system was used when jogging the robots in
VR.

D. AIV programming

By pressing the blue button the user starts the pro-
gramming of the AIV. Next, they navigate in the Visual
Components model and leave position markers (yellow bars)
each time the A button is pressed. Finally, they move the
AIV to each position marker. Figure 5 shows a programming
sequence of the AIV.

E. System programming

As mentioned abow, all the robots were connected to the
same OPC UA server. This made it possible to program all
the machines in one sequence, and for this, we added an
extra HMI. It works similarly to the AIV interface, by first
pressing the blue button to start the programming. Then the
corresponding HMI interface for the different machines is
used to add new positions. Finally, the program is executed
by pressing the green button and the robots will move to its
locations in the same order as the positions where added.



Fig. 4. The figure displays the buttons on the controller and coordinate
system used for the jogging of the robots.

Fig. 5. Illustration of how the AIV is programmed, where the yellow
marker/cylinder represents the positions the AIV will move to.

F. Connection to physical robots

The robots were connected to an OPC UA server, which
allowed for control and monitoring of all components.

Two variables have been added for each of the HMI inter-
faces in the OPC UA server, as can be seen in figure 6. The
variable that ends with "_positions", is where all the positions
are stored and the variable that ends with "start_stop" is used
for starting and stopping program execution of the physical
robot.

When the black button is pressed on the HMI interface in
Visual Components the positions created in VR are saved to
the OPC UA server.

To run the program on the physical robot the variable that
ends with "start_stop" has to be set to "1". When the program
is finished executing, the variable will automatically be set
to "0". The program created in VR can be executed multiple
times on the physical robot.

To simplify the execution of the program, an OPC UA
client Android app called "DataFEED OPC UA Client" [38]

Fig. 6. A screenshot from the the OPC UA server, showing the variables
used to send data from Visual Components to the OPC UA server. The
program UA Expert [37] is used to view the data in the OPC UA server.

is used to modify the ”start_stop” variable. This makes it
possible to program the system in VR, and then start the
program on the physical system with an android phone.

IV. DEMONSTRATION

In order to demonstrate the VR programming methodol-
ogy, five videos have been created, as described in table
II. This includes separate videos for the NACHI, SCARA,
AIV, and the KUKA system (robot and rotary table), and
finally a video that showcases programming of the whole
system. It should be noted that only the joint positions are
sent to the OPC UA server. The speed and details on how
the robot should move are not sent, and movements in the
virtual environment can somewhat differ from the movement
on the actual robot.

TABLE II
THE TABLE LISTS UP THE FIVE VIDEOS THAT HAVE BEEN CREATED AND

INCLUDES A LINK TO THE VIDEOS.

Videos from the demonstration
Description: Link to video:
Nachi robot https://youtu.be/2xoRl1Op5J0
Scara robot, with pick and place https://youtu.be/tHzgOLw00pk
AIV https://youtu.be/cotE8bOWKKc
KUKA robot and rotary table https://youtu.be/ZSeYazksYNE
System programming https://youtu.be/dbj3Lk8qGMs

Programs were tested multiple times without any errors.
There were no latencies on the SCARA and NACHI robots.
However, the AIV is not as responsive, because it has to
calculate a new trajectory each time a new position is sent.

When the KUKA robot and rotary table are programmed
in VR it is not possible to execute the movement of both
machines simultaneously. This is a software problem in
Visual Components. Thus, when the program runs on the
physical robots both machines move simultaneously.

V. CONCLUSION

Typically, manufacturing equipment and in particular
industrial robots have their own controllers and vendor-
specific programming languages. It is challenging and time-
consuming to learn how to operate all the different con-
trollers, and to create programs where all components col-
laborate. In this paper, we investigate the use of VR as a

https://youtu.be/2xoRl1Op5J0
https://youtu.be/tHzgOLw00pk
https://youtu.be/cotE8bOWKKc
https://youtu.be/ZSeYazksYNE
https://youtu.be/dbj3Lk8qGMs


method for programming and interacting with robots in a
typical manufacturing setup. From our experience we believe
that VR simplifies the programming process, as the same
interface and programming approach can be used for all of
the manufacturing equipment.

All models used in our setup were taken from the standard
library in Visual Components, and with the built-in OPC UA
connectivity the process of implementing VR programming,
on both digital and physical robots, was simplified. It should
be noted that our system was developed with Visual Com-
ponents ver. 4.2 that includes the first version of interactive
VR tools. In the future, we expect new VR functionality to
be added and the programming of robots made even more
simple. It should also be noted that using a wireless VR
headset with built-in cameras makes our setup more flexible.
The robots can be programmed from anywhere as long as
the computer is connected to the network with the OPC UA
server. Using VR for programming of robots increases safety
since the operator can test and execute programs without
being in the same room as the robots. We believe VR can be
an efficient tool to avoid collisions and alert for dangerous
situations in a manufacturing environment.
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