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Abstract

This dissertation focuses on variations of plasma parameters in the polar cap
and auroral zone ionosphere. Changes on long time scales, connected to the
anthropogenic emissions of greenhouse gases, and on shorter time scales due to
diurnal, seasonal and solar cycle variations are investigated, and the performance
of the International Reference Ionosphere (IRI) model in reproducing the observed
variations in the plasma parameters has been evaluated.

To do this investigation, we have used the accumulated dataset of ionospheric
parameters from the European Incoherent Scatter (EISCAT) radar system. This
radar system consists of a monostatic UHF and a tristatic VHF radar located near
Tromsø at geographic coordinates 69.58◦ N, 19.23◦ E and a third radar located at
Svalbard at geographic coordinates 78.15◦ N, 16.02◦ E. The UHF radar started its
operations in 1981, and the EISCAT Svalbard Radar (ESR) was inaugurated in
1996. This means that the EISCAT data cover more than one solar cycle in the polar
cap and several solar cycles in the auroral zone. Information about electron density,
ion and electron temperature and line-of-sight velocity can be obtained from
the incoherent scatter spectrum, and many other plasma parameters can be derived.

This dissertation consists of three papers. In paper I (Bjoland et al., 2016), we use
data from the ESR and investigate how well the IRI model is able to reproduce
the polar cap electron density as it varies with season, time of day, and solar cycle.
In paper II (Bjoland et al., 2017a) we derive the Hall conductivity using electron
density data and search for trends in the peak height of the Hall conductivity and
in the E-region ion temperature. In paper III (Bjoland et al., 2017b), we focus on
high-latitude depletion regions and investigate the dependence on geomagnetic
activity.

The main results of this dissertation can be summarized as follows:
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• In general, the IRI model is biased towards an underestimation of the
F-region polar cap electron density. This underestimation is stronger at
nighttime and during solar maximum. At altitudes around the peak height
of the F-region, the agreement between the IRI model and the ESR electron
density is better than at higher and lower altitudes (Bjoland et al., 2016).
The diurnal variations of the ion temperature, seen in the ESR data, are not
as clear in the IRI model data (Bjoland et al., 2017b).

• The Hall conductivity and its peak height show strong seasonal variations.
At 110 km altitude, the difference between the Hall conductivity during
summer and winter was shown to be approximately 2·10−4S/m. For the
peak height, the difference between summer and winter was approximately
6 km (Bjoland et al., 2017a).

• No conclusive long-term trends were found in the peak height of the
conductivity or in the ion temperature at 110 km altitude. In the peak
height of the conductivity a very weak descent of -0.18±0.20 km/decade
was seen, but this is within the error bars of the peak height. The ion
temperature shows a cooling trend of -1.00±0.59 K/year. However, a better
understanding of the observed ion temperature variations must be achieved
before a conclusive trend can be obtained (Bjoland et al., 2017a).

• A depletion region can be observed early morning in the ESR electron
density data. This region expands with increasing geomagnetic activity.
ESR ion temperature measurements show a heating at approximately the
same time as the depletion region, suggesting that this depletion region
might be connected to ion frictional heating (Bjoland et al., 2017b).

• The IRI model is not able to reproduce the early morning depletion region
observed in the F-region polar cap ionosphere (Bjoland et al., 2017b).
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Chapter 1

Introduction

The growing technological use of space makes it important to have a good knowl-
edge of the physical processes and phenomena of the ionosphere. Services which
include Earth observation, weather monitoring, navigation and communication
makes it necessary to understand the variations of these processes on various time
scales. Studies of ionospheric phenomena with short- and medium time-scales,
such as plasma irregularities and space weather, have been published frequently
in the last decades. Variations on longer time-scales, however, are less studied, as
is also the case for very short time-scale phenomena. The planned EISCAT_3D
radar is expected to lead to new insights on variations on the shortest time-scales
by providing measurements with a time resolution beyond the present resolution
of incoherent scatter radars of today. Studies on long-term variations and trends
have in the recent years gained increasing focus and interest among scientists as it
has been found that the increased emissions of climate gases lead to changes in
the ionosphere (Roble and Dickinson, 1989). By now, incoherent scatter radars
have been operational for several decades and it is therefore possible to use the
accumulated databases of radar data to search for such features in the ionosphere.
A good understanding of the natural variations that occur is necessary in order
to reveal possible trends in the ionosphere which could be connected to global
climate change.
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Introduction

The polar ionosphere is a dynamic region, strongly connected to the outer mag-
netosphere through the magnetic field lines. This connection makes the polar
ionosphere prone to rapid changes controlled by transient changes in the solar wind
and the interplanetary magnetic field. Particle precipitation, plasma convection,
Joule heating, transient plasma flow events and plasma depletion are all examples
of phenomena that are affected by the magnetosphere-ionosphere coupling. Such
variations on short time scales makes the polar ionosphere notoriously difficult
for models to reproduce. The ionosphere also changes on longer time-scales.
Long-term changes in the ionosphere can be of natural origin such as long-term
changes in the Earth’s magnetic field or in solar activity, but it has also been proven
that the ionosphere and upper atmosphere is changing as a result of anthropogenic
emissions of climate gases (Laštovička et al., 2006).

One of the most powerful tools to study the polar ionosphere is the incoherent
scatter radar. Incoherent scatter radars have the capability to obtain information
about several plasma parameters from a wide range of altitudes. Three of the
radars located at polar latitudes are operated by the European Incoherent Scatter
(EISCAT) Association. These consist of an UHF and a VHF system located
outside Tromsø in the auroral zone, and a 500 MHz radar located on Svalbard
covering the polar cap and cusp region. The Tromsø UHF radar is the oldest of
the three EISCAT radars and started its operations in 1981, while the youngest
system, the EISCAT Svalbard radar (ESR), made its first measurements in 1996.
As a concequence, the available database of EISCAT measurements now cover
more than one solar cycle in the polar cap and cusp, and several solar cycles in
the auroral zone. These long time series of EISCAT data are useful for studying
trends and long-term variations in the high-latitude ionosphere.

As the EISCAT radars by now have been operational for several decades, the
accumulated database may be used to achieve a comprehensive view of the
polar ionosphere. Part of the motivation behind this PhD project is to utilize the
possibilities this unique data set gives us to study how the polar ionosphere changes
both on short and long time scales, and how well the International Reference
Ionosphere (IRI) model, the most widely used ionospheric model, is able to
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1.1 List of papers

reproduce these changes. This dissertation consists of three papers which all are
connected to changes in the polar ionosphere. In these papers, we try to answer
the following three key questions:

• How well does the IRI model reproduce diurnal, seasonal, solar and
geomagnetic activity variations in the polar ionosphere? (Paper I and paper
III)

• Is it possible to observe long-term trends connected to the anthropogenic
emissions of climate gases in the E-region EISCAT data? (Paper II)

• How are high-latitude depletion regions affected by the level of geomagnetic
activity? (Paper III)

1.1 List of papers
The following papers are included in this dissertation:

I Bjoland, L. M., V. Belyey, U.P. Løvhaug and C. La Hoz: An evaluation of
International Reference Ionosphere electron density in the polar cap and cusp
using EISCAT Svalbard radar measurements, Ann. Geophys., 34, 751-758,
https://doi.org/10.5194/angeo-34-751-2016, 2016.

II Bjoland, L.M., Y. Ogawa, C. Hall, M. Rietveld, U.P. Løvhaug, C. La Hoz, H.
Miyaoka, Long-term variations and trends in the polar E-region, J. Atmos. Sol.
Terr. Phys., 163 , 85-89, ISSN 1364-6826, https://doi.org/10.1016/j.jastp.2017.02.007,
2017.

III Bjoland, L.M., Y. Ogawa, U.P. Løvhaug, High-latitude depletion regions and
their dependence on geomagnetic activity, submitted to Journal of Geophys.
Res. Space, 2017,

In addition, I have also contributed to the following papers not included in this
dissertation:
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A Vickers, H., M. J. Kosch, E. Sutton, L. Bjoland, Y. Ogawa, and C. La
Hoz, A solar cycle of upper thermosphere density observations from the
EISCAT Svalbard Radar, J. Geophys. Res. Space Physics, 119, 6833–6845,
doi:10.1002/2014JA019885., 2014.

B Bjoland, L. M., X. Chen, Y. Jin, A. S. Reimer, Å. Skjæveland, M. R. Wessel, J.
K. Burchill, L. B. N. Clausen, S. E. Haaland and K. A. McWilliams, Interplan-
etary magnetic field and solar cycle dependence of Northern Hemisphere F
region joule heating. J. Geophys. Res. Space Physics, 120: 1478–1487. doi:
10.1002/2014JA020586, 2015.

1.2 Dissertation outline
The aim of chapter 2 is to give a brief, general introduction to the polar ionosphere
and the phenomena which occur there. This chapter is based on introductory
textbooks in space physics such as Baumjohann and Treumann (1996), Brekke
(2013), Hunsucker and Hargreaves (2002) and Kelley (2009). Chapter 3 gives
an introduction to the incoherent scatter technique and the EISCAT radars. The
purpose of this chapter is to give a simplified description of the instruments which
our data came from with its advantages and limitations. In chapter 4, the IRI model
is introduced. Chapter 5 describes long-term trends in the ionosphere with special
emphasis on studies from polar latitudes, or studies using incoherent scatter radars.
In chapter 6, summaries of the papers included in this dissertation are presented,
and a summary of the most important conclusions are listed in chapter 7. The
papers included in this dissertation are found in chapter 8.
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Chapter 2

The Polar Ionosphere

In 1901 Guglielmo Marconi managed to transmit signals wireless across the
Atlantic Ocean for the first time in history. Thus, he indirectly discovered the
ionosphere; An ionized part of Earth’s upper atmosphere, stretching from about
60 to 1000 km altitude. The idea of the ionosphere was, however, older. Already in
1839 Carl Friedrich Gauss proposed that there might be a conducting layer in the
atmosphere (e.g. Glassmeier and Tsurutani, 2014). Oliver Heaviside and Arthur
Edwin Kennelly independently proposed that Marconi’s successful transatlantic
transmission of signals could be explained by an electric conducting layer in
the atmosphere reflecting the radiowaves. In 1924 Edward Appleton and Miles
Barnett finally proved the existence of the electric layer proposed by Heaviside
and Kennelly, the Kennelly-Heaviside layer (Appleton and Barnett, 1925).

The purpose of this chapter is to give a brief introduction to the ionosphere in
general and the polar ionosphere in particular; its production and loss, structure
and phenomena which occur at high latitudes and are relevant for this thesis. The
polar ionosphere is typically defined to be the region of the ionosphere above
60◦-70◦ magnetic latitude. However, Heelis (1982) defines it already above 50◦.
The presentation of the phenomena described in this chapter is based on the books
by Baumjohann and Treumann (1996), Brekke (2013), Hunsucker and Hargreaves
(2002) and Kelley (2009). Interested readers are referred to these books for a more
elaborate coverage of the topics introduced in this chapter.
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The Polar Ionosphere

2.1 An overview of the ionosphere and the atmosphere
The Kennelly-Heaviside layer is today better known as the ionospheric E-layer. It
was denoted the E-layer by Appleton because of its reflection of electromagnetic
waves. Shortly after, Appleton discovered two additional layers, one above and
one below the E-layer (Appleton, 1927). These layers were called the D- and the
F-layers. Figure 2.1 shows typical midlatitude electron densities and altitudes of
the nighttime and daytime ionospheric layers during solar maximum and solar min-
imum. As the altitude of the ionospheric layers varies during different conditions
such as time of day, season and solar activity, and since the boundaries between
the different layers are not clear, it is common to refer to the different ionospheric
layers as ionospheric regions. A brief overview of typical characteristics of the
different ionospheric regions is given below:

D-region: The D-region is the lowermost ionospheric region, and is located
at altitudes between about 60 and 90 km above Earth. Typical daytime electron
densities are 108-1010 m−3. At nighttime the D-region disappears. Negative ions
are present, and due to high collision frequencies this region is mainly controlled
by interactions with the neutral gas and its complex chemistry. As the D-region is
not investigated in this dissertation, it will not be further discussed.

E-region: The E-region is the middle region, and lies between 90 and 150
km altitude. At daytime, electron densities are typical in the range 1010-1011 m−3.
At nighttime, the electron density is reduced to approximately 109-1010 m−3. Peak
density occurs at about 110 km altitude. In this region electrons follow the E×B
drift, while the ions are governed by collisions with the neutrals. As a consequence,
strong currents exist, and the E-region is also referred to as the dynamo layer.

F-region: This is the uppermost ionospheric region, and where the ionization
is highest. It is located between about 150 km and 500 km altitude. F-region
electron densities are typically in the range 1010-1012 m−3. At daytime the F-region
at mid- and low latitudes is split into the F1- and F2-region as shown i figure 2.1,
but at nighttime this distinction disappears. In this region both the ions and the
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2.1 An overview of the ionosphere and the atmosphere

Figure 2.1: Typical nighttime and daytime electron density profiles from the midlatitude ionosphere
during solar minimum and maximum conditions. From Richmond (1987). Reprinted with permission
from Terra Scientific Publishing Company (TERRAPUB).

electrons follow the E×B drift.

The ionosphere is embedded in the neutral upper atmosphere, and only a tiny
fraction (<<1%) of the atmospheric particles are ionized. Interactions between
neutrals, ions and electrons play a major role in ionospheric dynamics. A brief
overview of the atmospheric structure is therefore included here. Figure 2.2 shows
vertical profiles of atmospheric temperature and mean molecular mass. These
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The Polar Ionosphere

profiles are commonly used to divide the atmosphere into different regions. By
using the temperature profile, the atmosphere can be divided into 4 main layers.
The lowest region, up to approximately 10 km altitude, is the troposphere where
the temperature decreases. Above the troposphere lies the stratosphere where
the temperature increases. Most of the ozone is located here, and the temperature
increase is mainly caused by ozone absorbing solar UV radiation. From above
50 km altitude, the temperature again starts to decrease. This region is called
the mesosphere, and the D-region is located here. The uppermost of the main
regions is called the thermosphere, and is located above approximately 80 km
altitude. Here the temperature increases due to the absorption of solar UV and
EUV radiation. This is where the E-and F-regions are located. At altitudes above
approximately 700 km, the temperature is more stable. This region is referred to
as the exosphere.

As shown in figure 2.2, the atmosphere can also be divided into two different
regions based on the mixing of atmospheric gases. The region below 100 km
altitude is called the homosphere. In the homosphere, the atmospheric gases
are fully mixed due to turbulence and the mean molecular mass is constant. The
homosphere is composed of approximately 80% N2 and 20% O2. Above the
homosphere lies the heterosphere, where the composition and mean molecular
mass have large variations.

Altitude profiles of ion, electron and neutral temperatures between 100 and 600
km are shown in figure 2.3. The ionosphere is mainly heated due to absorption of
solar UV radiation. Variations in ionospheric temperatures are large and can be
caused by different processes including seasonal changes, diurnal changes and
changes in solar activity. In the upper F-region, the electron temperature is higher
than the ion and the neutral temperatures, and the ion temperature is higher than
the neutral temperature. Thermal electrons are heated by the photoelectrons, and
ions are heated by collisions with thermal electrons. Electrons have a larger heat
conductivity than ions, and ions are significantly cooled via collisions with neutrals.
As a result, the electron temperature is higher than the ion temperature. Below
∼250-350 km, where the neutral density is higher, the ion temperature is nearly
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2.1 An overview of the ionosphere and the atmosphere

Figure 2.2: Typical structure of the atmosphere. Both the temperature profile and the profile of mean
molecular mass are shown in the figure. Reprinted by permission from Springer Nature: Springer
The Atmosphere and the Vertical Structure of the Ionospheric Plasma. In: Ionospheric Techniques
and Phenomena by Giraud, A. and Petit, M. Copyright (1978).
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The Polar Ionosphere

Figure 2.3: Altitude profiles of ion, electron and neutral temperatures. Reprinted by permission from
Springer Nature: Springer The Atmosphere and the Vertical Structure of the Ionospheric Plasma. In:
Ionospheric Techniques and Phenomena by Giraud, A. and Petit, M. Copyright (1978).

identical to the neutral temperature. Below ∼120-140 km altitude, the atmosphere
is very dense, and therefore also the electron temperature will approach the neutral
and ion temperatures via collisions with the neutrals. At polar latitudes, E-region
ion temperatures are sometimes larger than the electron temperatures due to Joule
heating.

2.2 Formation of the ionosphere; Production and Loss
mechanisms

Photoionization by solar radiation is the most dominant source of ionization in
the ionosphere, but at polar latitudes, and particular in the auroral zone, particle
precipitation also plays a major role. In this chapter we will focus on production
by solar radiation. Production by particle precipitation will be treated in chapter
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2.2 Formation of the ionosphere; Production and Loss mechanisms

2.3. Loss of ionization is caused by recombination and attachment, and will also
be treated in this chapter.

Chapman (1931) provided a simple model for plasma production in the ionosphere.
This model is known as the Chapman production function and can be expressed
by:

q( χ, y) = qmax (0) exp[1−y−sec χ exp−y ] (2.1)

Here q is the photoionization rate as a function of solar zenith angle χ and reduced
height y. The reduced height is given by

y =
z − zmax

H

where z is the altitude, zmax is the height of maximum plasma production and H
is the atmospheric scale height given by

H =
kBT
mg

Here kB is the Boltzmann constant, T is the atmospheric temperature, m is the mass
of the molecules and g is the acceleration of gravity. qmax ( χ) is the maximum
plasma production and is given by

qmax ( χ) =
ηI∞λ cos( χ)

He
= qmax (0) cos( χ) (2.2)

Here η is the ionization efficiency, the number of ion-electron pairs produced per
absorbed photon. I∞λ is the intensity of solar radiation outside the atmosphere
at wavelength λ falling towards the atmosphere with a solar zenith angle χ. e is
Euler’s number. Figure 2.4 shows Chapman production profiles for different solar
zenith angles. As the solar zenith angle increases, the height of the maximum
production increases and the maximum production decreases. This means that the
plasma production is significantly lower at nighttime than during daytime.
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Figure 2.4: Chapman production profiles for different solar zenith angles (χ). The reduced height is
given along the y-axis and the relation q(χ, y)/qmax (0) along the x-axis. The different colored lines
correspond to different solar zenith angles (χ).

In the E-region, plasma production is primarily caused by photoionization by
solar UV radiation with wavelengths in the range 100-150 nm and X-rays with
wavelengths in the range 1-10 nm. The two dominant ion species are NO+ and
O+2 . These are created by dissociation of O2, N2 and NO to O+2 , N+2 and NO+. N+2
disappears rapidly due to charge exchange with O2 and O. In the upper E-region O+

is also important. Loss of ionization in the E-region is usually due to dissociative
recombination of a molecule, XY+, to two atoms, X and Y:

XY+ + e → X + Y (2.3)

Thus, NO+ will recombine to N and O, while O+2 recombine to two oxygen atoms.
Dissociative recombination is a fast reaction, and the plasma density is therefore
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2.2 Formation of the ionosphere; Production and Loss mechanisms

strongly reduced at nighttime when the photoionization rate drops.

The recombination rate is proportional to the product of the electron and ion
densities. As the ionosphere is a plasma, that is; a gas of electric charges which
contain about the same number of electron and ions, the recombination rate is
given by αe f f N2

e . Here αe f f is the effective recombination coefficient and Ne is
the electron density. The E-region can therefore be described as a Chapman-α
layer with electron density given by the continuity equation:

dNe

dt
= q − αe f f N2

e (2.4)

By inserting equation 2.2 in equation 2.4, it can be shown that the maximum
electron density is given by

Ne,max =

√
qmax (0)
αe f f

cos( χ)1/2

In the F-region, O+ is the dominant ion species. Below about 200 km altitude,
NO+ and O+2 are also abundant. F-region plasma production is mostly caused by
photoionization by solar UV radiation with wavelengths in the range 17 nm to
91 nm. O+ can be lost due to charge exchange with N2 and O2 resulting in O+2
and NO+. Then O+2 and NO+ are lost due to dissociative recombination following
equation 2.3. Another possibility is loss of O+ due to radiative recombination:

O+ + e → O + hν (2.5)

Here an atomic oxygen ion and an electron recombines to an oxygen atom and
a photon is emitted. The recombination rate is much higher for dissociative
than for radiative recombination, and charge exchange followed by dissociative
recombination is therefore the dominant loss process in the F-region.
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The Polar Ionosphere

In the lower F-region, the situation is similar to the E-region and the ionosphere
could be described as a Chapman-α layer. At higher altitudes, where O+ is
dominating, the recombination rate is given by βN2

e where β is a height dependent
recombination coefficient and the electron density is given by the continuity
equation:

dNe

dt
= q − βNe (2.6)

This is called a Chapman-β layer, and the electron density varies as q/β.

2.3 Particle precipitation
Another source of ionospheric plasma is particle precipitation. This is especially
important at auroral latitudes where the Earth’s magnetic field connects with the
interplanetary magnetic field. At these latitudes, energetic particle precipitation
can cause a high E-region plasma density even at nighttime.

Most of the precipitating particles originate from the magnetosphere. The mag-
netosphere is the region dominated by the Earth’s magnetic field, and charged
particles gyrate around the magnetic field lines as they oscillate the two hemi-
spheres. The point where the particle is reflected back towards the other hemisphere
is called the mirror point. If this point is located too far down in the atmosphere,
the particle will not be reflected. It will loose most of its energy through collisions
with neutrals before it reaches the mirror point. The energy of the precipitating
particles cause increased ionization, excitation and heating. Aurora is observed
when the precipitating particles excite atoms and molecules. Typically, the aurora
is visible in a belt around the geomagnetic poles. The area where the aurora is
visible is called the auroral oval. Usually, the auroral oval is located at a latitude
of about 70◦. This area, where the auroral oval is most often located, is called the
auroral zone.

Both ions and electrons can precipitate. However, ions have a lower ionization
efficiency and therefore a higher stopping height than electrons of the same energy.
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2.4 Plasma transportation

Figure 2.5: Ionization rates of protons (left) and electrons (right) for different levels of energy.
Reprinted from Journal of Atmospheric and Solar-Terrestrial Physics, 71 (10), Turunen et al, Impact
of different energies of precipitating particles on NOx generation in the middle and upper atmosphere
during geomagnetic storms, 1176-1189, Copyright (2009), with permission from Elsevier.

Precipitating particles collides with neutrals as they penetrate the ionosphere
and produce electron-ion pairs. The largest amount of energy is deposited at
the precipitating particle’s stopping height. More energetic particles are able to
penetrate deeper into the ionosphere before their energy is lost, and thus have a
lower stopping height. An illustration of how the stopping height of monoenergetic
beams of protons (left) and electrons (right) varies according to the level of energy
is shown in figure 2.5. An important difference between proton and electron
precipitation is that precipitating protons can capture electrons and form neutral
hydrogen atoms.Until the captured electron is lost again due to collisions, the
particle will therefore move freely with respect to the magnetic field.

2.4 Plasma transportation
In addition to production and loss, the plasma concentration in a region is deter-
mined by plasma transport into and out of that region. At high latitudes, the plasma
transport is primarily controlled by the magnetosphere-ionosphere coupling. Typi-
cal is the ionospheric two-cell convection pattern, driven by reconnection between
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Figure 2.6: The Dungey cycle: Merging and reconnection. Reprinted from Basic Space Plasma
Physics, Baumjohann and Treumann, Copyright (1996), Imperial College Press.

the interplanetary magnetic field (IMF) and the Earth’s magnetosphere. This
reconnection process is called the Dungey cycle (Dungey, 1961) and is shown
in figure 2.6. When the IMF and the Earth’s geomagnetic field are oriented in
the opposite directions, the IMF field line will merge with the closed field line
of the geomagnetic field as it encounters the magnetopause (line 1 in figure 2.6).
The merged field lines are then split into two open field lines (line 2), which
are convected tailwards across the polar cap by the solar wind (line 3-6). In the
magnetotail, the open and stretched field lines meet again and are reconnected,
meaning that the geomagnetic field line is again closed (line 7). The newly closed
magnetic field line will relax and move towards Earth due to magnetic tension.
The cycle is completed when the closed field line is transported back to the dayside
magnetosphere, and can start a new cycle (Baumjohann and Treumann, 1996).
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Figure 2.7: The ionospheric convection pattern and ionospheric electric fields. Republished with
permission of Springer, from Physics of the Earth’s Space Environment An Introduction by Prölss,
Gerd W. Copyright (2004); permission conveyed through Copyright Clearance Center, Inc.

As the magnetic field lines have a footpoint in the ionosphere, the magnetospheric
convection will cause motion in the ionosphere. From the Earth’s reference frame,
the electric field in the solar wind is given by E = −v × B, where v is the velocity
of the flux tubes and B is the magnetic field. Along the magnetic field lines the
conductivity is high, and the electric field from the magnetosphere will therefore
be mapped down to the ionosphere. If the IMF is directed southwards, the resulting
ionospheric electric field will be directed from dawn to dusk in the polar cap. In the
F-region the electric field causes E×B drift of plasma in the antisunward direction
across the polar cap. In the auroral zone the electric field is directed from dusk to
dawn. This electric field is connected to the closed magnetic field lines moving
back to the dayside magnetosphere. As a result, a return flow of plasma occur in
the F-region auroral zone. The F-region convection pattern and the associated
electric fields are illustrated in figure 2.7. Due to the higher density of neutrals
in the E-region, the transport of ions in the E-region is dominated by collisions
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while electrons continue to be controlled by E × B drift. The ionospheric convec-
tion pattern depends strongly on the direction of the IMF. Figure 2.8 illustrates
this, and shows how the convection pattern can vary depending on IMF orientation.

Sometimes regions of enhanced plasma density enter the convection pattern.
During disturbed geomagnetic conditions, the midlatitude F-region plasma density
can increase significantly. This high-density plasma can be transported into the
polar cap where it forms a tongue of ionization which stretches from the dayside to
the nightside (e.g. Foster et al., 2005; Liu et al., 2015). Frequently, the incoming
plasma is segmented into polar cap patches; 100-1000 km sized islands of high
plasma density (e.g Lockwood and Carlson, 1992; Sojka et al., 1993). Polar cap
patches can also be created by soft particle precipitation in the cusp region (e.g.
Walker et al., 1999; Oksavik et al., 2006). The patches follow the convection
pattern antisunward across the polar cap. When the patch exits the polar cap and
enters the auroral zone it becomes a blob (e.g. Tsunoda, 1988; Crowley et al.,
2000).
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Figure 2.8: The ionospheric convection pattern for various IMF orientations in the northern polar
cap. Figures A, D and F correspond to a positive By component, figure B to By = 0 and figures C, E
and G to a negative By component. Figures A, B and C show the situation for strongly northward
IMF (Bz >0), figures D and E for weakly northward IMF and figures F and G for southward IMF
(Bz <0). Viscous cells are marked with a "V", merging cells are marked with an "M", lobe cells with
"L" and the cells marked with an "R" are "reclosure" cells where the plasma flow sunward on closed
field lines. From Reiff and Burch (1985). Copyright 1985 by the American Geophysical Union.
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2.5 Troughs and depletion regions
As well as regions of enhanced plasma, as tongues, patches and blobs are examples
of, there exists regions of electron density depletion. In this dissertation, the term
depletion region is used as a general concept to describe large-scale regions of
electron density depletion which occur in the ionospheric F region. One example of
such depletion regions is the ionospheric trough. Ionospheric troughs are regions
with significant plasma depletion, but the depth and the width of the trough is
not clearly defined (Moffett and Quegan, 1983). In literature, there exist some
ambiguity of the definition of depletion regions, and a clear distinction between
the different types are sometimes lacking. However, troughs are often referred to
as regions of electron density depletion elongated in the east-west direction, and
holes are depletion regions without a clear spatial structure (e.g. Hunsucker and
Hargreaves, 2002).

Two different mechanisms, both connected to plasma convection, are known to
create ionospheric troughs. The first of these mechanisms is related to stagna-
tion regions in the convection pattern. At high latitudes, a stagnation region is
formed in the dusk sector due to corotation counteracting the sunward return
flow seen in figure 2.7. As a consequence, convection through this region is slow
and recombination can occur for a prolonged time period which will cause the
formation of troughs (e.g. Knudsen, 1974; Spiro et al., 1978; Rodger et al., 1992).
The second formation mechanism of such depletion regions is related to frictional
heating (Winser et al., 1986; Rodger et al., 1992). Frictional heating leads to
higher ion temperatures and upwelling of neutral nitrogen and oxygen from the
E-region into the F-region. Both the higher ion temperature and the increased
concentrations of nitrogen and oxygen result in a higher loss coefficient, and
thereby an increased recombination rate. In addition, frictional heating may cause
an upward field-aligned plasma flow. The field-aligned transport and/or increased
recombination caused by frictional heating will lead to the formation of troughs.

Most studied is probably the mid-latitude trough, also referred to as the main trough.
The mid-latitude trough was first discovered in data from the Alouette topside
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sounder in the 1960s (Muldrew, 1965). Since then, investigations of the formation
mechanisms, morphology and variations of the trough have been conducted, using
primarily satellite (e.g. Horvath and Essex, 2003; Lee et al., 2011) and incoherent
scatter radar data (e.g. Collis and Häggström, 1988; Voiculescu et al., 2016). It is
usually located in the subauroral zone at invariant latitudes between 55◦ and 75◦.
Typically, it is between 5◦ and 10◦ degrees wide in latitude and extended in the
longitudinal direction. It can be observed at any time of day, but has the highest
occurrence at nighttime (e.g. Moffett and Quegan, 1983; Ishida et al., 2014). Both
time of day and geomagnetic activity will, however, affect the location of the
mid-latitude trough. It is located at high latitudes during local noon and starts to
move towards lower latitudes in the afternoon. Increasing geomagnetic activity
also results in the trough moving to lower latitudes (e.g. Werner and Prölss, 1997;
Voiculescu et al., 2006).

Troughs that occur in the auroral zone or in the polar cap are called high-latitude
troughs. In their review paper, Rodger et al. (1992) summarize the different trough
categories at both mid-and high latitudes. In addition to troughs created due to
increased recombination or upflow of plasma, they identify a category of apparent
troughs in the polar cap. These are not real regions of density depletion, but
the normal background ionosphere between two polar cap patches. For further
information about various categories of high-latitude troughs and their locations,
readers are referred to figure 19 in Rodger et al. (1992).

Although less studied than the mid-latitude trough, some studies also exist of
high-latitude troughs. Voiculescu et al. (2016) investigated the properties of
post-midnight troughs centered at about 70◦ in summer. They found that these
troughs are most likely formed during a two-step process starting with a faster
recombination due to energetic particle precipitation, and thereafter further
depletion caused by frictional heating when the plasma enters a region with high
eastward flow. Zou et al. (2013) investigated the electrodynamics of a high-latitude
trough and found that this trough was associated with downward field-aligned
currents. In paper III of this thesis we further investigate the properties of depletion
regions occuring at high-latitudes. Bjoland et al. (2017b) show that a high-latitude

21



The Polar Ionosphere

depletion region is located in the early morning sector, and that this depletion
region expands in the polar cap as geomagnetic activity increases.

2.6 Currents in the ionosphere
The ionosphere is conductive, and carry electric currents. In the high-latitude
ionosphere Birkeland currents, also known as field-aligned currents, flow along
the magnetic field lines and are essential for the magnetosphere-ionosphere cou-
pling. As can be seen in figure 2.9, Birkeland currents are distributed in two
concentric rings located inside the auroral oval. The poleward ring is the region
1 currents, and the equatorward ring is the region 2 currents. Region 1 currents
flow into the ionosphere in the morning local times and away from the ionosphere
during the afternoon local times and connect the auroral oval to a region called the
magnetosheath. The magnetosheath surrounds the magnetosphere and its plasma
is dominated by particles originating from the solar wind. Region 2 currents flow
away from the ionosphere during the morning hours and into the ionosphere
during the afternoon. The region 2 currents connect the auroral oval with the inner
magnetosphere.

Birkeland currents are primarily closed by Pedersen currents in the ionosphere.
Pedersen currents flow perpendicular to the magnetic field and parallel to the
electric field. In addition to Birkeland currents and Pedersen currents, there are
Hall currents which flow perpendicular to both the electric and the magnetic
field. Pedersen and Hall currents have their greatest intensity in the E-region (e.g.
Prölss, 2004). These currents are driven by the electric fields described in chapter
2.4, and the Pedersen currents are therefore directed poleward in the afternoon
sector and equatorward in the morning sector. The relation between the currents
and the electric fields are given by Ohms law:

j = σ · (E + vn × B) (2.7)

Here j is the current, σ is the conductivity, E is the electric field, vn is the neutral
wind and B is the magnetic field. In the auroral oval the vn × B term is much
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Figure 2.9: Birkeland currents into and away from the ionosphere during weak (a) and active (b)
disturbances. From Iijima and Potemra (1978). Copyright 1978 by the American Geophysical Union.

smaller than the electric field term and can therefore be neglected.

The Pedersen conductivity (σP) and the Hall conductivity (σH ) are given by the
following expressions:
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Here ne is the electron density, e is the electron charge and ke and ki are the
electron and ion mobility coefficients. The mobility coefficient are calculated from
the following expressions:

ki =
Ωi

νin
and ke =

Ωe

νen
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Here Ωi and Ωe are the ion and electron gyrofrequencies, and νin and νen are the
ion-neutral and the electron-neutral collision frequencies. The peak height of the
Hall conductivity is strongly connected to the E-region peak height of the electron
density profile, and is located at approximately 110 km altitude. The peak height
of the Pedersen conductivity is found at a higher altitude, approximately 120 km,
and is closer to the height where the ion gyrofrequency equals the ion-neutral
collision frequency.

In paper II, we derive the Hall conductivity and its peak height using EISCAT
data in order to investigate if there exist a long-term trend in the conductivity peak
height.
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Chapter 3

The EISCAT radars

Soon after its discovery, instruments were developed to further investigate the
ionosphere. Already in 1925, Breit and Tuve (1925) invented an early version of
the ionosonde. Basically, an ionosonde is a radar device that works by transmitting
short radio pulses which are reflected in the ionosphere. Information about the peak
heights and electron densities of the ionospheric layers can be obtained from this
type of radar. Since the first ionosonde, there has been a continuous development
of instrumentation used for ionospheric research. One major breakthrough came
in 1958 when the theory behind incoherent scatter radars was developed (Gordon,
1958), and the first incoherent scatter measurements were performed (Bowles,
1958). Incoherent scatter radars are one of the most powerful tools to study the
ionosphere as they provide information about several plasma parameters for a wide
altitude range. Among the incoherent scatter radars that are operational today are
the EISCAT radars which cover the ionosphere in the auroral zone, polar cap and
cusp region. In addition to ionosondes and incoherent scatter radars, a multitude of
different instruments, including passive ground-based instrumentation, coherent
radars and instruments on satellites and rockets, are used for ionospheric research.
Together they complement each other, and provide us great opportunities to learn
about the near-Earth space.

The purpose of this chapter is to introduce the instruments and methods of
obtaining data used in this dissertation. EISCAT radar data have been used in all
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the included papers, and this chapter will therefore primarily focus on giving a
brief introduction to incoherent scatter theory, the EISCAT radars, and how the
data are analyzed. The chapter is based on the manuscript by Farley and Hagfors
(lecture notes, UiT) and the book by Nygrén (1996), and interested readers are
referred to these books for a more detailed introduction to incoherent scatter radar
theory. Since ionosonde data were used to scale the EISCAT data in paper II, a
brief introduction of the ionosonde is also included in section 3.3 at the end of
this chapter.

3.1 Incoherent Scatter Radar Theory
Incoherent scattering refers to the weak backscatter by electrons hit by a high
power radio pulse. The basic principle behind this mechanism is Thomson
scattering. When a radio wave encounters free electrons, the electric field of the
wave will cause the electrons to oscillate and thus emit radiation. However, electrons
in the ionosphere are not free, but connected to the ions trough electrostatic forces.
Each of the charged particles in a plasma will repel particles with the same charge
and attract particles with the opposite charge. A shielding cloud will therefore
appear around each charged particle. This is known as Debye shielding. The
length over which the electric field is shielded is called the Debye length and the
electron Debye length is given by

λD =

(
ϵ0kBTe

nee2

)1/2
(3.1)

Here ϵ0 is the permittivity of free space, kB is the Boltzmann constant, Te is
the electron temperature, ne is the electron density and e is the electron charge.
Incoherent scatter radars transmit with wave lengths larger than the Debye length,
and as electrons follow the ions to shield the electric potential, the received signal
is controlled by the ion motion.

Only a tiny fraction of the transmitted power is returned, so big antennas and
sensitive receivers are needed. Typically, the transmitted power is approximately
a megawatt, while the power of the received signal is less than a picowatt. The
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autocorrelation function of the signal is estimated, and via Fourier transform, the
power spectrum is found. Figure 3.1 shows the characteristic shape of a power
density spectrum from the F-region.

The double-humped line in the middle of the figure is called the ion line and is
due to the up- and downshifted ion acoustic waves. Its double-humped shape is
caused by Landau damping of the ion acoustic waves. The dispersion relation of
these waves is given by

ω = kCs (3.2)

where k is the wavenumber and Cs is the ion-acoustic speed given by

Cs =

(
γekBTe + γi kBTi

mi

)1/2
(3.3)

Here γe and γi are the ratios of specific heats for electrons and ions, respec-
tively. kB is the Boltzmann constant, Te is the electron temperature, Ti is the ion
temperature and mi is the ion mass. The two peaks of the ion line are located
approximately where ω = ±kCs . From the ion line, a significant amount of
information about the ionosphere can be obtained. As it is electrons that scatter
the transmitted radio wave, the power of the received signal is proportional to
the electron density in the scattering volume. The received power is proportional
to the integral of the ion line, and the electron density can therefore be derived
from the ion line. From equations 3.2 and 3.3 we see that the width of the ion
line depends on the temperatures and the ion mass, and the width increases
with increasing temperatures. Furthermore, the peak-to-valley ratio of the ion
line gives the temperature ratio Te/Ti . Together, the width of the ion line and
the peak-to-valley ratio can therefore be used to calculate the ion and electron
temperatures. Line-of-sight velocity can be determined from the Doppler shift.
These primary plasma parameters, which are derived directly from the ion line,
can also be used to derive many other parameters. An example of this can be seen
in paper II, where the Hall conductivity is derived using electron density from
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Figure 3.1: Typical F-region power density spectrum. From Bjørnå (2005).

incoherent scatter radar instruments.

The two other lines shown in figure 3.1 are called plasma lines and are due to
electron-acoustic waves. These are shifted far away from the central ion line and
are situated approximately at the plasma frequency. They are usually not visible
since ion-acoustic waves dominate due to the high ion mass. However, when
electron-acoustic waves are excited, for example by photoelectrons or during
energetic particle precipitation events, they are visible and can be used to determine
the electron density. When plasma lines are visible, they provide an independent
measurement of the electron density, and are therefore an excellent tool to calibrate
the received power from the ion line. It is necessary to calibrate the received
signal because it can be affected by technical aspects of the experiment. Usually,
the received power is calibrated using ionosonde data to avoid such errors in the
measurements.

Random statistical errors will always occur in incoherent scatter radar data. Some
of these errors are caused by the radar system itself. For example, thermal noise is
generated by the receiver. Such noise is usually reduced by cooled preamplifiers.
Other noise is of cosmic origin. In addition, clutter and interference can affect
the received signal. Clutter refers to unwanted radar signals caused by reflections
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from targets such as mountains, ocean waves, satellites, meteors or space debris.
Due to the weak backscattered signal, the signal-to-noise ratio is usually less than
1. To improve the signal-to-noise ratio, separate measurements of the background
is made and subtracted from the measurement of the signal. It is also possible to
improve the signal-to-noise ratio by improving the signal strength. This can be
done by increasing the length of the transmitted pulse, however, a larger pulse
length will also result in poorer height resolution.

3.2 EISCAT
There are about 6 incoherent scatter radars located in the polar ionosphere. Poker
Flat Incoherent Scatter Radar (PFISR) and the EISCAT UHF and VHF radars
are located in the auroral zone, while Sondrestrom and ESR cover the cusp area.
Resolute Bay Incoherent Scatter Radar (RISR) is located within the polar cap.
Figure 3.2 shows the location of the EISCAT radars.

EISCAT Scientific Association was established in 1975 with the aim to build
and run an incoherent scatter radar in the auroral zone. In 1981, the EISCAT
UHF radar, located near Tromsø, could start its measurements. The EISCAT
UHF radar transmits with a frequency of 930 MHz and the peak power of the
transmitter is 2 MW. Its antenna is fully steerable in azimuth and elevation and
has a diameter of 32 m. A picture of the antenna is seen in figure 3.3. Initially, the
EISCAT UHF radar was operated as a tristatic radar. In addition to the receiver
in Ramfjordmoen close to Tromsø, additional receivers are located in Kiruna,
Sweden, and Sodankylä, Finland. A tristatic radar is able to provide estimates
of the full velocity vector in the scattering volume. In 1985, the EISCAT VHF
radar started its operation. This radar transmits with a frequency of 224 MHz and
a peak power of 3 MW. The antenna is a parabolic sylinder. When the EISCAT
UHF radar lost its tristatic capabilities due to interference from GSM mobile
phone communication, the receivers in Kiruna and Sodankylä were converted to
the frequency of the EISCAT VHF radar. Thus, the EISCAT VHF radar is now
able to make tristatic measurements. In this dissertation, data from the EISCAT
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Figure 3.2: Map showing the locations of the EISCAT radars. Please note that the Spear radar does
no longer exist.
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Figure 3.3: The EISCAT UHF radar. Photo by Henry Pinedo.

Tromsø radars are used in paper II to search for long-term trends, and in paper III
to investigate the properties of high-latitude depletion regions.

The EISCAT Svalbard radar (ESR) is located near Longyearbyen, Svalbard, at
geographic coordinates 78◦09′N and 16◦01′E. ESR started its operations in 1996,
and transmits with a frequency of 500 MHz and a peak power of 1 MW. It has
two parabolic antennas; a 32 m fully steerable dish and a 42 m dish fixed in the
direction of the geomagnetic field. A photo of the antennas can be seen in figure
3.4. In this dissertation data from the ESR are used in paper I to evaluate the IRI
model, and in paper III to investigate properties of high-latitude depletion regions.
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Figure 3.4: The ESR radar. Photo by Njål Gulbrandsen.

Several types of experiments exist for the EISCAT radars. Technical aspects of
the EISCAT data such as range resolution, time resolution and which part of the
ionosphere it is possible to obtain data from, depend on the chosen pulse code
program. For example, as previously mentioned, long pulses will give a better
signal-to-noise ratio, but a poorer range resolution. In addition, beam pointing
direction and whether the radar should be in a fixed position or a scanning mode
have to be determined before running an EISCAT experiment. This means that
the technical parameters of the collected data varies considerably. Analysed data
from all types of experiments are freely available trough Madrigal. Madrigal
is a distributed online database which contains data from a range of different
instruments for ionospheric and upper atmospheric research. This includes several
incoherent scatter radars, MF radars and Fabry-Perot interferometers among others.
In paper I, ESR data were downloaded from Madrigal.

In order to extract plasma parameters from the incoherent scatter radar spectrum,
a theoretical spectrum is fitted to the measured spectrum. For EISCAT data, this
is usually done using the Grand Unified Incoherent Scatter Design and Analysis
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Package (GUISDAP) developed by Lehtinen and Huuskonen (1996). GUISDAP
is a MATLAB software package designed to analyse incoherent scatter data. As
incoherent scatter is a stochastic process, it is necessary to integrate over several
radar pulses to obtain a sufficient signal-to-noise ratio. In Madrigal the integration
time for the EISCAT data is mostly around 1 minute. In paper II, we used EISCAT
data to search for long-term trends in the ionosphere connected to global climate
change. As such trends are expected to be very small, a longer integration time
was needed to improve the accuracy of the data. For paper II, we therefore used
GUISDAP to analyse the raw data with 1 hour integration time. For paper III, we
also used GUISDAP to analyse the data with 5 minutes integration time.

3.3 Ionosonde
The ionosonde technique was invented by Breit and Tuve (1925), and then further
developed, in particular by Sir Edward Appleton, in the following decades. This
type of radar works by transmitting short radio pulses into the ionosphere where
they are reflected at the height where the plasma frequency equals the transmission
frequency. The time between transmission and the return of the reflected signal at
a nearby receiver is measured, and the height of the ionospheric layer estimated.
As the plasma frequency is proportional to the square root of the electron density,
the ionosonde can provide information about the ionsopheric electron density as a
function of height.

The basic principle behind the operation of an ionosonde is the Appleton-Hartree
equation. This equation describes the refractive index n of a radio wave propagating
in an ionized medium and is given by:

n2 = 1 −
X

1 − iZ − [ Y 2
T

2(1−X−iZ ) ] ±
√

Y 4
T

4(1−x−iZ )2 + Y 2
L

(3.4)
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where

X =
ω2

p
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Ωe
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νen
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ϵ0me

Ωe =
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me
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meω
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meω

ωp is the plasma frequency, ω is the angular frequency of the propagating radio
wave, Ωe is the electron gyrofrequency, νen is the electron-neutral collision
frequency, Ne is the electron density, e is the electron charge, ϵ0 is the permittivity
of free space, me is the electron mass, and BT and BL are the transverse and the
longitudinal components of the magnetic field with respect to the direction of the
propagation of the wave. If we ignore the Earth’s magnetic field and the collisions
between electrons and neutrals, equation 3.4 will simplify to:

n2 = 1 −
ω2

p

ω2 (3.5)

A radio wave transmitted vertically will be reflected when n2 = 0. From equation
3.5 it can be seen that this occurs when the plasma frequency equals the transmis-
sion frequency. Typically, the transmission frequency of an ionosonde is swept
from approximately 1 to 20 MHz. The time from the signal is transmitted to the
signal is received is measured for different frequencies, and from the information
contained in the received signal an ionogram is produced.

An example of an ionogram from Tromsø is shown in figure 3.5. In Tromsø, there
have been ionosonde measurements since the 1930s (Appleton et al., 1937), and
the ionosonde at Ramfjordmoen is an important tool to calibrate EISCAT data.
This is done by comparing the EISCAT peak density with the peak density from
Tromsø ionograms.
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Figure 3.5: Ionogram from Tromsø from 24 September 2013. Virtual height is plotted along the
y-axis and frequency along the x-axis.
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Today, ionosondes remain an important tool, not only for calibration, but also
for investigating the ionosphere. Some of the longest available time-series of
ionospheric data come from ionosondes. However, ionosondes also have their
limitations. Information about the ionosphere above the peak height of the F-
region electron density can not be provided by the ionosonde as the transmitted
radiowave is reflected when the plasma frequency is larger than the frequency
of the transmitted radiowave. In addition, the ionosonde is not so suitable for
D-region studies as low transmission frequencies are needed to get reflections from
such low altitudes. During intense ionization in the E-region (sporadic E-layers),
information from regions above the E-layer can not be obtained. Furthermore, in
the auroral oval, strong absorption in the D-region during interesting events, such
as substorms, could prevent the reflection of the signal and no information will be
obtained.
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Chapter 4

The IRI model

In addition to observations, models are very important for ionospheric studies.
Sometimes there are no available measurements of the phenomena or of the
region we wish to study, and in such cases models are essential. Models can
also be used to perform simulations, which are beneficial for obtaining a better
understanding of many plasma processes in the ionosphere. There are in general
two main types of models; theoretical models and empirical models. Theoretical
models calculate ionospheric parameters using basic plasma physics theory and
knowledge about chemistry processes in the upper atmosphere/ionosphere. An
example of a theoretical model is the National Center for Atmospheric Research
(NCAR) Thermosphere-Ionosphere-Electrodynamics General Circulation Model
(TIE-GCM) (e.g. Qian et al., 2009, and references therein). Empirical models are
built on observational results. The most widely used model for the ionosphere
is the empirical International Reference Ionosphere (IRI) model (Bilitza et al.,
2017). In this dissertation we have used data from the EISCAT radars to evaluate
the performance of the IRI model at high latitudes in paper I and paper III. The
aim of this chapter is to give an introduction to the IRI model.

4.1 What is IRI?
The IRI model was initiated in the late 1960s as a joint project between the
Committee on Space Research (COSPAR) and the International Union of Radio
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Science (URSI), and today it is the most widely used ionospheric model. For a
given location and time, the IRI model can provide information about several
plasma parameters, including electron density, ion and electron temperatures and
ion composition for altitudes between 60 and 1500 km. The primary data sources
for the IRI model are the worldwide network of ionosondes, incoherent scatter
radars, satellite and rocket measurements. An annual IRI workshop is held where
updates to the model are discussed, and the model is updated as new data become
available. By now, only monthly averages are provided, but by assimilation of
more data the IRI model might progress into providing daily or hourly averages.
An IRI Real-Time model, which will be able to provide real-time space weather
information, is currently under development (e.g. Bilitza et al., 2011, 2017).

4.2 The IRI model at polar latitudes
As ionosondes are one of the primary data sources, the IRI model is most accurate
at midlatitudes where the station coverage is highest (e.g. Bilitza and Reinisch,
2008). At polar latitudes, there are fewer available data sources and the model
is therefore not as well suited to represent the ionosphere above approximately
60◦ latitude. However, improving the representation of the polar ionosphere is
an aim for developers of the IRI model. "Representation of the auroral and polar
ionosphere in the International Reference Ionosphere" was the topic of the IRI
workshop in 2010, which was held during the COSPAR Scientific Assembly
(Bilitza and Reinisch, 2013). Also the 1994 IRI workshop was dedicated to
discussions about the IRI model at high latitudes. Newer versions of the IRI model
have improved the representation of the polar ionosphere by including auroral
boundaries and storm effects in the auroral E-region (Bilitza et al., 2014).

Some data sources do, however, exist also at polar latitudes. The EISCAT radars
have, since the 1980s, provided information about the polar ionosphere. Data from
the EISCAT UHF and VHF, together with rocket measurements, have been used
to develop the Ionospheric Model for the Auroral Zone (IMAZ) (McKinnell and
Friedrich, 2006, 2007). IMAZ is a model of the auroral zone D- and E-region,
and was included as part of the IRI 2007 model (Bilitza and Reinisch, 2008).
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Another source of information about the polar ionosphere is satellite data. Both
the STORM-E model (Mertens et al., 2013a,b), which describes auroral storm
effects, and the model by Zhang and Paxton (2008), which is used to represent
auroral boundaries, are based on data from satellites. These models were both
included in the 2012 version of the IRI model.

4.3 Evaluation of the IRI model at polar latitudes
Although best suited for midlatitudes, the IRI model is also used by several
researchers studying the high latitude ionosphere. It is therefore of interest to
compare IRI model parameters with observational data from the polar ionosphere.
This could help users to identify during which conditions, time of day and season
the IRI model works well, and when the model is less accurate and should not be
used. It would also be beneficial for developers of the IRI model for identifying
areas where the model needs to be improved. In paper I, we therefore decided to
compare the IRI model with the electron density from the accumulated database
of ESR data, to evaluate the IRI model electron density in the polar cap and
cusp region. Our results showed that the IRI model was slightly biased towards
an underestimation of the polar cap electron density. Similar results were found
when we also compared electron density data from the Tromsø radars with the
IRI model. These results were, however, not published. In paper III, we compared
both the IRI electron density and ion temperature with data from the ESR radar.
We found that the IRI model was not able to reproduce an observed density
depletion in the early morning polar cap. In addition, we found that the polar cap
ion temperature shows higher diurnal variation than the IRI model ion temperature.

There are also other studies which have compared the IRI model to observational
results at high latitudes. For example Maltseva et al. (2013) compared observed
foF2 with IRI modeled foF2 at 4 high latitude stations and 2 midlatitude sta-
tions. They found similar results for the comparison at high latitudes as for the
comparison at midlatitudes. Oyeyemi et al. (2010) compared hmF2 from 3 high
latitude ionosonde stations with the IRI model and found both overestimation
and underestimation at different times of day. Themens and Jayachandran (2016)
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compared the IRI model total electron content (TEC) with measurements from 10
GPS receivers in the auroral zone and polar cap. They found that the IRI model
underestimated TEC at high latitudes. From these studies, and from paper I and
paper III, we see that the IRI model can both overestimate and underestimate
ionospheric parameters in the polar ionosphere. It is therefore important to be
careful when using the IRI model at these latitudes, and take into account that the
model might overestimate or underestimate the ionosphere depending on time of
day, season or solar activity.
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Chapter 5

Long-term trends

Ionospheric parameters show significant variability on different time-scales
depending on factors such as time of day, season, geomagnetic and solar activity. It
is also known that long-term trends can occur in the ionosphere due to for example
long-term changes in the geomagnetic field or long-term changes in solar activity
(e.g. Laštovička, 2005). An important cause of long-term trends in the ionosphere
is, however, the anthropogenic emissions of greenhouse gases (e.g. Laštovička
et al., 2012). As the EISCAT radars have been operational for several decades,
the accumulated database can be used to search for such long-term changes in
the ionosphere. One of the key topics and part of the motivation behind this
dissertation has been to search for long-term trends in ionospheric parameters
using EISCAT data. The purpose of this chapter is therefore to introduce previous
research on the topic of ionospheric trends, and how they are connected to our
results in paper II.

5.1 Global climate change and the ionosphere
Global climate change is often referred to as "one of the greatest challenges of our
time". In their fourth assessment report, the intergovernmental panel on climate
change (IPCC) reported an increase of the surface temperature of 0.74◦C globally
over the last 100 years, but in the Arctic the temperatures in the same time period
are increasing almost twice as fast (IPCC, 2007). Already Arrhenius (1896) made
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calculations showing how changes in the atmospheric concentrations of carbon
dioxide would cause variations in the temperature of the Earth. Nevertheless, it
was not until the 1950s one realized that anthropogenic emissions of CO2 could
become a problem (e.g. Plass, 1956). In addition to the increase in the surface
temperature, temperatures are increasing in the troposphere, while there is a
cooling in the stratosphere and the upper atmosphere (IPCC, 2007). Manabe and
Wetherald (1967) was the first to show that there would be a cooling at altitudes
above the troposphere. This cooling is due to increased infrared emissions caused
by the increase in CO2 concentration (Manabe and Wetherald, 1975).

Roble and Dickinson (1989) found that a doubling of the concentrations of CO2

and CH4 at 60 km altitude from the mean values in the 1950s would cause
the mesosphere to cool by 10 K and the thermosphere to cool by 50 K. They
also indicated that this upper atmospheric cooling would lead to changes in the
ionospheric structure. Rishbeth (1990) estimated that a thermospheric cooling
of 50 K would lower the F2-layer by 15-20 km and the E-layer by about 2 km.
However, Rishbeth (1990) found no significant change in the peak electron densi-
ties. Further investigations of how global climate change will affect space were
made by Rishbeth and Roble (1992) using the NCAR Thermosphere/Ionosphere
General Circulation Model. They found that a doubling of the CO2 and CH4

concentrations would cause a cooling of 40 K in the upper thermosphere and
15-25 K in the lower thermosphere. Furthermore, they found that the neutral gas
density will decrease by 20-40% and that the F2-layer will be lowered by about
15 km on average. Using satellite measurements, Keating et al. (2000) found that
the thermospheric density had declined by approximately 10% over a time period
of 20 years.

Shortly after the suggestion that global climate change would lead to ionospheric
changes, ionosonde data were investigated to search for trends in the peak heights
of the ionospheric layers. Ionosondes were considered important for such studies
as they offer some of the longest time-series of ionospheric data available, and can
therefore be used to search for long-term trends over several solar cycles. Bremer
(1992) was the first to publish results after searching for trends in ionosonde data
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from mid-latitudes. No significant changes in the peak densities were found, but the
F-layer was lowered by about 0.24 km/year. Soon several other studies searching
for trends in ionosonde data followed (e.g. Ulich and Turunen, 1997; Bremer, 1998;
Jarvis et al., 1998; Hall and Cannon, 2001). However, a lowering of the F-layer
was not observed at all ionosonde stations. On the contrary, some ionosonde
stations showed a positive trend in the peak height of the F2-layer (hmF2) (e.g.
Bremer, 1998; Upadhyay and Mahajan, 1998). Cnossen and Richmond (2008)
attributed the discrepancy in the observed trends to secular changes in the Earth’s
magnetic field. In regions were the changes are large, this will have a significant
effect on the F-layer peak height and frequency.

5.2 Trends in incoherent scatter radar data
Ionosondes primarily provide information about peak heights and frequencies
(densities), and data from other instruments are therefore needed to obtain a
more complete picture of how global climate change affects space. Compared
with ionosondes, many of which started their operations during the International
Geophysical Year (1957-1958), incoherent scatter radars have shorter time-series
available. Nevertheless, the oldest incoherent scatter radars have been operational
for several solar cycles, and can provide extensive information about many primary
plasma parameters (see chapter 3).

Ulich et al. (1999) were one of the first to investigate the possibility of using
incoherent scatter radars to search for long-term trends in the ionosphere. They
used 12 years of data from the EISCAT UHF radar to compare with the hmF2
trends they found in Finnish ionosonde data. Results from the EISCAT UHF radar
and the Sodankylä ionosonde seemed to be in agreement, however, the relatively
short time-series of EISCAT UHF data results in large statistical uncertainties in
the trend estimates.

Most of the ionospheric trend studies using incoherent scatter radars have focused
on the ion temperature parameter. At mid-latitudes, Donaldson et al. (2010)
analyzed data from the Saint Santin incoherent scatter radar, covering the years
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1966-1987. They found a cooling in the F-region ion temperature, but a warming
in the E-region. This warming was explained by subsidence of an overlying
warmer atmosphere. At Millstone Hill, Zhang et al. (2011) used more than three
solar cycles of noontime incoherent scatter radar data and reported a cooling
of the ion temperature above 200 km altitude, and a warming below 200 km.
This study was extended by Zhang and Holt (2013) to also study trends at other
local times than noon. At nighttime, they found that the cooling was very weak
at altitudes above 350 km. Below 350 km altitude they found a warming trend.
Like Donaldson et al. (2010), Zhang et al. (2011) and Zhang and Holt (2013)
suggest that this apparent warming at lower altitudes could be caused by subsidence.

Zhang et al. (2016) investigated long-term trends at high-latitudes using data
from the Sondrestrom incoherent scatter radar on Greenland and the Poker Flat
incoherent scatter radar in Alaska. A cooling of the ion temperature was found
above 200 km altitude. Results from Sondrestrom and Poker Flat were compared
with results from Millstone Hill. The cooling trend was found to be similar for the
three incoherent scatter radars at altitudes between 200 and 275 km. At higher
altitudes, the cooling was stronger for higher magnetic latitudes. For Sondrestrom
the cooling was reduced above 425 km altitude at daytime, and above 325 km at
nighttime. Using EISCAT UHF from October 1981 until May 2013, Ogawa et al.
(2014) found a cooling of the ion temperature between 200 and 380 km altitude.
After removing the influence of solar activity, they found a trend of -0.5 to -1.5
K/year at these altitudes. Above 400 km altitude, they found that the cooling was
reduced to near zero, and at the highest altitudes there appeared to be a warming
trend. At these altitudes the estimated trend in ion temperature were -0.5 to 1 K/year.

Besides ion temperature, there are many other parameters that can be derived from
EISCAT data and used for trend studies. Vickers et al. (2014) derived atmospheric
oxygen density at 350 km altitude from 13 years of ESR data. The purpose of this
study was to investigate how solar activity affects the polar cap neutral density. In
addition, they checked if it was possible to use the ESR data to search for trends
in the thermospheric density. They found an apparent decline of a few percent
in the thermospheric density, but this was not statistical significant. To derive a
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definitive trend, Vickers et al. (2014) concluded that a longer data set is needed. In
paper II, Bjoland et al. (2017a) searched for trends in the peak height of the Hall
conductivity and in the ion temperature at 110 km altitude using data from the
EISCAT UHF radar. No significant trend in the peak height of the Hall conductivity
was found. The ion temperature at 110 km altitude showed a cooling trend of -1
K/year after the removal of the influence of solar activity and solar zenith angle.
However, the results indicated that other parameters than solar activity and solar
zenith angle also cause significant variations in the ion temperature. An improved
understanding of the causes of the observed variations in the ion temperature at
110 km altitude is therefore necessary to derive a conclusive trend.

5.3 Other examples of trend studies from polar latitudes
In addition to incoherent scatter radars, other instruments have been used to inves-
tigate high-latitude trends in the ionosphere and upper atmosphere. In this section,
a few examples of studies from polar latitudes will be presented. Ionosondes have
already been mentioned in section 5.1. Hall et al. (2011) searched for trends
in the E-region peak height and critical frequency using data from the Tromsø
ionosonde covering the years 1948-2011. They found a significant decrease in both
parameters. Roininen et al. (2015) investigated the hmF2 trend using data from the
Sodankylä ionosonde covering the years 1957-2014. They found that through the
observation period, the F-layer have been lowered by almost 30 km. The F-layer was
observed to decrease more rapidly during the most recent time period (1990-2010).

Holmen et al. (2014) studied the trend of the hydroxyl airglow winter temperature
using a 30 year long (1983-2013) data set from a 1 m Ebert-Fastie spectrometer
located on Svalbard. They measured the trend to be -0.2±0.5 K/decade. Holmen
et al. (2016) investigated the neutral temperature trend at 90 km altitude above
Tromsø using data from the Nippon/Norway Tromsø Meteor Radar covering the
time period from November 2003 to October 2014. The overall temperature trend
was found to be -2.2±1 K/decade. However, during winter the trend was shown to
be much stronger than during summer (-11.6 K±4.1 K/decade for winter and -0.3
K±3.1 K/decade for summer). Hall et al. (2016) used medium frequency radars
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in Tromsø and in Saskatoon to study trends in turbopause altitude from both polar
and mid-latitudes. In Tromsø, data covering the time period from January 1999
until October 2015 were used to estimate the turbopause trend. They found a
positive trend of 2.5±0.3 km/decade in the turbopause height during summer, but
no significant change during winter months. Data from the mid-latitude station in
Saskatoon did not show any trend in any season.

Both the studies using incoherent scatter radars and studies using other types of
instruments show that there are several challenges when it comes to determining
long-term trends at polar latitudes. These challenges include sparse data sets, high
variability in the parameters studied and relatively low range resolution in the
EISCAT data. In addition, the EISCAT F-region data from before 2001 have an
even poorer range resolution because long pulse codes were used. The new radar
facility, EISCAT_3D, which will be built in Skibotn, near Tromsø, is expected to
be able to solve some of these problems. The new radar system will consist of
a core site in Skibotn with both transmitter and receiver capabilities, as well as
four additional receiver sites located in northern Norway, Sweden and Finland.
Each of the sites will consist of a phased array antenna field, which will be able
to provide measurements with much better range resolution compared with the
current radar system. In addition, the new radar system will provide continuous
measurements of the ionosphere with an improved time resolution.
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Chapter 6

Summary of papers

Paper I
L. M. Bjoland, V. Belyey, U. P. Løvhaug, and C. La Hoz, “An evaluation of
International Reference Ionosphere electron density in the polar cap and
cusp using EISCAT Svalbard radar measurements”, Annales Geophysicae,
34, 751-758, (2016), doi: 10.5194/angeo-34-751-2016.

The International Reference Ionosphere (IRI) model is an empirical model widely
used for ionospheric research. Although the model is known to perform best at
mid-latitudes, it is also much used at higher latitudes. In order to evaluate the
IRI model at high latitudes during various conditions, we compared IRI electron
density in the ionospheric F-region with measurements from the EISCAT Svalbard
radar. Our results showed that the IRI model is biased towards an underestimation
of the electron density in the polar cap region. This underestimation is clearest
at nighttime and during solar maximum. In the phase where the solar activity
declines towards solar minimum, the IRI model is overestimating the electron
density. The IRI model was also found to overestimate the peak height of the
F-layer during all parts of the solar cycle. By identifying conditions and altitudes
when the IRI model has difficulties reproducing the high-latitude electron density,
our results could be useful for further improvement of the IRI model.
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Paper II
L. M. Bjoland, Y. Ogawa, C. Hall, M. Rietveld, U. P. Løvhaug, C. La Hoz
and H. Miyaoka, “Long-term variations and trends in the polar E-region”,
Journal of Atmospheric and Solar-Terrestrial Physics, 163, 85-90, (2017), doi:
10.1016/j.jastp.2017.02.007.

Upper atmospheric cooling is expected to lead to changes in the ionosphere. To
detect such changes, it is necessary to have a good understanding of how the
ionosphere varies according to various factors such as geomagnetic and solar
activity, season and time of day. More than 30 years of data from the EISCAT
Tromsø radars were used to investigate the long-term variations of conductivity
and ion temperature in the E-region around noon. The aim of this study was
twofold: to contribute to the understanding of how these parameters vary during
different conditions and to search for trends in these parameters. Results from this
study confirm that both ion temperature and Hall conductivity depends strongly
on solar zenith angle. A weak descent was observed in the peak height of the Hall
conductivity, but this was, however, within the standard deviations of the averaged
peak heights. The ion temperature showed signs of a cooling trend, but a better
understanding of the factors affecting the ion temperature is necessary to derive a
conclusive trend.

Paper III
L. M. Bjoland, Y. Ogawa, and U. P. Løvhaug, “High-latitude depletion regions
and their dependence on geomagnetic activity”, submitted to Journal of Geo-
physical Research Space Physics, (2017).

In this work we used the EISCAT radars in Tromsø and in Longyearbyen, Svalbard
to investigate electron density depletion regions at polar latitudes. In particular,
we were interested in looking into how geomagnetic activity affects such depletion
regions, and to compare the diurnal electron density variations in the polar cap
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(Svalbard) and the auroral zone (Tromsø) ionosphere. We found that a depletion
region existed in the morning sector of the polar cap, and that this depletion
region expands as geomagnetic activity increases. This depletion region could not
be seen in the Tromsø UHF data. An increase in the ion temperature occurs at
the same time as the electron density depletion. This suggests that the formation
of the electron density depletion might be connected to ion frictional heating.
Furthermore, a comparison with the IRI model showed that the IRI model is not
able to reproduce the observed depletion region, nor is it able to reproduce the
diurnal variations observed in the ion temperature.
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Chapter 7

Concluding remarks and future
work

In this chapter, concluding remarks are given and future work is described. In
section 7.1 we summarize the most important conclusions from each of the papers
included in the dissertation. In section 7.2 some of the unanswered questions
which we would like to work with in the future are presented.

7.1 Concluding remarks
The topic of this dissertation has been variations of plasma parameters in the
polar ionosphere. Both natural changes, such as diurnal, seasonal and solar
cycle variations, and long-term changes caused by anthropogenic emissions of
greenhouse gases have been investigated. Primary plasma parameters obtained
from the EISCAT radars, or parameters derived from them, have been studied
to investigate how various kind of changes in the polar ionosphere have affected
them. A comparison with the IRI model was done to evaluate the performance of
the model during different conditions. A summary of the main conclusions of the
papers are as follows:

• In paper I, the F-region electron density in the polar cap and cusp, obtained
by the ESR, was studied. It was shown how the electron density varies
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with time of day, season, and solar cycle. The purpose of this study was to
investigate how well the IRI model reproduces the polar cap ionosphere
during different conditions. The results of this comparison showed that the
IRI model is biased towards an underestimation of the electron density in
the polar cap and cusp. How well the IRI model is able to represent the polar
ionosphere varies according to time of day, season and solar cycle. The
model faces the greatest challenges at nighttime and during solar maximum.

• In paper II, the Hall conductivity was derived from the Tromsø UHF electron
density. Variations in the E-region Hall conductivity and its peak height and
ion temperature, according to solar activity and season, were studied. It was
confirmed that these parameters show strong seasonal variations, and some
weaker variations caused by solar activity. An attempt to derive long-term
trends in the Hall conductivity peak height and the ion temperature at 110
km did not provide any conclusive trend. A weak descent of -0.18±0.20
km/decade was seen in the peak height, but this was within the error bars of
the averaged peak heights. A cooling of -1.00±0.59 K/year was found in
the ion temperature, but our results showed that a better understanding of
the mechanisms behind the variations observed in the ion temperature is
needed before a conclusive trend can be found.

• In paper III, depletion regions in the polar F-region were studied, using
electron density and ion temperature data from the ESR and the UHF radars.
A depletion region was seen in the early morning in the ESR data, and
the variations of this depletion region with respect to geomagnetic activity
were investigated. It was found that the observed depletion region expanded
as the geomagnetic activity increased. Furthermore, the ion temperature
measurements suggest that the mechanism behind this depletion region
might be connected to ion frictional heating. A comparison between the
EISCAT data and the IRI model revealed that the IRI model was not able to
reproduce this depletion region.
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7.2 Future work
In paper I, we compared the IRI model with ESR electron density measurements.
As the IRI model is the most widely used model for ionospheric studies, it is
important that it represents the ionospheric conditions as accurately as possible. In
addition to electron density, the IRI model is also able to provide other ionospheric
parameters, such as ion and electron temperatures and ion composition. A possible
expansion of paper I could therefore be to include a comparison between the IRI
model and other EISCAT parameters such as electron and ion temperatures. In
addition, measurements from the EISCAT Tromsø site could be included to obtain
a more comprehensive view of how the IRI model is able to reproduce the polar
ionosphere.

In paper II, we found that in addition to solar activity and solar zenith angle, it
is likely that also other parameters contribute to the observed ion temperature
variations. To be able to find conclusive long-term ion temperature trends, an
improved understanding of the mechanisms behind these variations must be
achieved. One possible mechanism that could cause such variations is atmospheric
gravity waves. It has been suggested that long-term changes in gravity wave
activity may cause thermospheric cooling (Oliver et al., 2013). Therefore, as
a continuation of the work done in paper II, we would like to investigate how
this wave activity affects upper atmospheric trends. Furthermore, we would like
to compare the observational results from the EISCAT radars with results from
simulations using the Ground-to-Topside Model of Atmosphere and Ionosphere
for Aeronomy (GAIA) (Jin et al., 2011). This could help us in identifying driving
mechanisms behind the observed trends.

In paper III, high-latitude depletion regions were studied and a depletion region
was observed in the early morning sector of the ESR data. Future studies are
necessary as the scope and the physical mechanisms behind the formation of
such depletion regions are not yet fully understood. A clear understanding of
these depletion regions are important since our use of space is growing and
space weather and electron density variations might affect satellites and their
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signals. In a future study it would therefore be interesting to further explore
the depletion region observed in paper III. For example, Ishida et al. (2014)
investigated the occurrence rate of the ionospheric trough using the Tromsø
UHF radar. It would be interesting to conduct a similar study using the ESR
radar to obtain further information about the depletion region observed in this study.

The polar ionosphere is a dynamic system where changes occur on a multitude of
time- scales. Lack of data sources from polar latitudes (compared with the amount
of available data sources from midlatitudes) has been a challenge for obtaining a
good understanding of the dynamics at these high latitudes. New technology and
instrumentation make it possible to improve our understanding of this region. In
June 2017, the EISCAT Scientific Association announced that they will start to
build the new EISCAT_3D radar in Skibotn. EISCAT_3D will have the capability
of making measurements of the high-latitude ionosphere with much better time
and space resolution than provided by the present system. This would provide us
with high-quality data which could be used to improve our understanding of the
dynamic polar ionosphere.
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An evaluation of International
Reference Ionosphere electron
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34, 751-758, (2016), doi: 10.5194/angeo-34-751-2016.
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Abstract. Incoherent scatter radar measurements are an im-
portant source for studies of ionospheric plasma parameters.
In this paper the EISCAT Svalbard radar (ESR) long-term
database is used to evaluate the International Reference Iono-
sphere (IRI) model. The ESR started operations in 1996, and
the accumulated database up to 2012 thus covers 16 years,
giving an overview of the ionosphere in the polar cap and
cusp during more than one solar cycle. Data from ESR can be
used to obtain information about primary plasma parameters:
electron density, electron and ion temperature, and line-of-
sight plasma velocity from an altitude of about 50 and up to
1600 km. Monthly averages of electron density and temper-
ature and ion temperature and composition are also provided
by the IRI model from an altitude of 50 to 2000 km. We have
compared electron density data obtained from the ESR with
the predicted electron density from the IRI-2016 model. Our
results show that the IRI model in general fits the ESR data
well around the F2 peak height. However, the model seems
to underestimate the electron density at lower altitudes, par-
ticularly during winter months. During solar minimum the
model is also less accurate at higher altitudes. The purpose
of this study is to validate the IRI model at polar latitudes.

Keywords. Ionosphere (polar ionosphere)

1 Introduction

Electron density in the polar cap F-region ionosphere is pro-
duced by solar extreme ultraviolet radiation, transport of
plasma density structures from lower latitudes and particle
precipitation and is reduced by recombination and transport
to lower latitudes. The solar wind has a significant influence
on the dynamics of the high-latitude ionosphere as it con-
trols the electrodynamics and therefore transport by E×B

plasma drift and by particle precipitation. Thus the high-
latitude ionosphere is a highly variable region where struc-
tures form, recombine and are transported in and out in re-
sponse to transient changes in the solar wind and/or the in-
terplanetary magnetic field.

Plasma density structures in the high-latitude F region are
transported anti-sunward across the polar cap and sunward
in the auroral zone due to electric convection (e.g., Cow-
ley and Lockwood, 1992). This transport can increase the
electron density in the nightside significantly when structures
produced by solar extreme ultraviolet radiation in the sunlit
ionosphere follow the convection lines into the polar cap. As
an example, plasma originating at midlatitudes can be trans-
ported to high latitudes and into the polar cap in a form of
a tongue of ionization which greatly enhances the plasma
density in the polar cap, cusp and auroral zone (e.g., Fos-
ter et al., 2005). Tongues of ionization can also be segmented
into 100–1000 km sized islands of enhanced electron density,
called polar cap patches (e.g., Lockwood and Carlson, 1992;
Zhang et al., 2013). The patches are transported over the po-
lar cap following the convection pattern.

In addition to transport of solar-produced plasma from
lower latitudes, soft particle precipitation is an important
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source of F-region plasma density irregularities at high lat-
itudes (e.g., Kelley et al., 1982). Soft particle precipitation
in the cusp region where particles precipitate directly from
the magnetosheath can produce polar cap patches that can
be convected over the polar cap (e.g., Walker et al., 1999;
Oksavik et al., 2006; Goodwin et al., 2015). As a result of
plasma transport and particle precipitation, the high-latitude
F region ionosphere is nonuniform and highly dynamic. This
is a challenge for models aiming to accurately represent the
high-latitude ionosphere.

The International Reference Ionosphere (IRI) model is
widely used for ionospheric and magnetospheric research,
also at high latitudes. IRI is an empirical model which pro-
vides monthly averages of ionospheric parameters from an
altitude of 50 to 2000 km (Bilitza, 1990, 2001). Among the
data sources used to build the IRI model are incoherent scat-
ter radars (ISRs), the ISIS and Alouette topside sounders,
rocket and satellite observations, as well as the worldwide
network of ionosondes. As ionosondes are an essential data
source for the IRI model, the IRI model is known to be less
accurate at high and low latitudes, where the ionosonde cov-
erage is lower compared to midlatitudes (e.g., Bilitza and
Reinisch, 2008).

In the present study we use ISR data from the EISCAT
Svalbard radar (ESR), covering the polar cap and cusp, to
evaluate the IRI model-predicted electron density in the F re-
gion. As the radar started its operations in the 1990s, the ac-
cumulated database now contains data from more than one
solar cycle. Long time series of ionospheric data are essential
when the aim is to study the performance of the IRI model
during different diurnal, seasonal and solar activity condi-
tions. Using the ESR data allows us to evaluate the IRI model
in the region where the model is known to be less accurate
under various conditions.

Previous studies have also used observational data to eval-
uate the IRI model (e.g., Themens et al., 2014; Wichaipanich
et al., 2013; Kim et al., 2011; Chuo and Lee, 2008; Lei et al.,
2006; Zhang and Holt, 2004), but few of these have eval-
uated the model at latitudes as high as the auroral zone or
the polar cap, or with long enough time series to evaluate
the model at different parts of the solar cycle. Brum et al.
(2011) and Lei et al. (2006) used data from ISRs in their
studies. Brum et al. (2011) used Arecibo ISR data from ex-
periments performed between 1985 and 2009, covering three
different solar cycles, to evaluate the IRI-predicted F2 layer
critical frequency (foF2) and height (hmF2) at midlatitudes.
They found an overestimation of foF2 at day and an underes-
timation at night. For hmF2 they found an underestimation,
especially during high solar activity. However, after applying
a correction for solar activity, they found that the IRI model
reproduced the seasonal variation well. Lei et al. (2006) com-
pared ISR data from Millstone Hill, at midlatitudes, and ESR,
in the polar cap, with the IRI-2001 model. They used the ISR
data to evaluate the IRI electron density and plasma temper-
ature profiles. As expected due to the poor data coverage at

high latitudes, they found that the model performed best at
midlatitudes. Lei et al. (2006) used 1-month-long data from
October 2002 from Millstone Hill and the ESR and therefore
did not study any solar cycle or seasonal variations.

Several studies have compared ionosonde data with the IRI
model. At midlatitudes, Kim et al. (2011) compared 10 years
of NmF2 and hmF2 data from a digisonde located at the
Korean Peninsula with the IRI-2007 model. They looked at
different diurnal, seasonal, solar activity and geomagnetic
conditions and found that although there was good agree-
ment between the observed and IRI-predicted NmF2, there
were significant differences between the model and observed
hmF2 during midnight, especially during high solar activity.
At auroral latitudes, Oyeyemi et al. (2010) compared hmF2
observed at three different ionosonde stations with the hmF2
values predicted by IRI-2001 for three separate years at dif-
ferent parts of the solar cycle. They found the best agreement
when the solar activity was high.

In a study by Themens et al. (2014) data from four
ionosonde stations located within the polar cap were used
to evaluate the hmF2, peak density (NmF2), M(3000)F2 and
the bottomside thickness parameter B0 predicted by the IRI-
2007 model during the latest extended solar minimum from
2008 to 2010. In addition, data from the Resolute Advanced
Modular ISR were used to evaluate the IRI-predicted topside
thickness. They evaluated the IRI peak height and density,
and topside and bottomside thickness and found differences
which they attributed to errors in the modeling of the IRI
M(3000)F2 factor and poor representation of diurnal and sea-
sonal variability.

Although Lei et al. (2006), Oyeyemi et al. (2010) and The-
mens et al. (2014) have compared the IRI model with high-
latitude data, such comparisons have mainly been made at
midlatitudes. It is therefore highly relevant to evaluate the
IRI model for the high-latitude region, and in this study we
compare the IRI model with the ESR data from the polar cap
and cusp.

2 Data and methodology

The EISCAT Svalbard radar, located at 78.15◦ N, 16.02◦ E
(geographic coordinates) and 75.43◦ N, 110.68◦ E (geomag-
netic coordinates), is one of three incoherent scatter radar
systems operated by the EISCAT Scientific Association. In
addition to the ESR, an ultra-high-frequency system and a
very-high-frequency system are located near Tromsø, Nor-
way, with additional receiver systems in Kiruna, Sweden,
and Sodankylä, Finland. The radars are usually operated in
a campaign mode, and the data are therefore not continu-
ous. Typically, ESR operates around 1000–2000 h a year,
but as part of an IPY-ICESTAR project the ESR was oper-
ated nearly continuously from March 2007 to February 2008.
Data from ESR can be used to obtain information about pri-
mary plasma parameters: electron density, electron and ion
temperature, and line-of-sight plasma velocity (many other
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parameters can be derived from them) from an altitude of
about 50 and up to 1600 km. The complete data set therefore
provides a comprehensive overview of the ionosphere in the
polar cap and cusp during a range of different diurnal, sea-
sonal, geomagnetic and solar activity conditions.

To get access to the complete ESR data set, we have used
the Madrigal database, which is an archive of data from a
range of different upper atmosphere instruments. Nearly all
the experiments since the EISCAT radars were put into op-
eration are available through Madrigal. All ESR data used
in this study have been retrieved from the EISCAT Madrigal
database.

The Madrigal data have been collected from different ex-
periment modes with different time and altitude resolution
and altitude span. As the ESR measurements are not contin-
uous and have different time and altitude resolution, the data
have been integrated in 3 h daily intervals for 3-month sea-
sonal periods in each 20 km altitude bin as shown in Fig. 1.
The seasonal binning is based on the equinoxes and solstices.
This means that spring includes February, March and April,
summer includes May, June and July, autumn includes Au-
gust, September and October and winter is November, De-
cember and January (consecutive months). Erroneous data
that sometimes appear in Madrigal were filtered out of the
integration. The filtering excluded records with electron den-
sities lower than 108 m−3 and records with electron densities
higher than 1012 m−3. An exception was made for the up-
per electron density limit during solar maximum years 1999,
2000, 2001 and 2002. Due to the higher solar activity the fil-
tering during these years only excluded records with electron
densities higher than 1013 m−3.

The ESR results were compared with the IRI-2016 model.
ESR has two parabolic antennas: a 42 m diameter antenna
fixed in the field-aligned direction and a fully steerable an-
tenna with a diameter of 32 m. In order to make the compar-
ison between the IRI model with the ESR data as accurate as
possible , ESR data were only used if the elevation angle was
larger than 75◦. The IRI model is updated as new data be-
come available, and in this study the latest IRI-2016 model is
used. Standard options were used for the IRI model. An IRI
profile was generated for each unique time where an ESR
profile were used. The IRI profile covered altitudes between
200 and 500 km with a step size of 20 km. Each IRI profile
therefore had one value in each 20 km altitude bin. Since sea-
sonal averages were used for the ESR data, and not monthly
averages as produced by IRI, the IRI-produced electron den-
sities were also binned and averaged according to season and
3 h daily intervals.

To further investigate the observed difference in the elec-
tron densities from ESR measurements and IRI-produced
electron densities, the total electron content (TEC) and hmF2
parameters were also estimated. The TEC calculation was
done by integrating the electron density over each altitude
bin. ESR TEC was only calculated for seasons and daily time
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Figure 1. Altitude profiles of electron density (log10 Ne, m−3)
measured by ESR and integrated over 3 h in a day for 3 months
(spring, summer, autumn, winter). Panels correspond to the 3 h in-
tegration intervals.

intervals when there were data in each altitude bin to ensure
that ESR TEC and IRI TEC could be compared.

ESR hmF2 was estimated for each profile in a way sim-
ilar to Vickers et al. (2014). Cubic spline interpolation was
used to set a fixed distance of 10 km between each point in
the profile. The maximum electron density was then found
in each interpolated profile, and a second-degree polynomial
was fitted to five points in the peak area centered around the
maximum. The maximum of the fitted polynomial was then
used as an estimate of the hmF2. To ensure a sufficient num-
ber of interpolation points around the maximum, we searched
for hmF2 in the altitude range 180 to 500 km. Profiles from
which it was difficult to extract any clear maximum were
excluded. This filtering excluded ESR profiles in which the
maximum was found in the lowest or highest range gate and
profiles in which the electron density doubled between two
adjacent points (possible outliers). All the estimated hmF2s
were then categorized by season and 3 h time intervals, and
the average hmF2 in each bin was found.

3 Results and discussion

3.1 Comparison of the ratio ESR / IRI

Figure 2 shows a histogram of how all the ESR data com-
pare with the IRI model. This is the distribution of the en-
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Figure 2. Histogram showing the distribution of all the data without
binning. The x axis shows the ratio between ESR data and the IRI
model, the y axis the number of data points.

tire database without binning, but after the electron densi-
ties outside the range 108 to 1012 m−3 have been excluded. If
the IRI model had been a perfect fit to the ESR data, all the
data would have been located in the bar where the ratio is 1,
as indicated by the red line. From Fig. 2, it is apparent that
the model both overestimates and underestimates the elec-
tron density as measured by the radar; however, the model is
significantly biased towards an underestimation.

Figure 3 shows the ratio between the ESR-measured elec-
tron density and electron density produced by IRI in each bin.
As for Fig. 1, the eight top panels each represent a 3 h integra-
tion interval. The bottom panel displays the sunspot number,
which shows the solar cycle variation. The four columns in
each year represent the seasons in the order of spring, sum-
mer, autumn and winter.

During solar maximum (1999–2002), the red color in
Fig. 3 shows that the IRI model clearly underestimates the
electron density for altitudes below the F2 peak. The under-
estimation is visible in all seasons and at any time of the day,
but largest at nighttime and during winter. For example, dur-
ing winter in 2001 and 2002, the ratio of ESR to IRI elec-
tron density is 2.5 or above for all altitudes between 200 and
500 km in the time interval 18:00–21:00 UT. During summer,
in the same time interval, the agreement is much better be-
tween the IRI model and the ESR data. There is still some
underestimation, but this is mainly concentrated to below
260 km altitude, and the ratio of ESR to IRI electron density
is 2 or less. Also at higher altitudes, above the F2 peak, the
IRI model underestimates the electron density. However, the
ratio is less for this high-altitude underestimation and it usu-
ally covers a smaller altitude range than the underestimation
below the F2 peak.

As the solar activity declines towards solar minimum, the
situation changes. Compared to the solar maximum, there is

Figure 3. Altitude profiles of the ratio between ESR and IRI elec-
tron densities. The eight top panels correspond to the different 3 h
integration intervals. The last panel shows the 3-month averaged
sunspot number. The four columns for each year represent the sea-
sons in the order of spring, summer, autumn and winter.

better agreement between the IRI model and the ESR data
at the altitudes below and above the F2 peak area during
the years 2003–2004. However, the dark blue color in Fig. 3
shows that for these years the IRI model overestimates the
electron density in the area around the peak density.

During the extended solar minimum (2006–2010) the sit-
uation becomes more similar to the solar maximum years.
The IRI model fits the ESR data best in the area around the
peak height but underestimates the electron density below
∼ 260 km and above ∼ 440 km altitude. At altitudes above
∼ 440 the underestimation is slightly stronger during solar
minimum than during solar maximum. On the other hand,
below the peak height the altitude range where the model un-
derestimates the electron density is smaller than during solar
maximum, particularly at nighttime.

High electron density gives a larger signal-to-noise ratio
in the radar measurements. We therefore expect more out-
liers when the electron density is low. To ensure that the
larger number of outliers does not affect the results, the elec-
tron density distribution at different parts of the solar cycle
was examined. Based on this examination, the lower limit on
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Figure 4. Altitude profiles of the ratio between ESR and IRI elec-
tron densities for three different versions of the IRI model (IRI-
2001, IRI-2012 and IRI-2016) in 2001. The data have been binned
according to season, as indicated, and as daily 3 h averages. The
rows show how the IRI-2001, IRI-2012 and IRI-2016 models re-
produce the polar ionosphere during 2001 respectively.

electron density was set to 108 m−3 and the upper limit to
1013 m−3 during solar maximum and 1012 m−3 during other
parts of the solar cycle. Also, at higher altitudes the elec-
tron density is lower, increasing the risk of erroneous data
entering the analysis due to the lower signal-to-noise ratio.
Therefore, it was decided to only use EISCAT data from be-
low 500 km where the signal-to-noise ratio is in general suf-
ficient. An exception is winter data during solar minimum,
where data above 400 km can be unreliable. These data have
therefore been removed from Figs. 2–5.

3.1.1 Comparison with previous versions of the IRI
model

A new topside model, the NeQuick model (e.g., Radicella,
2009), has been used as the standard option by the IRI model
since IRI-2007. Coïsson et al. (2006) compared the NeQuick
and the IRI topside model with topside profiles from the
ISIS-2 satellite and found that the NeQuick topside model
provides a better representation of the topside ionosphere
than the IRI topside model. IRI-2012 also introduced a new
model for bottomside thickness, ABT-2009 (Altadill et al.,
2009), which has since been used as the standard option (Bil-
itza et al., 2014). As the IRI model offers several options to
choose from, including those used as standard options in the
previous versions of the IRI model, it is of interest to inves-
tigate whether another choice of options would give a bet-
ter agreement with the ESR electron density. Therefore, we
have chosen to also compare earlier versions of the IRI model
with the ESR electron density to check whether a different set
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Figure 5. Same as Fig. 4, but for 2008, in the extended solar mini-
mum, instead of 2001.

of standard options would give a better representation of the
electron density in the high-latitude ionosphere.

Figure 4 shows the ratio ESR electron density over IRI,
for the IRI-2001, IRI-2012 and IRI-2016 during 2001 (so-
lar maximum). Above ∼ 440 km the IRI-2001 model repre-
sents the polar cap ionosphere during spring and summer
slightly better than the IRI-2012 and IRI-2016 model. The
median ratio over the spring and summer plots for altitudes
440–500 km is ∼ 1.35 and ∼ 1.37 for the IRI-2012 and IRI-
2016 models, respectively, but only ∼ 0.97 for the IRI-2001
model. A different situation is seen during winter where IRI-
2012 and IRI-2016 clearly perform better than the IRI-2001
model. In general, the performance of the IRI-2012 and IRI-
2016 is similar, but some differences can be observed. For
example, both models underestimate the electron density be-
low 300 km, but the underestimation is stronger for the new
IRI-2016 model, particularly around the equinoxes where the
median ratios are ∼ 1.81 and ∼ 2.29 for the IRI-2012 and
IRI-2016 model, respectively.

Figure 5 is similar to Fig. 4 but compares the performance
during a year in the extended solar minimum (2008). Here,
all three versions of the IRI model show similar behavior.
However, in contrast to the situation during solar maximum,
the IRI-2016 model is slightly better at reproducing the iono-
sphere below 300 km during the extended solar minimum
than IRI-2012. Below 300 km the median ratio over all sea-
sons is ∼ 1.39 for IRI-2012 and ∼ 1.31 for IRI-2016. Also
the mean ratio over the plot for bins below 300 km confirms
that the underestimation is stronger for the IRI-2012 model
than for IRI-2016. The mean ratio is∼ 3.12 for IRI-2012 and
∼ 1.87 for IRI-2016.
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Figure 6. Total electron content from ESR (blue) and IRI model (red) given in TEC units (TECU). Each panel corresponds to a 3 h integration
bin, and each year contains four seasonal bins (spring, summer, autumn and winter).

Figure 7. The height of the F2 peak from ESR (blue) and IRI model (red). Each panel corresponds to a 3 h integration bin, and each year
contains four seasonal bins (spring, summer, autumn and winter). Error bars correspond to 1 standard deviation.

3.2 Comparison of the total electron content (TEC)

From the binned ESR data the TEC between 200 and 500 km
was also calculated and a comparison between ESR TEC and
IRI TEC is shown in Fig. 6, where TEC is given in TEC
units (1 TECU= 1016 electrons m−2). Figure 6 shows that
the TEC is best reproduced during the solar minimum and
that the IRI model underestimates the TEC during the solar

maximum. The IRI model reproduces TEC well during the
extended solar minimum but underestimates the TEC dur-
ing solar maximum. Although the general tendency is that
IRI-TEC underestimates the ESR-TEC, there are also exam-
ples of IRI overestimating the electron density. For example
in spring 1999, one can observe an overestimation of TEC in
Fig. 6, consistent with the overestimation of the electron den-
sity at altitudes around the peak height and above, as seen in
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Fig. 3. The underestimation observed during the solar maxi-
mum 2001–2002 is consistent with the results Themens and
Jayachandran (2016) found using Canadian GPS-TEC data
during the most recent solar maximum. They attributed this
underestimation to the topside thickness parameterization in
the IRI model.

3.3 Comparison of the height of the maximum density
in the F2 layer

Also the heights of the F2 layer peak (hmF2) as given from
the IRI model were compared with hmF2 calculated from
the ESR data. Both the estimated ESR hmF2s and the hmF2s
from the IRI model were binned according to season and time
of day, and the median in each bin was found. For the IRI
model, we obtained the hmF2 from all the times an ESR pro-
file was available. The results are seen in Fig. 7, where the
blue line represents the estimated ESR hmF2s and the red line
the IRI hmF2s. As shown, the general tendency seems to be
that the agreement is best during solar maximum, while the
IRI model overestimates the hmF2 during solar minimum.
The IRI model seems to reproduce the hmF2 measured by
the ESR best in the time intervals 03:00–12:00 UT. Figure 7
shows that the IRI hmF2 has greater seasonal variation than
the ESR hmF2, especially at nighttime.

4 Conclusions

Electron density from the IRI-2016 model has been com-
pared with data from the EISCAT Svalbard radar covering
more than one solar cycle. The results of this comparison
could be useful for users and developers of the IRI model,
since it is possible from our study to identify the time periods
and altitude ranges where the model might need improve-
ment. Also, an inclusion of the entire ESR data set might
contribute to improving the performance of the IRI model at
high latitudes. The most important results are summarized as
follows:

– The IRI model is found to be biased towards an un-
derestimation of the electron density in the polar cap
and cusp. This underestimation is most severe at night-
time and during solar maximum. A large discrepancy
between the IRI TEC and ESR TEC during the solar
maximum (1999–2002) is consistent with the findings
of Themens et al. (2014) from the latest solar maximum.

– Also previous versions of the IRI model have been com-
pared with the ESR electron density. Comparisons with
the IRI-2001 and the IRI-2012 model show that there
are no major differences in the performance of the IRI-
2016 model and of previous versions. There are, how-
ever, some small differences. Most noticeably, the IRI-
2012 and IRI-2016 model reproduce the electron den-
sity during winter 2001 significantly better than the

IRI-2001 model. During solar minimum, the IRI-2016
model seems to be slightly improved for altitudes be-
low the hmF2 compared with the IRI-2012 model.

– An overestimation of the hmF2 occurs both during so-
lar minimum and solar maximum, but it seems to be
slightly stronger during nighttime than during daytime.
At nighttime the IRI model hmF2 has clear seasonal
variations, while the hmF2 observed with the ESR radar
has very little seasonal variation.

– Finally, the comparison shows that the IRI model per-
forms best at altitudes close to the hmF2. At these
altitudes (around 350 km during solar maximum and
260 km solar minimum), the IRI model reproduces the
electron density more accurately than at higher or lower
altitudes.

Data availability

The EISCAT Svalbard radar data were retrieved from the
Madrigal database (CEDAR Archival Madrigal Database,
2016) and are freely available from http://madrigal.haystack.
mit.edu. Fortran code for the various versions of the IRI
model (International Reference Ionosphere, 2016) used can
all be downloaded from http://irimodel.org.
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Note on paper I
Recently, I found an error in the code I used to obtain the IRI data and produce the
plots using IRI data. This would affect figures 2-7 in paper I, but the difference
between the original figures and the corrected figures is small, and does not
affect the results, discussion or conclusions in the original paper. The corrected
figures are provided in this section for completeness. Only in the plot showing the
comparison between IRI-2001 and the EISCAT data during winter in the solar
maximum, shown in figure 4 of the paper, we see a clear difference from the
corrected version of the plot shown in figure 8.3. For the ratios given in chapter
3.1.1. of the paper, the updated values are as follows: The median ratio over the
spring and summer plots for altitudes 440-500 km in figure 8.3 is 0.98, 1.42 and
1.39 for the IRI-2001, IRI-2012 and IRI-2016 model, respectively. During the
equinoxes, the median ratio below 300 km is 1.37 for the IRI-2012 model and 2.13
for the IRI-2016 model. In figure 8.4, the median ratio below 300 km altitude for
all seasons is 1.37 for the IRI-2012 model and 1.34 for the IRI-2016 model. The
mean ratio below 300 km altitude is 3.40 and 2.01 for the IRI-2012 and IRI-2016
model, respectively.
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Figure 8.1: Histogram showing the distribution of all the data without binning. The x-axis show the
ratio between ESR data and the IRI model, the y-axis the number of data points.
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Figure 8.3: Altitude profiles of the ratio between ESR and IRI electron densities for three different
versions of the IRI model (IRI-2001, IRI-2012 and IRI-2016) in 2001. The data have been binned
according to season, as indicated, and as daily three hour averages. The rows show how the IRI-2001,
IRI-2012 and IRI-2016 models reproduce the polar ionosphere during 2001 respectively.
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Figure 8.4: Same as Fig. 8.3, but for 2008, in the extended solar minimum, instead of 2001.
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A B S T R A C T

As the EISCAT UHF radar system in Northern Scandinavia started its operations in the early 1980s, the collected
data cover about three solar cycles. These long time-series provide us the opportunity to study long-term varia-
tions and trends of ionospheric parameters in the high latitude region.

In the present study we have used the EISCAT Tromsø UHF data to investigate variations of the Hall con-
ductivity and ion temperatures in the E-region around noon. Both the ion temperature and the peak altitude of the
Hall conductivity are confirmed to depend strongly on solar zenith angle. However, the dependence on solar
activity seems to be weak.

In order to search for trends in these parameters, the ion temperature and peak altitude of the Hall conductivity
data were adjusted for their seasonal and solar cycle dependence. A very weak descent (~0.2 km/ decade) was
seen in the peak altitude of the Hall conductivity. The ion temperature at 110 km shows a cooling trend (~10 K/
decade). However, other parameters than solar zenith angle and solar activity seem to affect the ion temperature
at this altitude, and a better understanding of these parameters is necessary to derive a conclusive trend.

In this paper, we discuss what may cause the characteristics of the variations in the electric conductivities and
ion temperatures in the high latitude region.

1. Introduction

At high latitudes, the magnetic field lines are nearly vertical and
couple the polar ionosphere to the outer magnetosphere. Field-aligned
currents play an important role in this coupling as they transfer energy
and momentum between the magnetosphere and the polar ionosphere.
These currents are mainly closed by Pedersen currents in the ionosphere,
and energy is dissipated as Joule heating. This effect is strongest in the
ionospheric E-region (90–150 km) where the conductivities are highest.

The conductivity is determined by the plasma density, geomagnetic
field and the collision frequencies. In the E-region the electrons are
governed by the E� B drift, while the ions are controlled by collisions
with neutrals. As a result, this is the region where the velocity difference
between the ions and the electrons are largest, and the currents therefore
largest. The Hall and Pedersen conductivities both have their peak
heights in this region. The Hall conductivity (perpendicular to both the
electric and the magnetic field) peaks at about 110 km, whereas the
Pedersen conductivity (parallel to the electric field) peaks at approxi-
mately 120 km altitude. At polar latitudes, these conductivities can be

significantly enhanced due to energetic particle precipitation which af-
fects the electron density and temperature.

Although solar UV and X-ray radiation are the main heating sources,
Joule heating and energetic particle precipitation can also cause signif-
icant heating in the polar ionosphere. In addition, gravity wave activity
can affect the upper atmospheric temperature, and below the turbopause
turbulent energy dissipation heats the upper atmosphere, in particular
during summer. Heat loss mainly occurs due to infrared radiation by
climate gases such as carbon dioxide (CO2) andmethane (CH4). Increased
concentrations of climate gases due to anthropogenic emissions will
therefore lead to a cooling of the upper atmosphere. This is expected to
lead to changes also in the ionosphere (Roble and Dickinson, 1989).

In this study the characteristics of the polar E-region ion temperature
and Hall conductivity are investigated using more than 30 years of data
from the EISCAT Tromsø radar. The height profile of the Pedersen con-
ductivity strongly depends on the modeled values (MSIS neutral densities
and IGRF geomagnetic field), so we focused on investigation of the Hall
conductivity in this study. Previous studies have also derived conduc-
tivity data from EISCAT radars. These studies have mostly investigated

* Corresponding author.
E-mail address: lindis.m.bjoland@uit.no (L.M. Bjoland).

Contents lists available at ScienceDirect

Journal of Atmospheric and Solar-Terrestrial Physics

journal homepage: www.elsevier.com/locate/ jastp

https://doi.org/10.1016/j.jastp.2017.02.007
Received 15 December 2016; Received in revised form 14 February 2017; Accepted 17 February 2017
Available online 20 February 2017
1364-6826/© 2017 Elsevier Ltd. All rights reserved.

Journal of Atmospheric and Solar-Terrestrial Physics 163 (2017) 85–90



the height-integrated conductivity and its dependence on various pa-
rameters such as solar flux, geomagnetic activity and solar zenith angle
(e.g. (Moen and Brekke, 1993; Sugino et al., 2002; Ieda et al., 2014)). In
the present study we focus on the peak height of the Hall conductivity
and the ion temperature at 110 km altitude.

A cooling of the F region ionosphere has previously been found using
EISCAT data (Ogawa et al., 2014). Similar observations of F region
ionospheric cooling are also reported from studies of incoherent scatter
radar (ISR) data from other latitudes (e.g. (Zhang et al., 2016)). Ion-
osondemeasurements show decreasing trends in the F region peak height
and critical frequency, consistent with a cooling of the upper atmosphere
due to the greenhouse effect (Mielich and Bremer, 2013). In the high
latitude E-region, there are no results from ISR measurements because of
the lack of a systematic dataset. However, ionosonde studies indicate that
there are trends in the peak height and critical frequency. For example,
Hall et al. (2011) found a decrease of the E-region height of �1 km/de-
cade using 63 years of data from the Tromsø ionosonde. A decreasing
trend can therefore be expected in the peak height of the Hall
conductivity.

Previous studies of long-term trends in the temperature have found
that the trend is altitude-dependent. Studies have shown a cooling in the
mesosphere (e.g. (Golitsyn et al., 1996)) and no trend (e.g. (Beig, 2003))
or a cooling trend (e.g. (Holmen et al., 2016)) in the mesopause. From
higher altitudes, there are not much available neutral temperature data
(La�stovi�cka et al., 2012). There are, however, also previous studies
investigating trends in the ion temperature. Below 300 km the ion tem-
perature can be used as a proxy for the neutral temperature, as they are
very similar at these altitudes. Results from midlatitude incoherent
scatter radars show that there is a cooling between 200 km and 550 km
and a heating below 200 km altitude at Millstone Hill (Zhang et al.,
2011). Donaldson et al. (2010) measured heating between ~ 110 km and
170 km using ISR measurements from Saint Santin. However, when
correcting the temperature profile for subsidence of overlaying warmer
atmosphere, Donaldson et al. (2010) found that a cooling exists for all
altitudes below 500 km. At high latitudes, Ogawa et al. (2014) reported a
cooling of the ion temperature between 200 and 380 km altitude and no
trend or warming between 400 km and 470 km altitude. In the present
study we investigate if it is possible to detect any trends in the E-region
peak height and ion temperature.

2. Method

The EISCAT Tromsø radar is located at geographic coordinates
69.58�N and 19.23�E, and has been operational since the beginning of
the 1980s. From the radar data, it is possible to obtain information about
primary plasma parameters such as; electron density, ion and electron
temperatures and line-of-sight ion velocity. These parameters are deter-
mined by fitting a theoretical autocorrelation function derived from
plasma theory to the measured autocorrelation function. Only the raw
electron density is obtained directly from the backscattered power pro-
file. In the present study we have derived the Hall conductivity from the
EISCAT electron density data.

Raw data in the form of an autocorrelation function from the EISCAT
Tromsø radar between 1981 and 2015 were analyzed using a 1-h inte-
gration interval. The whole data set was analyzed using the Grand Uni-
fied Incoherent Scatter Design and Analysis Package (GUISDAP) software
(Lehtinen and Huuskonen, 1996). Only measurements from around noon
(start time of integration 10–11 UT) and when the elevation angle of the
radar was larger than 70� have been used. Data from experiments during
which the EISCAT heating facility were used have been removed from the
data set.

Electron density measured by EISCAT was used to calculate the E-
region conductivity. Due to systematical offsets that sometimes occur in
the EISCAT electron density, the data need to be calibrated. To calibrate
the EISCAT electron density profiles, the F2 peak density (NmF2) was
found for each EISCAT profile and used to calculate the F2 plasma

frequency (foF2). Ratios between EISCAT foF2 and foF2 measured by the
Tromsø ionosonde and dynasonde were calculated, and these ratios were
used to calibrate the electron density and conductivity profiles. As the
peak height of the conductivity does not change when the profile is
calibrated, uncalibrated data were also used for the investigation of the
peak height. This allows the use of a larger data set, since available
ionosonde/dynasonde data are required to do a calibration. Erroneous
electron density/ conductivity profiles that sometimes occur were
removed from the data set. Profiles from times with solar zenith angles
larger than 85� were mostly erroneous, and the peak altitudes were
scattered over a large altitude range. Data with solar zenith angles larger
than 85� were therefore not included in the analysis of the conductivity.

In addition, data with range resolution larger than 10 km were
removed from the data set. For the remaining data, the average range
resolution was 8.3 km before 1984. After 1984 the average range reso-
lution for the data used was 2.7 km. Both fitted and power profile data
were used for the study of conductivities. The gate separation was
frequently smaller for power profile data than for the fitted data, and
sometimes power profile data are also available from lower altitudes. In
these cases, power profile data were usually used instead of the fitted
data. However, for the study of ion temperatures only fitted data have
been used.

The following equation was used to calculate the Hall conductivity:

σH ¼ nee
B

�
k2e

1þ k2e
� k2i
1þ k2i

�
(1)

where ne is the electron density from the EISCAT measurements, e is the
electron charge, B is the magnetic field strength calculated by using the
IGRF model and ki and ke are the ion and electron mobility coefficients
defined by ki ¼ Ωi=νin and ke ¼ Ωe=νen. νin and νen are the ion-neutral and
the electron-neutral collision frequencies, and the gyrofrequencies are
given by Ωi ¼ eB=mi and Ωe ¼ eB=me. Neutral density and electron
temperature are needed to calculate the collision frequencies, and esti-
mates for these parameters were found with the MSIS model. The F10.7
and ap indices were used as input for the MSIS model. At E-region alti-
tudes ion and neutral temperatures are comparable, and the MSIS neutral
temperature was therefore used as an estimate for the ion temperature
when calculating the collision frequencies.

3. Results

3.1. Hall conductivity

Fig. 1 provides an overview of the Hall conductivity in the E-region
during the entire period since the EISCAT UHF radar started its opera-
tions in the beginning of the 1980s. Each column corresponds to two-
month averages, and the black cross in each column indicates the peak
height where the Hall conductivity maximises. The peak height is seen to
be near to 110 km altitude, although it shows large variations. This is in
contrast to the Pedersen conductivity (not shown), which has a much
more constant peak height around 120 km.

Fig. 2 shows average profiles of Hall conductivity (left) and electron
density (right) for winter and summer. Here summer is defined as the
time period for which 45� < solar zenith angle (SZA)<55� and winter as
the time period for which 75� < SZA<85�. The length of the error bars
equals one standard deviation. Both the Hall conductivity profile and the
electron density profile have strong seasonal variations. The absolute
values of the Hall conductivity and electron density are higher during
summer than during winter as expected. During summer the E region
Hall conductivity and electron density are about twice as large as during
winter. Also the shape of the profile varies with season. The Hall con-
ductivity profile has a broader peak area in summer, and the peak height
is about 5 km lower than during winter.

Hall conductivity at 110 km altitude vs SZA is shown in Fig. 3 for
three different levels of solar activity, F10:7<100 solar flux units (sfu),
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100 sfu< F10:7<130 sfu and F10:7>130 sfu. Fitted regression lines for
each level of solar activity are also shown in Fig. 3. The regression lines
are given by:

σH ¼ 5:5 � 10�4 � 4:9 � 10�6 � SZA ðfor F10:7< 100Þ (2)

σH ¼ 6:8 � 10�4 � 6:3 � 10�6 � SZA ðfor 100< F10:7< 130Þ (3)

σH ¼ 8:1 � 10�4 � 7:7 � 10�6 � SZA ðfor 130< F10:7Þ (4)

These equations show that, at this altitude, the Hall conductivity is
decreasing as the solar zenith angle increases, and that there is a clear
dependence on the level of solar activity. The variations caused by the
dependence of solar zenith angle are approximately 2 � 10�4 S=m and
variations due to solar activity are found to be approximately
8 � 10�5 S=m. When the solar activity is high, the conductivity close to
the peak height is also high. In addition, the higher the level of solar

activity the more rapidly the Hall conductivity will decrease with an
increase in solar zenith angle. On the other hand, the solar activity
dependence of the Hall conductivity peak height is very weak. Solar
zenith angle (season) seems to be the most important factor for deter-
mining the peak height. As the solar zenith angle decreases, the peak
height will also decrease.

The upper panel of Fig. 4 shows the measured peak heights vs solar
zenith angle. A line was fitted to the data to find a relation between the
solar zenith angle and Hall peak height and this line is also shown in the
figure. The following equation was obtained from the fit:

h0 ¼ 0:163 � SZAþ 98:247 (5)

Here h0 is the estimated peak height of the Hall conductivity as a function
of SZA. Variations of the peak height due to solar zenith angle are found
to be approximately 6 km. Variations caused by solar activity (F10.7) are
shown in Fig. 5. These variations were found to be weak, approximately
0.1 km, and the F10.7 dependency is therefore not included in (5).

Fig. 1. Hall conductivity in the E-region between 90 and 150 km altitude vs time. Each
column represents a two-month average. Black crosses indicate the peak height of the
conductivity.

Fig. 2. Average profiles of Hall conductivity (left) and electron density (right) in the E-region between 90 and 150 km altitude for winter (solid line) and summer (dashed line). Winter
refers to days with solar zenith angles between 75� and 85� and summer to days with solar zenith angles between 45� and 55�. The length of the error bars is equal to one stan-
dard deviation.

Fig. 3. Hall conductivity at 110 km vs solar zenith angle for three different levels of the
F10.7 index.
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The estimated peak height was subtracted from the measured peak
height in order to obtain a delta peak height independent of solar zenith
angle. Fig. 4 shows the 4-year average of the measured peak height
(middle panel) and the delta peak height (lower panel) vs time. Error bars
correspond to one standard deviation. Only data with Kp-index lower
than 3 are included in the figure, in order to reduce the effect of
geomagnetic activity. A very weak descent of the peak height is observed
in the lower panel. The size of this descent is �0.18±0.20 km/decade,
where 0.20 is the 95% confidence interval. This trend is, however, within
the standard deviations of the averaged peak heights.

3.2. Ion temperature

In addition to the conductivity, the ion temperature at 110 km alti-
tude was investigated. Fig. 6 shows the dependence of the ion tempera-
ture on solar zenith angle and solar activity. In the upper panel ion
temperature is plotted vs solar zenith angle. The F10.7 index is used as an
indicator of solar activity, and the lower panel of the figure shows ion
temperature vs F10.7 It is evident that the ion temperature depends

strongly on solar zenith angle, and that the dependence on solar zenith
angle is much stronger than the dependence on solar activity at this
altitude. For low solar zenith angles (summer), ion temperature is usually
between 250 and 350 K. For higher solar zenith angles (winter) the ion
temperature is usually between 200 and 300 K.

Ion temperature at 110 km altitude are shown in Fig. 7. The F10.7
index was used as a proxy for solar activity, and the following equation
was used to adjust for the solar zenith angle and solar activity:

Tisol;F10:7 ¼ Aþ B � SZAþ C � F10:7þ D � F10:72 (6)

In this equation Tisol;F10:7 is the estimated ion temperature as a function of
SZA and the F10.7 index. A quadratic term of F10.7 is included in the
equation to take into account the saturation of ion temperature at high
levels of F10.7 found in previous studies (e.g. (Holt and Zhang, 2008)).
The constants A, B, C and D were found to be 340.68, �1.43, 0.32 and
�0.0009, respectively. From these results, it is estimated that a change
between high (~85�) and low ð� 45�Þ solar zenith angles causes a

Fig. 4. Upper panel: Hall conductivity peak height vs solar zenith angle. Middle panel: 4-
year averages of Hall conductivity peak height vs time. Lower panel: 4-year averages of the
Hall conductivity peak height vs time. The peak height has been adjusted for solar zenith
angle. Error bars correspond to one standard deviation.

Fig. 5. Hall conductivity peak height vs solar activity (F10.7). The figure illustrates that
variations caused by solar activity are weak.

Fig. 6. Upper panel: Ion temperature at 110 km vs solar zenith angle. Lower panel: Ion
temperature at 110 km vs the F10.7 index.

Fig. 7. Upper panel: Scatter plot of ion temperature at 110 km vs time. The black line is
the fitted variation due to solar radiation (SZA) and solar activity (F10.7). Lower panel:
Yearly averages of ion temperature at 110 km, adjusted for solar zenith angle, vs time. The
length of the error bars correspond to one standard deviation. A black line is fitted to the
data and indicates the observed trend.
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variation in ion temperature of approximately 60 K. Likewise, the level of
solar activity can cause variations in ion temperature of approxi-
mately 10 K.

A scatter plot of the ion temperatures vs time is shown together with
the estimated Tisol;F10:7 variation in the upper panel of Fig. 7. In the lower
panel of the figure, the estimated Tisol;F10:7 is subtracted from the
measured Ti and the residual ΔTi is plotted as annual averages vs time.
Error bars correspond to one standard deviation, and the median size of
the standard deviations are about 26 K. The fitted trend line indicate a
decreasing trend of �1.00±0.59 K/year in the time period 1984–2015.
However, it is possible that this result is influenced by the choice of Eq.
(6) to estimate the ion temperature. A further discussion of this issue is
found in chapter 4.2.

4. Discussion

4.1. Conductivity

From Eq. (1), it is seen that the Hall conductivity depends on the
electron density, magnetic field strength and the mobility coefficients.
The shape of the conductivity profile and location of the peak height are
therefore determined by the electron density profile and the mobility
coefficients. Fig. 2 shows that the electron density decrease sharply
below ~110 km during winter. In summer this decrease of electron
density starts at a lower altitude. This difference between the shapes of
the summer and winter electron density profiles results in a broader peak
area in the Hall conductivity and a lower peak height during summer.

The expected trend in the peak height of the electron density in the E-
region (hmE) is low. Rishbeth (1990) estimated that a doubling of the
concentrations of CO2 and CH4 in the mesosphere would cause the hmE
to decrease by only 2.5 km. Data from the Tromsø ionosonde shows a
decrease in hmE of 1.5 km/decade after 1968 (Hall et al., 2011). A
decreasing trend is therefore expected to occur also in the conductivity
peak height since the Hall conductivity peak height depends on the shape
of the electron density profile. If the trend in the peak height of the
conductivity is similar to the trend observed in hmE by Hall et al. (2011),
the peak height would decrease by 4–5 km over the more than 30 year
long data series of EISCAT data. However, no conclusive trend was
observed in the peak height of the Hall conductivity. The observed
descent of about ~0.6 km/30 years, is significantly lower than the trend
observed by Hall et al. (2011). They also showed that the trend was
different for the time periods 1948–2011 and 1968–2011 with
�1 km/decade and �1.5 km/decade, respectively. Investigations show
that using the same ionosonde data, the trend becomes smaller for the
time period 1984–2015 (updated information after Hall et al. (2011)).
This time period is closer to the time period of the EISCAT data, and it is
therefore clear that the different time ranges used in our study and the
study of Hall et al. (2011) can explain at least part of the discrepancies
between our results.

Long term changes in the Earth’s magnetic field will contribute to
changes in the absolute value of the conductivity and could also affect the
peak height. The IGRF model shows an increase in the magnetic field at
Tromsø of about 600 nT (~1% of the total magnetic field) during the last
30 years. As the IGRF magnetic field was used to calculate the Hall
conductivity, the effect of this increase on the long-term changes in Hall
conductivity peak height was investigated. The change in the peak height
due to the magnetic field change was found to be less than 0.01 km.

To reduce the effect of geomagnetic activity, data are only used when
the Kp-index is lower than 3. To check if this limit sufficiently reduced
the effect of geomagnetic activity, we also checked the results using only
data with Kp-index lower than 2, and using all data regardless of Kp-
index. Only small differences were found between the three options.
When using all data regardless of Kp index, the trend in the peak height
was�0.016±0.027 km/year, and when using only data with Kp less than
2 the trend was found to be �0.012±0.016 km/year. At daytime Tromsø

is located in the subauroral zone. Only data from around noon have been
used, and the effect of particle precipitation should therefore be low.

From these results it is clear that if there is a trend in the peak height
of the Hall conductivity this trend is very weak, and it is therefore not
possible to make a significant detection of it with the current EISCAT data
set. A possible descent could perhaps be caused by a descent in the
mobility coefficients.

4.2. Temperature

In the upper panel of Fig. 7, the original ion temperature samples are
plotted together with the fitted results from Eq. (6). Several differences
between the fitted result and the original samples can be seen, and the
correlation coefficient between the fitted and the original results is only
approximately 0.6. This suggests that also other parameters than solar
zenith angle and solar activity might affect the variation in ion temper-
ature. The effect of neutral wind and wave activity (e.g., tides and
planetary waves) could possibly explain part of the difference between
the fitted results and the original samples. Wave activity would lead to
changes in the neutral temperature, and via collisions the ion tempera-
ture will approach the neutral temperature when the electric field is
small. Hall et al. (2016) found a positive trend in the Tromsø summer
turbopause. This trend indicates that heating is increasing in the lower
E-region. As turbulence is partly attributable to gravity wave breaking,
the trend found in the turbopause suggests that there might be a trend in
the gravity wave activity. Hall et al. (2016) also estimated that during the
time period 1999–2015 the trend in neutral temperature at 90 km alti-
tude was 0:8±2:9 K=decade for summer and 8:1±2:5 K=decade
for winter.

A better understanding of how wave activity, neutral wind and other
parameters affect the ion temperature would likely lead to a modification
of Eq. (6). In the present study, Eq. (6) was used to estimate that the ion
temperature at 110 km altitude is sinking by �1.00±0.59 K/year. At this
altitude the electron and ion temperature are close and as expected a
similar trend was also found for the electron temperature (not shown).
However, since the trend in ion temperature was calculated after sub-
tracting Eq. (6) from the measured data, a modification of this equation
could possibly affect the observed trend. An improved understanding of
the ion temperature variations seen in the upper panel of Fig. 7 is
therefore necessary to derive a conclusive trend.

The ion and electron temperatures are derived from incoherent
scatter spectrum fitting and a modeled ion-neutral collision frequency is
used (e.g. (Lehtinen and Huuskonen, 1996)). MSIS neutral density is used
for the modeled ion-neutral collision frequency and will therefore affect
the results. Maeda et al. (2005) estimated that the ion temperature
measured by the EISCAT UHF radar at 108–110 km altitude changes
from 284 to 278 K when the collision frequency changes from 100% to
150%. The difference of 6 K is, however, small compared to the standard
deviations in the lower part of Fig. 7.

Seasonal variations were found to have a significantly larger effect on
the E-region ion temperature than the effect of solar activity. In contrast,
solar activity plays the dominant role for variations of the ion tempera-
ture at F-region altitudes (Ogawa et al., 2014). In the F-region variations
of ion temperature due to solar activity are approximately 400 K, while
seasonal variations are approximately 200 K. The difference is because
absorption of highly energetic solar radiation effectively works above
120 km altitude.

5. Summary

More than 30 years of data from the EISCAT Tromsø radar have been
used to investigate the characteristics and trends of the E-region ion
temperature and the peak height of the Hall conductivity. Variations
depending on solar activity and solar zenith angle were determined, and
these dependencies were subtracted from the data to search for long-term
variations. Results from this study are summarized as follows:
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� Seasonal variations of the Hall conductivity and its peak height are
strong. The Hall conductivity at 110 km altitude was found to have
seasonal variations of approximately 2 � 10�4 S=m, and the peak
height have seasonal variations of approximately 6 km. Solar activity
is also confirmed to affect the absolute value of the Hall conductivity.
These variations are � 8 � 10�5 S=m at 110 km altitude. On the other
hand, the solar activity dependence of the peak height is weak. Var-
iations in the peak height due to solar activity are only about 0.1 km.

� It is confirmed that also the ion temperature at 110 km altitude has
clear seasonal variations of ~60 K. Variations due to solar activity are
approximately 10 K, considerably lower than at higher altitudes
where the solar activity dependence is usually stronger than the
seasonal dependence.

� No significant long-term trend was found in the peak height of the
Hall conductivity. A very weak descent of the peak height is seen
(�0.18±0.20 km/decade), but this descent is within the error bars of
the averaged peak heights (see Fig. 4).

� A cooling trend of �1.00±0.59 K/year at 110 km altitude was found
in this study, although our attempt to estimate the ion temperature by
using solar activity and solar zenith angle suggests that also other
parameters might contribute significantly to the variations observed
at 110 km altitude. A conclusive trend can be derived from the ion
temperature if better understanding of the causes of ion temperature
variations is achieved. Most previous studies report no significant
cooling at this altitude (e.g. (Donaldson et al., 2010; Qian et al.,
2011)).
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Abstract13

Ionospheric parameters are known to vary strongly during different conditions such as sea-14

son, time of day, solar and geomagnetic activity. Data from the EISCAT radar systems15

in both Northern Scandinavia and Svalbard now cover several decades, and it is therefore16

suitable for studying variations of parameters in the high latitude ionosphere. In this work,17

the focus has been to investigate depletion regions at high-latitudes by presenting the main18

characteristics of the EISCAT electron density and ion temperature. Measurements by the19

EISCAT Svalbard Radar (ESR) indicates that such a depletion region is located in the po-20

lar cap early morning sector. This depletion region is co-located with an increase in ion21

temperature suggesting that ion frictional heating is important for its formation. As geo-22

magnetic activity increases, the depletion region expands. This is likely due to the expan-23

sion of the polar cap and enhanced ion frictional heating during high geomagnetic activ-24

ity. Comparisons with the International Reference Ionosphere (IRI) model indicate that25

the early morning depletion region is not included in the model. Also, the diurnal varia-26

tions of the ion temperature, both in the polar cap and the auroral zone, are significantly27

stronger than predicted by the IRI model.28

1 Introduction29

The high-latitude F region ionosphere is a highly dynamic system where many dif-30

ferent types of plasma density structures can form. Among these structures are regions31

where there is a depletion in the plasma density. In the present paper the term "depletion32

region" is used to describe large scale areas where the electron density is clearly less than33

in the surrounding areas. At high-latitudes, such depletion regions exist in several shapes34

and sizes and they can be caused by different types of formation mechanisms. The pur-35

pose of this study is to investigate the geomagnetic activity dependence of high-latitude36

electron density depletion regions in the F region.37

Ionospheric troughs, polar holes and auroral cavities are examples of plasma deple-38

tion phenomena occurring in the high latitude F-region. Auroral cavities have a narrow,39

field-aligned shape and are located on the nightside, poleward of the auroral oval. Typi-40

cally, the width of the cavities is less than 100 km and the density is 20-70% less than the41

surrounding background plasma [Doe et al., 1993]. The formation of auroral cavities is42

connected to downward field aligned currents [e.g. Doe et al., 1993; Aikio et al., 2004].43

Polar holes are large-scale depletion regions, and were first observed by Brinton et al.44
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[1978] in satellite data from the southern hemisphere. They can be found on the night-45

side between 70◦ and 80◦ latitude, co-located with the auroral cavities [e.g. Benson and46

Grebowsky, 2001]. During quiet geomagnetic conditions, polar holes form as a result of47

slow anti-sunward convection across the dark polar cap [Brinton et al., 1978; Sojka et al.,48

1981].49

High-latitude troughs are located in the auroral zone and polar cap ionosphere. Their50

formation is mostly connected to frictional heating [Rodger et al., 1992]. High ion temper-51

atures lead to changes in the recombination rates and, as a consequence, an increase in52

the dissociative recombination process [e.g. Schunk et al., 1976; Rodger et al., 1992]. In53

addition, frictional heating also cause upflow of neutral nitrogen and oxygen into the F re-54

gion. The enhanced concentrations of oxygen and nitrogen also contribute to an increased55

recombination [e.g. Williams and Jain, 1986; Winser et al., 1986].56

Troughs can also be formed in stagnation regions occurring in the convection pat-57

tern. If these stagnation regions are located in darkness, the plasma will be depleted due58

to recombination over a prolonged time period. At high latitudes, plasma usually follow59

a two-cell convection pattern with antisunward flow over the polar cap and return flow60

in the auroral zone [Cowley, 2000]. In the dusk sector the westward return flow is coun-61

teracted by corotation and a region with stagnated plasma convection is formed. As the62

plasma will stay in the stagnation region for a long time, troughs can form due to recom-63

bination at the nightside [e.g. Knudsen, 1974; Spiro et al., 1978]. This formation mech-64

anism is considered to be the most common for the nighttime mid-latitude trough [e.g.65

Rodger et al., 1992; Nilsson et al., 2005]. When the interplanetary magnetic field (IMF)66

is northward, and the IMF Bz component is larger than the IMF By component, a 3- or67

4-cell structure will form instead of the 2-cell convection pattern [e.g. Förster et al., 2008].68

During winter, the additional convection cells will usually be located in darkness, and de-69

pletion regions, in this case called polar holes, will therefore form in these cells [Sojka70

and Schunk, 1987].71

Since its discovery in the 1960s [Muldrew, 1965], several aspects of the mid-latitude72

trough has been investigated [Moffett and Quegan, 1983]. Mid-latitude troughs can be ob-73

served in any season and at both daytime and nighttime [e.g. Voiculescu et al., 2006; Lee74

et al., 2011]. It is usually located at highest latitudes around magnetic local noon, and75

moves to lower latitudes in the afternoon/evening. It reaches its lowest latitudinal position76
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around 2 magnetic local time (MLT), before it moves back towards higher latitudes [e.g.77

Werner and Prölss, 1997; Voiculescu et al., 2006]. The location of the mid-latitude trough78

also strongly depends on geomagnetic activity, with the trough moving towards lower79

latitudes with increasing geomagnetic activity [e.g. Köhnlein and Raitt, 1977]. Ishida80

et al. [2014] investigated the solar activity dependence of the trough. During summer and81

equinox, they found that the depth of the trough increased with the F10.7 index. Further-82

more, they found that during winter and equinox the occurrence rate of the trough is also83

affected by the level of solar activity.84

Compared to the mid-latitude trough, less is known about troughs at higher latitudes.85

Some important investigations of high-latitude troughs do, however, exist, and early studies86

of high-latitude troughs were reviewed by Rodger et al. [1992]. In more recent years, Ma87

et al. [2000] investigated a case where a trough occurred close to the polar cap boundary88

during the recovery of a geomagnetic storm. Zou et al. [2013] studied the electrodynamics89

of an observed high-latitude trough, and Voiculescu et al. [2016] used the EISCAT radars90

to investigate the formation mechanism of the high-latitude post-midnight trough in sum-91

mer.92

In addition to regions of plasma depletion, there exist regions of plasma enhance-93

ment. Polar cap patches are an example of such regions of enhanced plasma density. They94

usually have a size between 100 and 1000 km, and are transported across the polar cap95

following the convection pattern [e.g. Buchau et al., 1983; Carlson et al., 2002; Oksavik96

et al., 2006]. The region between patches may therefore be confused as a depletion region,97

whereas it in reality is the normal background ionosphere between two enhancements.98

In the present study we aim to further expand the knowledge of high- latitude de-99

pletion regions. The long-term data base from the EISCAT radars in both Tromsø (geo-100

graphic coordinates: 69.58◦ N, 19.23◦ E, geomagnetic coordinates: 66.73◦ N, 102.18◦)101

and Longyearbyen (geographic coordinates: 78.15◦ N, 16.02◦ E, geomagnetic coordinates:102

75.43◦ N, 110.68◦ E) were used to study high-latitude depletion regions in the polar cap103

and auroral zone ionosphere. The main part of our study focuses on investigating the sea-104

sonal variations and geomagnetic activity dependence of high-latitude depletion regions,105

and conducting a comparison between the polar cap and auroral zone ionosphere. In addi-106

tion, we compare the results with the International Reference Ionosphere (IRI) 2016 model107

[Bilitza et al., 2017].108
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2 Data and Method109

The EISCAT Scientific Association operates three incoherent scatter radars in north-110

ern Scandinavia. Two of these radars, the UHF (930 MHz) and the VHF (224 MHz) sys-111

tem, are located near Tromsø, Norway and have been operational since the beginning of112

the 1980s. The EISCAT Svalbard radar (ESR), with a transmission frequency of 500113

MHz, is located near Longyearbyen, Svalbard and started its operations in 1996. The114

radars provide range profiles of several primary plasma parameters. In this study we have115

investigated the electron density and ion temperature at F region altitudes between 200116

and 500 km, using all available data from the radars started to operate until 2016.117

An assumed ion mass is necessary to derive the ion temperature from the ion acous-118

tic lines measured by incoherent scatter radars. In the transition region where the ion119

composition changes from molecular to atomic ions, the ion mass is highly variable and120

thus difficult to estimate accurately [e.g. Blelly et al., 2010]. Ion temperature estimates121

from between 150 and 250 km altitude are therefore less precise, and as a consequence,122

ion temperature data were only used for altitudes above 250 km in this study. We use the123

accumulated EISCAT database from 1981, for the Tromsø UHF radar, and from 1996124

for the ESR until 2016. The data were analysed using 5-minute integration intervals in125

the Grand Unified Incoherent Scatter Design and Analysis Package (GUISDAP) software126

[Lehtinen and Huuskonen, 1996]. Data were only used when the elevation angle of the127

radar beam was larger than 70◦.128

To remove erroneous data which sometimes occur, several filtering criteria were im-129

plemented on the analyzed data set. Data were only used when the electron density was130

between 1010/m3 and 1012/m3. Electron densities larger than 1012/m3 are usually caused131

by special events, or by the radar beam hitting a hard target. Lower densities than 1010/m3
132

are difficult to measure by the EISCAT radars. The power of the received signal depends133

on the electron density, and low electron densities will therefore cause a low signal-to-134

noise ratio. In addition, data were only used when the estimated ion temperature was less135

than 2000 K. Above 300 km altitude data were also removed when the electron density136

was lower than 3 × 1010/m3. The altitude of the maximum electron density (hmF2) in the137

F-region varies with season, time of day and solar activity [e.g. Vickers et al., 2014], but138

is normally located around 200-300 km altitude. Electron density profiles were removed139

when the electron density increased with altitude above 350 km during solar maximum140

–5–



Confidential manuscript submitted to JGR-Space Physics

years (before 1984, 1988-1993, 1998-2003 and 2011-2015) or above 300 km altitude dur-141

ing solar minimum years. Furthermore, data were removed when the uncertainty in the142

electron density exceeded 50%.143

Electron density and ion temperature data from EISCAT were compared with mod-144

eled data from the 2016 version of the IRI model. The IRI model is an empirical model145

based on data from ionosondes, satellites, rocket experiments and incoherent scatter radars.146

Although there exist ionosondes also at high latitudes, including a few in the polar cap re-147

gion, the IRI model is known to perform best at mid-latitudes where the station coverage148

is highest [e.g. Bilitza and Reinisch, 2008]. The model was first established in the 1960s149

as a joint project between the Committee on Space Research (COSPAR) and the Inter-150

national Union of Radio Science (URSI), and is updated when new data are available. It151

provides monthly averages of primary plasma parameters in the altitude range 50 to 2000152

km [e.g. Bilitza et al., 2017]. Standard options of the IRI model were used to produce the153

modeled electron density and ion temperature profiles. Modeled profiles were generated154

for the location of the Tromsø and the Svalbard radars for days when EISCAT data exist155

for the particular radar site. For such days hourly IRI electron density and ion temperature156

profiles were generated in the altitude range 200-500 km with a step size of 20 km.157

3 Results158

Figure 1 shows the averaged electron density at altitudes between 200 and 480 km162

vs month of year for low, medium and high solar activity. Here, low solar activity is de-163

fined as conditions where the F10.7 index is less than 100 solar flux units (sfu), medium164

solar activity is when 100 sfu≤F10.7<150 sfu and high solar activity is when F10.7≥150165

sfu. Both ESR (top row) and UHF (bottom row) electron densities are shown. Only data166

from about local noon (10-12 UT) and for low geomagnetic activity (Kp≤3) were used to167

make this figure. Bins with no data are shown as white.168

Seasonal variations in the electron density, as seen in figure 1, are mainly due to169

changes in the solar zenith angle and in the thermospheric composition [Rishbeth, 1998].170

For low solar activity, the ESR data show annual variations with highest electron density171

during summer. This is due to the variation of the solar zenith angle, which results in the172

single maximum during summer [Zhang et al., 2005]. For medium and high solar activity,173

the ESR data show semiannual variation in the electron density with the highest densi-174
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Figure 1. Contour plot of electron density from ESR (top row) and Tromsø UHF radar (bottom row) for

three different levels of solar activity. Altitudes from 200 km to 480 km are given along the y-axes, and month

of year on the x-axes.
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161

ties close to equinox. Qian et al. [2016] found that the summer-to-winter gradient of the175

O/N2 ratio is large when the solar activity is high, and small for low solar activity. As a176

result, the O/N2 ratio will play a larger role in determining the electron density as the so-177

lar activity increases, and this could explain why ESR observe semiannual variations in178

the electron density for medium and high solar activity. Further south, the UHF data show179

semiannual variations with peak densities close to equinox. As expected, the electron den-180

sity increases with increasing solar activity. Also, for higher solar activity, the areas of181

maximum electron density are seen to stretch over a larger altitude range. The UHF data182

have three maximums during medium solar activity with peak densities near January, June183

and September. This structure with three maximums could be due to the combined effects184

of the summer-to-winter gradient of the O/N2 ratio and the solar zenith angle. For high185

solar activity, the UHF data show semiannual variations, but the peak density region is ex-186
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panded both in altitude and in number of months compared with the situation during low187

solar activity.188

From figure 1 we notice that the electron density dependence on season and solar189

activity is strong. We therefore chose to divide the data into different categories according190

to season and solar activity when studying the geomagnetic dependence. Three different191

seasonal categories were used; summer consisting of the months May, June, July and Au-192

gust, winter which includes the months November, December, January and February and193

equinox which includes March, April, September and October. In addition, two different194

categories were used for the level of solar activity; low solar activity refers to data when195

the F10.7 index is less than 120 sfu and high solar activity refers to solar activity higher196

than 120 sfu. Approximately 30% of the ESR data and 40% of the UHF data belong to197

the high solar activity category.198

Figure 2 shows the ESR electron density at altitudes between 250 and 420 km vs199

time of day (UT) for equinox. In order to investigate how geomagnetic activity affects200

depletion regions occurring in the high-latitude ionosphere, the data were separated into201

three different categories based on Kp-index. The three columns in figure 2 correspond202

to these three categories: low (Kp<2), medium (2≤Kp<4) and high (Kp≥4) geomagnetic203

activity. The top row shows electron densities during low solar activity (F10.7<120) and204

the bottom row shows the electron densities when the solar activity is high (F10.7≥120).205

In addition to the diurnal variations in figure 2, we observe that there is a clear depletion206

region located early morning at around 1-5 UT. As the difference between magnetic lo-207

cal time (MLT) and UT in Longyearbyen is approximately 3 hours, this corresponds to208

4-8 MLT. Solar local time at Longyearbyen is UT+1. The depletion region is primarily209

observed in the high solar activity data. It can be seen for all altitudes between 250 and210

420 km, however it is most pronounced at altitudes above 300 km. As the geomagnetic211

activity increases, the depletion region is observed for a longer time period. For low geo-212

magnetic activity and high solar activity, the depletion region is observed from about 1-3213

UT. For medium geomagnetic activity and high solar activity, this depletion region is best214

seen from 3-5 UT. When the geomagnetic activity is high, the observed depletion region215

expands and is visible from about 0-6 UT.216

A line plot of the logarithm of electron density at 300 km altitude vs time of day is219

shown in figure 3. The same division of data according to geomagnetic and solar activ-220

–8–



Confidential manuscript submitted to JGR-Space Physics

0 4 8 12 16 20 24

250

300

350

400

A
lti

tu
de

F107<120, Kp<2

10.8

10.9

11

11.1

11.2

11.3

Ne

0 4 8 12 16 20 24

250

300

350

400

F107<120, 25Kp<4

10.8

10.9

11

11.1

11.2

Ne

0 4 8 12 16 20 24

250

300

350

400

F107<120, Kp64

10.8

10.9

11

11.1

11.2

11.3
Ne

0 4 8 12 16 20 24
Time of day [UT]

250

300

350

400

A
lti

tu
de

F1076120, Kp<2

11

11.2

11.4

11.6

Ne

0 4 8 12 16 20 24
Time of day [UT]

250

300

350

400

F1076120, 25Kp<4

11

11.1

11.2

11.3

11.4

11.5

11.6

Ne

0 4 8 12 16 20 24
Time of day [UT]

250

300

350

400

F1076120, Kp64

10.8

11

11.2

11.4

Ne

Figure 2. Color plots of ESR electron density during equinox at altitudes between 250 and 420 km vs time

of day. The panels correspond to different combinations of solar and geomagnetic activity.

217

218

ity as used in figure 2 is also used in figures 3-8. The three columns correspond to low221

(panels a, d and g), moderate (panels b, e and h) and high (panels c, f and i) geomagnetic222

activity, while the rows show data from equinox (panels a, b and c), summer (panels d, e223

and f) and winter (panels g, h and i). To compare the results with the IRI model, the IRI224

modeled electron density is also plotted together with the ESR data. Each panel shows the225

ESR and IRI electron density during high and low solar activity. The green lines show226

the ESR electron density during low solar activity, and the purple lines the IRI electron227

density during low solar activity. Red and blue lines correspond to ESR and IRI electron228

densities during high solar activity, respectively. Due to lack of data, electron density is229

only shown for low solar activity during summer and winter when the geomagnetic ac-230

tivity is high. The error bars correspond to one standard deviation. Figure 3a shows that231

for high solar activity (red line), the depletion region in equinox is located around 1-2 UT232

when the geomagnetic activity is low. For moderate geomagnetic activity, the depletion233

region is expanded and slightly shifted towards later time of day. Figure 3b shows that in234

this case the depletion region can be observed from about 3-5 UT. For high geomagnetic235

activity the depletion region is further expanded and can be seen from 0-6 UT (figure 3c).236

An early morning depletion region can be observed for all seasons. During summer and237
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winter, this depletion region is best seen for high solar and moderate geomagnetic activity238

(figure 3e and 3h, red lines). It is observed from about 1-7 UT during summer, and from239

about 2-3 UT during winter. In addition, figure 3 shows that the IRI model is not able to240

reproduce the early-morning depletion region observed by the ESR. Similar as Moen et al.241

[2008], we also observe that the ESR electron density often show a double peak which is242

not reproduced by the IRI model. During winter and high solar activity, we observe the243

peaks at the same time of day as Moen et al. [2008]: A daytime peak located at about 9244

UT and a nighttime peak at about 20 UT. The daytime peak can also be seen around 9245

UT during equinox, but the nighttime peak occur a few hours earlier, around 16-17 UT, in246

our data set. During summer, the double peak structure is less clear than during the other247

seasons. Moen et al. [2008] explains the double peak structure by intake of high density248

plasma in the cusp region and transport across the polar cap to the nightside. Pryse et al.249

[1998] observed the dayside trough around noon at high latitudes using tomography and250

EISCAT UHF data. Their observed daytime trough coincides with the decrease in electron251

density between the two peaks in our ESR electron density. Moen et al. [2008] also com-252

pared their results with the IRI model. They concluded that the IRI model does not take253

the cross-polar transport into account and that this is the cause of the discrepancy between254

the IRI model and the ESR data.255

Figure 4 shows the ion temperature for the same times, altitudes and conditions as in259

figure 3. An increase in the ion temperature is observed in the early morning in all panels260

except for figure 4g. This enhancement is observed for all categories of solar activity dur-261

ing equinox and summer. During winter it is seen for high and low solar activity during262

moderate geomagnetic activity (figure 4h and 4i), but not during low geomagnetic activ-263

ity (figure 4g). In figure 4a, 4b, 4d and 4e, two peaks are observed in the ion temperature264

during low solar activity. This pattern with two peaks were also observed by Yamazaki265

et al. [2016] in the ESR ion temperature during low and moderate geomagnetic activity266

in 2007-2008. By comparing their results with the TIE-GCM model, they concluded that267

these diurnal variations in the ion temperature could be explained by ion frictional heat-268

ing. Ogawa et al. [2011] observed a similar pattern with two peaks in the occurence fre-269

quency of ion upflow. When the geomagnetic activity is relatively low during low solar270

activity, the ESR will cross the auroral oval with high convection twice, in the pre-noon271

and post-noon, due to the contraction of the polar cap. This is likely the cause of the two272

peaks that are observed in the ion temperature.273
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Figure 3. ESR and IRI electron density at 300 km altitude vs time of day. The columns correspond to dif-

ferent levels of geomagnetic activity, while the rows show different seasons. Each panel shows ESR and IRI

electron density for both high and low solar activity.
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257

258

Comparing figure 3 and 4, we observe that the ion temperature enhancement oc-274

curs at approximately the same time as the observed depletion regions. During equinox,275

the electron density depletion region is located at 1-2 UT during high solar activity and276

low geomagnetic activity, while an enhancement in the ion temperature occur at 1 UT. In277

figure 3b there is a depletion region from 3-5 UT when the solar activity is high, while278

there is an enhancement in the ion temperature in figure 4b from approximately 3-6 UT.279

During summer, an electron density depletion region was observed from about 1-7 UT for280

high solar activity and moderate geomagnetic activity in figure 3e. For the same condi-281

tions, there is an enhancement in the ion temperature from approximately 4-7 UT. During282

winter, high solar activity and moderate geomagnetic activity (figure 3h), electron den-283

sity depletion was observed from 2-3 UT. There is an ion temperature enhancement in the284

morning during these conditions as well, but this enhancement last for a much longer time285

from about 3 to 11 UT. The electron density depletion and ion temperature enhancement286
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occurring at the same time, suggest that frictional heating is important for the formation of287

the observed depletion regions.288

Furthermore, figure 4 shows that the IRI model is not able to reproduce the diurnal289

variations in the ion temperature, including the observed enhancement in the early morn-290

ing. When the solar activity is high, the IRI model underestimates the ion temperature291

during most of the day for moderate and high geomagnetic activity. At low geomagnetic292

activity the IRI ion temperature is closer to the ESR ion temperature during equinox and293

summer (figures 4a and 4d), but overestimates the ion temperature during winter (figure294

4g). When the solar activity and geomagnetic activity is low the IRI model overestimates295

the ion temperature for all season. For moderate geomagnetic activity the IRI and ESR296

ion temperature is closer, but the IRI model still clearly overestimates the ion temperature297

in the afternoon. During high geomagnetic activity (figure 4c), the IRI model underesti-298

mates the electron density before noon.299
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columns correspond to different levels of geomagnetic activity, while the rows show different seasons. Each
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Figures 5 and 6 show ESR northward and eastward convection velocities during303

equinox. In these figures a, b and c show velocities during low solar activity conditions,304

and d, e and f show velocities during high solar activity. a and d correspond to low, b305

and e to moderate and c and f to high geomagnetic activity. The convection velocities306

(in figures 5 and 6) can be derived from ESR data when the radar is operated in certain307

scanning modes. Figure 5 shows that when the geomagnetic activity is low or moderate308

(Kp<4) the velocity is predominantly northward during the time period when the early309

morning depletion region is observed. Around midnight the velocity is southward, but in310

the early morning the ESR is entering an area of northward velocities. For high Kp-index311

and high solar activity, shown in 5f, the radar is located in a region where the velocity is312

southward a few hours longer, and enters the region with northward velocity around 4 UT.313

Figures 6a and 6d show that during morning hours the velocity is eastward when the ge-314

omagnetic activity is low (Kp<2), while 6c and 6f show that the velocity is westward for315

high geomagnetic activity (Kp≥4). When the geomagnetic activity is low, ESR is entering316

a region of westward velocities around 7 UT. As the geomagnetic activity increases, the317

radar is entering this region earlier, and for high geomagnetic activity, the radar is entering318

this region around midnight. This implies that for high geomagnetic activity the ESR is319

located within the polar cap in the morning.320

UHF electron density and ion temperature during equinox are plotted in figure 7323

and figure 8, respectively. Here, the panels correspond to the same categories of solar and324

geomagnetic activity as in figures 5 and 6. Results from the UHF radar located in the au-325

roral zone are compared with the ESR results from figure 3 and 4. In figure 7, diurnal326

variations of UHF (blue line) and ESR (red line) electron density at 300 km altitude dur-327

ing equinox are shown. Comparing the UHF and ESR electron density, it is apparent that328

the depletion region observed early morning in the ESR data is not seen in the UHF data.329

This depletion region therefore seems to be a polar cap phenomenon. Furthermore, the330

double peak structure seen in the ESR data, is not visible in the UHF data during low so-331

lar activity.332

In figure 8, we compare the ESR ion temperature shown in figure 4 with the UHF335

ion temperature. The clear increase in ESR ion temperature observed early morning, is336

not present in the UHF data, where no increase, or only a very small increase when the337

geomagnetic activity is moderate/high, can be seen. However, it is clear that the UHF ion338

temperature is enhanced post-noon for both high and low solar activity. This enhancement339
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Figure 5. ESR northward velocities at 300 km altitude vs time of day for equinox.321

is consistent with a post-noon heating region centered around 70◦ magnetic latitude ob-340

served by Bjoland et al. [2015].341

It is shown in figure 4 that the IRI model overestimated the ion temperature at 300344

km altitude at the ESR locations during low geomagnetic activity and underestimated it345

during high geomagnetic activity. Other altitudes between 250 and 450 km were also in-346

vestigated. Figure 9 shows ESR and IRI ion temperature during equinox when the solar347

and geomagnetic activity is low, plotted for three different altitudes, 250 km, 350 km and348

400 km. We notice that the overestimation by the model is stronger at higher altitudes.349

4 Discussion353

The comparison between the ESR and the UHF electron densities showed that the354

early morning depletion region could only be observed by the ESR radar. In order to355

investigate whether this is only a polar cap phenomenon, the convection velocities were356

plotted in figures 5 and 6. Figures 6c and 6f show that for high geomagnetic activity dur-357
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Figure 6. ESR eastward velocities at 300 km altitude vs time of day for equinox.322

ing equinox, when the depletion region is observed by ESR for a longer time period, the358

convection velocity is westward. Aikio and Selkälä [2009] used one-month of UHF radar359

data from vernal equinox to study Joule heating rates, electric fields and conductances. As360

plasma in the F-region moves according to the E × B drift, the ESR convection velocities361

can be compared with the UHF northward and eastward electric field components. Figure362

5 and 6 are mostly consistent with the electric field derived by Aikio and Selkälä [2009].363

Also consistent with our results, they found that the morning maximum in the northward364

electric field is shifted to a later time when the geomagnetic activity increases. It is there-365

fore clear, from figures 6c and 6f, that the depletion region is located within the polar cap366

when the geomagnetic activity is high.367

In their review paper, Rodger et al. [1992] summarizes the locations and mechanisms368

behind high-latitude troughs and other depletion regions. Two of the depletion regions369

provided in their overview are located at about the same latitude and time of day as we370

observe the early morning depletion region in the ESR data. When geophysical conditions371
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Figure 7. UHF electron density (blue line) and ESR electron density (red line) at 300 km altitude vs time of

day for equinox. The panels correspond to different combinations of solar and geomagnetic activity.

333

334

are steady, a depletion region referred to as the polar hole can be observed shortly after372

midnight when the interplanetary magnetic field has a negative By component, and shortly373

before midnight when the By component is positive [Sojka et al., 1991]. These polar holes374

can be caused by recombination when the convection across the dark polar cap is slow375

[e.g. Brinton et al., 1978; Crowley et al., 1993].376

When the geophysical conditions are more active, polar cap patches can be observed377

drifting across the polar cap [e.g. Oksavik et al., 2006]. Apparent depletion regions can378

therefore be observed in the morning and daytime between the patches. As shown in fig-379

ure 4, the post-midnight depletion region observed in the ESR data is colocated with an380

increase in the ion temperature. This suggests that the observed depletion region is con-381

nected to frictional heating. Ion frictional heating is slightly more frequent during high382

solar activity [Davies et al., 1999], and it is therefore reasonable that we observe the early383
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Figure 8. UHF ion temperature (blue line) and ESR ion temperature (red line) at 300 km altitude vs time of

day for equinox. The panels correspond to different combinations of solar and geomagnetic activity.

342

343

morning depletion region in figure 3 clearest when the solar activity is high. As geo-384

magnetic activity increases, the polar cap expands, and this likely explains why the early385

morning depletion region can be observed by ESR over a longer time period during high386

geomagnetic activity.387

Comparing our results with the IRI model, we found that the IRI model did not re-388

produce the early morning depletion region. Moen et al. [2008] investigated the diurnal389

variability of the maximum density and peak height of the F-region using ESR data from390

February 2001 and October 2002. They also observed an early morning depletion region391

in the peak density, lasting from about 1-6 UT. Comparing the diurnal variations in the392

peak density with the IRI2001 model, Moen et al. [2008] concluded that cross-polar trans-393

port of plasma is not included in the IRI model. From their results, we note that the IRI394

model is not able to reproduce the early morning depletion region either, consistent with395

our results.396
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A comparison between the IRI model and ESR electron density was also conducted397

by Bjoland et al. [2016]. They found that the IRI model is underestimating the electron398

density, in particular at nighttime and during high solar activity. However, at altitudes399

around the peak height of the F-region electron density (hmF2), they found a fairly good400

agreement between the IRI model and the ESR data during most parts of the solar cycle.401

An overestimation of the electron density around the hmF2 was seen for some parts of402

the solar cycle, in particular during the years 2003-2004 as the solar cycle was approach-403

ing solar minimum. In figure 3, ESR electron densities at 300 km, which is usually close404

to where the hmF2 is located, were compared with the IRI model. In the evening, when405

the solar activity is high, an underestimation of the electron density is shown in all panels406

except for 3f. During other times of day, figure 3 shows that the IRI model in general is407

slightly overestimating the electron density at 300 km altitude. This can in particular be408
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seen clearly around noon for low solar activity. For the ESR electron density in figure 3,409

we observe that the IRI model does not seem to take into account the early morning de-410

pletion region and is therefore also overestimating the electron density there.411

Fujiwara et al. [2012] compared ESR ion temperature measurements at 300 km al-412

titude from solar minimum years 2007 and 2008 with the IRI2007 model. They plotted413

monthly averaged ESR and IRI ion temperatures, and found that the ESR data showed414

much larger diurnal and seasonal variations than the IRI model data. In general, they also415

find that the IRI model is overestimating the ion temperature at the ESR location. These416

results seems to be consistent with our results from figure 4. The green and purple lines417

in figure 4a, 4d and 4g show ESR and IRI ion temperature during low solar and geomag-418

netic conditions. These conditions are similar to the situation during the extended solar419

minimum in 2007 and 2008. Comparing our results during low solar and geomagnetic420

conditions with the results of Fujiwara et al. [2012], we find they are consistent. The IRI421

model fits the ESR ion temperature best post-midnight, but overestimates the ion tempera-422

ture during most of the day.423

5 Summary and conclusions424

Measurements of electron density and ion temperature from the ESR and UHF radars425

have been used to study high-latitude depletion regions. The radars have by now been op-426

erational in several decades, and the accumulated database is therefore a useful tool to427

study seasonal, diurnal, geomagnetic and solar activity dependence of high-latitude elec-428

tron density depletion regions. In this study the main purpose has been to investigate the429

geomagnetic dependence of high-latitude depletion regions, and to compare the auroral430

zone and polar cap ionosphere. In addition the results were compared with the latest IRI431

model. Our results can be summarized as follows:432

• An electron density depletion region can be observed early morning in the ESR433

data. This depletion region is not observed by the UHF radar.434

• This depletion region seems to expand when geomagnetic activity increases, most435

likely due to an expansion of the polar cap.436

• Ion temperature measurements suggests that the formation of this observed deple-437

tion region is connected to ion frictional heating.438
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• The processes causing the depletion region observed in the ESR data does not seem439

to be included in the IRI model. Also, the IRI model have problems reproducing440

the diurnal variations in ion temperature both in the polar cap and in the auroral441

zone.442
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