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#### Abstract

We consider an operator of multiplication by a complex-valued potential in $L_{2}(\mathbb{R})$, to which we add a convolution operator multiplied by a small parameter. The convolution kernel is supposed to be an element of $L_{1}(\mathbb{R})$, while the potential is a Fourier image of some function from the same space. The considered operator is not supposed to be self-adjoint. We find the essential spectrum of such an operator in an explicit form. We show that the entire spectrum is located in a thin neighbourhood of the spectrum of the multiplication operator. Our main result states that in some fixed neighbourhood of a typical part of the spectrum of the non-perturbed operator, there are no eigenvalues and no points of the residual spectrum of the perturbed one. As a consequence, we conclude that the point and residual spectrum can emerge only in vicinities of certain thresholds in the spectrum of the non-perturbed operator. We also provide simple sufficient conditions ensuring that the considered operator has no residual spectrum at all.
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## 1. Introduction

Over the last 20 years, there has been growing interest in non-local operators since they arise in various applications. Among such operators, there are convolution operators with integrable kernels. They appear in population dynamics, ecological problems and porous media theory. One of the interesting models of a nonlocal operator is a convolution operator perturbed by a potential, i.e., an operator

$$
\begin{equation*}
(\mathcal{L} u)(x)=\int_{\mathbb{R}^{d}} a(x-y) u(y) d y+V(x) u(x) \quad \text { in } \quad L_{2}\left(\mathbb{R}^{d}\right) . \tag{1}
\end{equation*}
$$

While the spectra of the convolution operator and of the operator of multiplication by the potential can be found and characterized very easily, the description of the spectrum of their sum is a very non-trivial problem. At the same time, the spectral properties of such sums are not only of pure mathematical interest, but are important also for many applications. For instance, such operators arise in the mathematical theory of population dynamics and it is important to know whether a given operator of the form (1) possesses positive eigenvalues; such questions were studied in [1-4].

A more general problem regards the spectral properties of Schrödinger type operators, which are perturbations of a given pseudo-differential operator by a potential; see [5-8] and the references therein. The assumptions made in the cited papers ensured that the
essential spectrum of the perturbed operator coincides with that of the unperturbed pseudodifferential operator. The main results described the existence of the discrete spectrum and Cwikel-Lieb-Rozenblum-type inequalities. A similar result was obtained in [9] for perturbations of a rather general class of Schrödinger type operators defined on a $\sigma$-compact metric space. In [10], various bounds were obtained for the number of negative eigenvalues produced by a perturbation of an operator $\mathcal{H}_{0}$ under the assumption that the Markov process with generator $-\mathcal{H}_{0}$ is recurrent.

In our recent works [11,12], we studied spectral properties of operator (1) assuming that it was self-adjoint. The essential spectrum was found explicitly. We established several sufficient conditions ensuring the existence of the discrete spectrum and obtained upper and lower bounds for the number of points of the discrete spectrum. We also provided sufficient conditions guaranteeing that the considered operator had infinitely many discrete eigenvalues accumulating to the thresholds of the essential spectrum. The structure of such sufficient conditions was quite different from similar well-known sufficient conditions for differential operators perturbed by localized potentials. The reason is that in the latter case, the unperturbed differential operator is unbounded and is perturbed by a bounded multiplication operator. In the case of the operator in (1), both the convolution operator and multiplication are equipollent and this essentially changes the spectral properties in comparison with the classical model of perturbed elliptic differential operators.

It is well known that a small localized perturbation of a differential operator with a non-empty essential spectrum can create eigenvalues emerging from certain thresholds in this essential spectrum. There are hundreds of works, in which such bifurcation was investigated for various models. Not trying to mention all such works, we cite only a few very classical ones, where this phenomenon was first rigorously studied [13-16]. In view of such results for differential operators, a natural and reasonable continuation of our studies in $[11,12]$ is to consider similar the issue for operators (1), i.e., to study the operator

$$
\left(\mathcal{L}^{\varepsilon} u\right)(x)=\int_{\mathbb{R}^{d}} a(x-y) u(y) d y+\varepsilon V(x) u(x)
$$

on $L_{2}\left(\mathbb{R}^{d}\right)$, where $\varepsilon$ is a small parameter. Here, again, the unperturbed operator and the perturbed one are equipollent and we naturally expect that the mechanisms of the eigenvalue's emergence from the essential spectrum can be rather different from ones for differential operators. This is indeed the case; for instance, using the Fourier transform, we can replace the operator $\mathcal{L}^{\varepsilon}$ with a unitary equivalent one, in which the original convolution operator is replaced by the multiplication operator, while the potential generates a convolution operator with a small coupling constant:

$$
\left(\hat{\mathcal{L}}^{\varepsilon} u\right)(x)=\hat{a}(x) u(x)+\varepsilon \int_{\mathbb{R}^{d}} \hat{V}(x-y) u(y) d y .
$$

Exactly this operator in the one-dimensional case $(d=1)$ is the main object of the study in the present work. We succeed in dropping the condition of self-adjointness of the operator and treating a general operator with a complex-valued potential and a general convolution kernel. For such a general non-self-adjoint operator, we explicitly find its essential spectrum; it turns out to be the union of the ranges of the potential and of the Fourier image of the convolution kernel. Then, we show that the entire spectrum is located in a thin neighbourhood of the spectrum of the unperturbed multiplication operator. Our most nontrivial result states that in some fixed neighbourhood of a typical part of the spectrum of the unperturbed operator, there are no eigenvalues and no residual spectrum. As a consequence, we conclude that the eigenvalues and the residual spectrum can emerge only in vicinities of certain thresholds in the essential spectrum of the unperturbed operator. We also provide simple sufficient conditions ensuring that the considered operator has no residual spectrum at all, and not only in the aforementioned vicinities.

The issue of the existence and behaviour of possible eigenvalues and the residual spectrum emerging from the aforementioned threshold is an interesting problem that deserves an independent study. We shall present such a study in our next paper, which is being prepared now.

## 2. Problem and Main Results

Let $V=V(x)$ and $a=a(x)$ be measurable complex-valued functions defined on $\mathbb{R}$. On the space $L_{1}(\mathbb{R})$, we introduce a Fourier transform by the formula

$$
\mathcal{F}[u](x):=\int_{\mathbb{R}^{d}} u(\xi) e^{-\mathrm{i} x \cdot \xi} d \xi
$$

and then extend it to $L_{2}(\mathbb{R})$. We assume that the function $a$ belongs to $L_{1}(\mathbb{R})$, while the function $V$ is an image of some function $\hat{V} \in L_{1}\left(\mathbb{R}^{d}\right)$, i.e., $V=\mathcal{F}[\hat{V}]$. We let $\hat{a}(\xi):=\mathcal{F}[a](\xi)$.

The paper is devoted to studying an operator in $L_{2}(\mathbb{R})$ defined by the formula

$$
\mathcal{L}^{\varepsilon}:=\mathcal{L}_{V}+\varepsilon \mathcal{L}_{a \star}, \quad\left(\mathcal{L}_{a \star} u\right)(x):=\int_{\mathbb{R}^{d}} a(x-y) u(y) d y, \quad\left(\mathcal{L}_{V} u\right)(x):=V(x) u(x)
$$

where $\varepsilon$ is a small positive parameter. This operator is bounded in $L_{2}(\mathbb{R})$; this fact can be easily proved by literally reproducing the proof of Lemma 4.1 in [11]. Our main aim is to describe the behaviour of the spectrum of this operator for sufficiently small $\varepsilon$.

Since the functions $a$ and $V$ are complex-valued, the operator $\mathcal{L}^{\varepsilon}$ is non-self-adjoint. In this paper, we follow a usual classification of the spectrum of a non-self-adjoint operator. Namely, the spectrum $\sigma(\cdot)$ of a given operator is introduced as a complement to its resolvent set. The point spectrum $\sigma_{\text {pnt }}(\cdot)$ is the set of all eigenvalues. The essential spectrum $\sigma_{\text {ess }}(\cdot)$ is defined in terms of the characteristic sequences, i.e., $\lambda \in \sigma_{\text {ess }}(\mathcal{A})$ of a closed operator $\mathcal{A}$ in $L_{2}(\mathbb{R})$ if there exists a bounded non-compact sequence $u_{n}$ in $L_{2}(\mathbb{R})$ such that $(\mathcal{A}-\lambda) u_{n} \rightarrow 0$ in $L_{2}(\mathbb{R})$ as $n \rightarrow \infty$. The residual spectrum $\sigma_{\mathrm{res}}(\cdot)$ is defined as

$$
\sigma_{\mathrm{res}}(\cdot):=\sigma(\cdot) \backslash\left(\sigma_{\mathrm{pnt}}(\cdot) \cup \sigma_{\mathrm{ess}}(\cdot)\right)
$$

We shall show in Section 4.3, see Lemma 8, that the residual spectrum is given by the formula

$$
\begin{equation*}
\sigma_{\mathrm{res}}(\mathcal{A})=\left(\sigma_{\mathrm{pnt}}\left(\mathcal{A}^{*}\right)\right)^{\dagger} \backslash\left(\sigma_{\mathrm{pnt}}(\mathcal{A}) \cup \sigma_{\mathrm{ess}}(\mathcal{A})\right) \tag{2}
\end{equation*}
$$

where for an arbitrary set $S \subset \mathbb{C}$, the set $S^{\dagger}$ is obtained by the symmetric reflection with respect to the real axis, i.e., $S^{\dagger}:=\{\bar{\lambda}: \lambda \in S\}$.

We first describe the essential spectrum of the operator $\mathcal{L}^{\varepsilon}$. In order to do this, we introduce two curves in the complex plane as the ranges of the functions $V$ and $\hat{a}$ :

$$
\Upsilon:=\{V(x): x \in \mathbb{R}\}, \quad \gamma:=\{\hat{a}(x): x \in \mathbb{R}\} .
$$

Theorem 1. The spectrum of the operator $\mathcal{L}^{\varepsilon}$ is located in a small neighbourhood of $\Upsilon$, namely,

$$
\begin{equation*}
\sigma\left(\mathcal{L}^{\varepsilon}\right) \subseteq\left\{\lambda \in \mathbb{C}: \operatorname{dist}(\lambda, \Upsilon) \leqslant \varepsilon\|a\|_{L_{1}(\mathbb{R})}\right\} \tag{3}
\end{equation*}
$$

For all $\varepsilon$ the essential spectrum of the operator $\mathcal{L}^{\varepsilon}$ is given by the identity

$$
\begin{equation*}
\sigma_{\mathrm{ess}}\left(\mathcal{L}^{\varepsilon}\right)=\Upsilon \cup \varepsilon \gamma \tag{4}
\end{equation*}
$$

The sets $\Upsilon$ and $\gamma$ are continuous closed curves in the complex plane that contain the origin.
Apart of the essential spectrum described in Theorem 1, the operator $\mathcal{L}^{\varepsilon}$ can also have point and residual spectra. Our second main result states that the eigenvalues of the operator $\mathcal{L}^{\varepsilon}$ and its residual spectrum can exist only in the vicinities of certain thresholds on the curve $\Upsilon$ and they are absent in certain neighbourhoods of finite pieces of this curve. In order to state such a result, we classify all points $x_{0} \in \mathbb{R}$ by a behaviour of the
function $V$ in their vicinities. Namely, given two pairs $\alpha=\left(\alpha_{-}, \alpha_{+}\right)$and $\beta=\left(\beta_{-}, \beta_{+}\right)$with $\alpha_{ \pm} \in \mathbb{C} \backslash\{0\}$ and $\beta_{ \pm} \in(0,+\infty)$, a point $x_{0} \in \mathbb{R}$ is called a $(\beta, \alpha)$ threshold if there exists a $\rho$-neighbourhood of the point $x_{0}$ such that

$$
\begin{equation*}
V(x)-V_{0}=\alpha_{ \pm}\left|x-x_{0}\right|^{\beta_{ \pm}} v_{ \pm}(x) \quad \text { as } \quad 0 \leqslant \pm\left(x-x_{0}\right) \leqslant \rho, \tag{5}
\end{equation*}
$$

where $v_{-} \in C^{2}\left[x_{0}-\rho, x_{0}\right], v_{+} \in C^{2}\left[x_{0}, x_{0}+\rho\right]$ are some complex-valued functions such that

$$
\begin{equation*}
v_{ \pm}\left(x_{0}\right)=1, \quad\left|v_{-}^{\prime}(x)\right| \leqslant C \quad \text { on } \quad\left[x_{0}-\rho, x_{0}\right], \quad\left|v_{+}^{\prime}(x)\right| \leqslant C \quad \text { on } \quad\left[x_{0}, x_{0}+\rho\right], \tag{6}
\end{equation*}
$$

where $C$ is some constant independent of $x$.
A point $x_{0} \in \mathbb{R}$ is called regular if there exists a $\rho$-neighbourhood of the point $x_{0}$ such that

$$
\begin{equation*}
V \in C^{2}\left[x_{0}-\rho, x_{0}+\rho\right], \quad V^{\prime}\left(x_{0}\right) \neq 0 . \tag{7}
\end{equation*}
$$

Let $S$ be a connected close piece of the curve $\Upsilon$ not containing the origin. We assume that this piece is the image of finitely many disjoint segment $J_{j}:=\left[b_{j}^{-}, b_{j}^{+}\right]$on the real axis, i.e.,

$$
\begin{equation*}
S=\{V(x): x \in J\}, \quad V(x) \notin S \quad \text { as } \quad x \notin J:=\bigcup_{j=1}^{n} J_{j}, \tag{8}
\end{equation*}
$$

where $n \in \mathbb{N}$ and $b_{j}^{ \pm} \in \mathbb{R}$ are fixed numbers and $b_{j}^{-}<b_{j}^{+}$. For $\delta>0$, we let

$$
S^{\delta}:=\{\lambda \in \mathbb{C}: \operatorname{dist}(\lambda, S) \leqslant \delta\} .
$$

By $B_{r}(y)$, we denote an open ball in the complex plane of a radius $r$ centred at a point $y$.
Now, we are in a position to formulate our second main result.
Theorem 2. Let $S$ be a connected close piece of the curve $\Upsilon$ not containing the origin and obeying (8), each segment $J_{j}$ contains only regular points and finitely many $(\beta, \alpha)$ thresholds, and for each of such thresholds, we have $\beta_{ \pm}<1$. Suppose that there exists a natural $m$ such that for each $\lambda \in S$, each of the segment $J_{j}$ contains at most $m$ points $x$ such that $V(x)=\lambda$. Suppose also that the generalize derivative $a^{\prime}$ exists and

$$
\begin{equation*}
a \in L_{1}(\mathbb{R}) \cap W_{2}^{1}(\mathbb{R}), \quad \operatorname{esssup}_{\substack{(x, y) \in \mathbb{R}^{2} \\ 0<|x-y|<1}} \frac{\left|a^{\prime}(x)-a^{\prime}(y)\right|}{|x-y|^{\theta}}<\infty, \tag{9}
\end{equation*}
$$

where $\theta \in(0,1]$ is some fixed number. Then, there exists a sufficiently small $\delta>0$ such that for all sufficiently small $\varepsilon$, the closed $\delta$-neighbourhood $S^{\delta}$ of the set $S$ intersects neither with the point spectrum of the operator $\mathcal{L}^{\varepsilon}$, nor with its residual spectrum, i.e.,

$$
\sigma_{\mathrm{pnt}}\left(\mathcal{L}^{\varepsilon}\right) \cap S^{\delta}=\varnothing, \quad \sigma_{\mathrm{res}}\left(\mathcal{L}^{\varepsilon}\right) \cap S^{\delta}=\varnothing
$$

Our third result concerns the residual spectrum. It is well known that such a spectrum is always absent for self-adjoint operators. In view of the absence of the residual spectrum in the set $S^{\delta}$ stated in Theorem 2, there arises a natural question on sufficient conditions ensuring the absence of the residual spectrum for the operator $\mathcal{L}^{\varepsilon}$. The answer to this question is our third main result formulated in the following theorem.

Theorem 3. Assume that one of the following conditions holds:

$$
\begin{equation*}
V(x)=\overline{V(x)}, \quad a(x)=\overline{a(-x)}, \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
V(\tau x+\varrho)=V(x), \quad a(-\tau x)=a(x), \quad x \in \mathbb{R}, \tag{11}
\end{equation*}
$$

for some $\varrho \in \mathbb{R}$ and $\tau \in\{-1,+1\}$. Then, the residual spectrum of the operator $\mathcal{L}^{\varepsilon}$ is empty for all $\varepsilon$.

Let us briefly discuss the problem and the main results. The main feature of our operator $\mathcal{L}^{\varepsilon}$ is its non-self-adjointness, and in the general situation, both functions $V$ and $a$ are complex-valued. The convolution operator is multiplied by the small parameter and our operator $\mathcal{L}^{\varepsilon}$ is to be treated as a perturbation of the multiplication operator by a small convolution operator. As mentioned in the introduction, by applying the Fourier transform to the operator $\mathcal{L}^{\varepsilon}$, we can reduce it to a unitarily equivalent operator, in which the convolution and the potential parts interchange; then, we obtain a convolution operator perturbed by a small potential. The results of this work serve as a first step in studying how such a small perturbation deforms the spectrum of the unperturbed operator.

Our first result, Theorem 1, describes explicitly the location of the essential spectrum of the operator $\mathcal{L}^{\varepsilon}$. It turns out to be the union of the essential spectra of the unperturbed multiplication operator $\mathcal{L}_{V}$ and of the perturbed operator $\varepsilon \mathcal{L}_{a \star}$. These parts of the essential spectrum are the curves $\Upsilon$ and $\varepsilon \gamma$. The latter curve is small and is located in the vicinity of the origin. The spectrum of the operator $\mathcal{L}^{\mathcal{E}}$ also satisfies inclusion (3), which means that this spectrum is located in a thin tubular neighbourhood of the limiting spectrum $\Upsilon$.

Our most nontrivial result is Theorem 2. It states that in a typical situation, there are fixed neighbourhoods of finite pieces of the curve $\Upsilon$, which contain no point and residual spectra of the operator $\mathcal{L}^{\varepsilon}$. The choice of such finite pieces is characterized by the presence of $(\beta, \alpha)$ thresholds, and these pieces are to be generated by regular point and finitely many $(\beta, \alpha)$ thresholds with $\beta_{ \pm}<1$. The latter condition means that the function $V$ approaches such threshold with a not very high rate; see (5). The fact that there should be finitely many such thresholds is important and is employed essentially in the proof of Theorem 2. Another important point is that the considered piece of the curve $\Upsilon$ should not pass the origin; the presence of an additional curve $\varepsilon \gamma$ of the essential spectrum seems to play a nontrivial role in the existence of the discrete and residual spectrum in the vicinity of the origin. Assumption (9) is also essentially employed in the proof, and what can happen once they are violated is an interesting open question. We conjecture that violation of these conditions can dramatically change the spectral picture for the operator $\mathcal{L}^{\mathcal{E}}$.

We also observe that the second condition in (9) means that the first generalized derivative $a^{\prime}$ is Hölder-continuous almost everywhere, and this can be guaranteed by assuming that the second generalized derivative $a^{\prime \prime}$ exists and belongs to $L_{p}(\mathbb{R})$ with some $p \in(1,+\infty)$ including the case $p=+\infty$. Indeed, if the second derivative is an element of $L_{\infty}(\mathbb{R})$, then the second condition in (9) is satisfied with $\theta=1$, while for $1<p<+\infty$, it is implied by the Hölder inequality:

$$
\left|a^{\prime}(x)-a^{\prime}(y)\right|=\left|\int_{x}^{y} a^{\prime \prime}(t) d t\right| \leqslant|x-y|^{1-\frac{1}{p}}\left\|a^{\prime}\right\|_{L_{p}(\mathbb{R})}
$$

An important consequence of Theorem 2 is that the eigenvalues and the points of the residual spectrum can arise only in the vicinity of $(\beta, \alpha)$ thresholds, when at least one of the numbers $\beta_{+}$and $\beta_{-}$exceeds or equal to 1 ; in the case $\beta_{+}=\beta_{-}=1$, we should additionally assume that $\alpha_{+} \neq-\alpha_{-}$to avoid the case of a regular point. This means that typically, the spectrum of the operator $\mathcal{L}^{\varepsilon}$ is as follows: there is the essential spectrum described in Theorem 1, and along the curve $\Upsilon$, there are no eigenvalues and residual spectrum except vicinities of the origin and $(\beta, \alpha)$ thresholds with $\beta_{+} \geqslant 1$ or/and $\beta_{-} \geqslant 1$. In such vicinities, the eigenvalues can indeed emerge; see an example in our recent work [12]. However, the study of possible emerging eigenvalues in the general situation is a non-trivial problem, which we postpone for our next paper.

Theorem 3 addresses one more question on the absence of the residual spectrum for the operator $\mathcal{L}^{\varepsilon}$. In contrast to Theorem 2, here we aim to find cases where the residual spectrum is completely absent rather than only in some neighbourhoods of some pieces of
$\Upsilon$. Condition (10) guarantees that the operator $\mathcal{L}^{\varepsilon}$ is self-adjoint. Condition (11) is more delicate and, in fact, it means that the operator $\mathcal{L}^{\varepsilon}$ is $\mathcal{P} \mathcal{T}$-symmetric, namely,

$$
\begin{equation*}
\mathcal{P} \mathcal{T}\left(\mathcal{L}^{\varepsilon}\right)^{*}=\mathcal{L}^{\varepsilon} \mathcal{P} \mathcal{T} \tag{12}
\end{equation*}
$$

Here $\mathcal{T}$ is the operator of the complex conjugation, i.e., $\mathcal{T} u=\bar{u}$. The symbol $\mathcal{P}$ is an operator acting as

$$
\begin{equation*}
(\mathcal{P} u)(x)=u(\tau x+\varrho) \tag{13}
\end{equation*}
$$

We also observe that once condition (12) holds for some other operator $\mathcal{P}$, it also ensures the absence of the residual spectrum for the operator $\mathcal{L}^{\varepsilon}$. Indeed, if $\lambda$ and $\phi$ are an eigenvalue and an associated eigenfunction of the adjoint operator $\left(\mathcal{L}^{\mathcal{E}}\right)^{*}$, then

$$
\begin{equation*}
\mathcal{L}^{\varepsilon} \mathcal{P} \mathcal{T} \phi=\mathcal{P} \mathcal{T}\left(\mathcal{L}^{\varepsilon}\right)^{*} \phi=\bar{\lambda} \mathcal{P} \mathcal{T} \phi . \tag{14}
\end{equation*}
$$

Hence, $\bar{\lambda}$ is an eigenvalue of the operator $\mathcal{L}^{\varepsilon}$, and by Formula (2), we see that the residual spectrum of the operator $\mathcal{L}^{\varepsilon}$ is empty.

## 3. Location of Spectrum and Essential Spectrum

In this section, we prove Theorem 1. We begin with checking identity (3). The spectrum of the operator $\mathcal{L}_{V}$ obviously coincides with $\Upsilon$. As $\lambda \notin \Upsilon$, the inverse operator $\left(\mathcal{L}_{V}-\lambda\right)^{-1}$ is the multiplication by $(V-\lambda)^{-1}$ and it is easy to see that the norm of the operator $\left(\mathcal{L}_{V}-\lambda\right)^{-1}$ satisfies the estimate

$$
\begin{equation*}
\left\|\left(\mathcal{L}_{V}-\lambda\right)^{-1}\right\| \leqslant \frac{1}{\operatorname{dist}(\lambda, \Upsilon)} \tag{15}
\end{equation*}
$$

For $\lambda \notin \Upsilon$, we consider the resolvent equation

$$
\left(\mathcal{L}^{\varepsilon}-\lambda\right) u=f
$$

with an arbitrary $f \in L_{2}(\Omega)$, and we rewrite it as

$$
\begin{equation*}
u+\varepsilon\left(\mathcal{L}_{V}-\lambda\right)^{-1} \mathcal{L}_{a \star} u=\left(\mathcal{L}_{V}-\lambda\right)^{-1} f \tag{16}
\end{equation*}
$$

By $\|\cdot\|_{X \rightarrow Y}$, we denote the norm of a bounded operator acting from a Banach space $X$ into a Banach space $Y$. As it was shown in the proof of Lemma 4.1 in [11], once $a \in L_{1}(\mathbb{R})$, the operator $\mathcal{L}_{a \star}$ is bounded in $L_{2}(\mathbb{R})$ and

$$
\begin{equation*}
\left\|\mathcal{L}_{a \star}\right\|_{L_{2}(\mathbb{R}) \rightarrow L_{2}(\mathbb{R})} \leqslant\|a\|_{L_{1}(\mathbb{R})} \tag{17}
\end{equation*}
$$

This estimate and (15) yield that as

$$
\varepsilon\left\|\left(\mathcal{L}_{V}-\lambda\right)^{-1} \mathcal{L}_{a \star}\right\| \leqslant \varepsilon \frac{\|a\|_{L_{1}(\mathbb{R})}}{\operatorname{dist}(\lambda, \Upsilon)}<1
$$

the inverse operator $\left(\mathcal{I}+\varepsilon\left(\mathcal{L}_{V}-\lambda\right)^{-1} \mathcal{L}_{a \star}\right)^{-1}$ is well defined, where $\mathcal{I}$ is the identity operator. This allows us to solve Equation (16) and to find the resolvent of the operator $\mathcal{L}^{\varepsilon}$ :

$$
\left(\mathcal{L}^{\varepsilon}-\lambda\right)^{-1}=\left(\mathcal{I}+\varepsilon\left(\mathcal{L}_{V}-\lambda\right)^{-1} \mathcal{L}_{a \star}\right)^{-1}\left(\mathcal{L}_{V}-\lambda\right)^{-1} \quad \text { as } \quad \varepsilon\|a\|_{L_{1}(\mathbb{R})}<\operatorname{dist}(\lambda, \Upsilon)
$$

Hence, each point in the spectrum of the operator $\mathcal{L}^{\varepsilon}$ satisfies the inequality $\operatorname{dist}(\lambda, \Upsilon) \leqslant \varepsilon\|a\|_{L_{1}(\mathbb{R})}$ and this proves inclusion (3).

In order to prove identity (4), we adapt the proof of Theorem 2.1 from [11] and below, we reproduce the main milestones from the cited work. It follows from our assumptions on $a$ and $\hat{V}$ that the functions $V$ and $\hat{a}$ are bounded and continuous on $\mathbb{R}$ and decay at infinity. We also observe the following unitary equivalence:

$$
\begin{equation*}
\left(\frac{1}{(2 \pi)^{\frac{d}{2}}} \mathcal{F}\right) \mathcal{L}_{a \star}\left(\frac{1}{(2 \pi)^{\frac{d}{2}}} \mathcal{F}\right)^{-1}=\mathcal{L}_{\hat{a}}, \quad\left(\frac{1}{(2 \pi)^{\frac{d}{2}}} \mathcal{F}\right) \mathcal{L}_{V}\left(\frac{1}{(2 \pi)^{\frac{d}{2}}} \mathcal{F}\right)^{-1}=\mathcal{L}_{\hat{V} \star} \tag{18}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& \sigma\left(\mathcal{L}_{\varepsilon \hat{a}}\right)=\sigma_{\mathrm{ess}}\left(\mathcal{L}_{\varepsilon \hat{a}}\right)=\sigma\left(\mathcal{L}_{\varepsilon a \star}\right)=\sigma_{\mathrm{ess}}\left(\mathcal{L}_{\varepsilon a \star}\right)=\varepsilon \gamma  \tag{19}\\
& \sigma\left(\mathcal{L}_{V}\right)=\sigma_{\mathrm{ess}}\left(\mathcal{L}_{V}\right)=\sigma\left(\mathcal{L}_{\hat{V} \star}\right)=\sigma_{\mathrm{ess}}\left(\mathcal{L}_{\hat{V} \star}\right)=\Upsilon
\end{align*}
$$

We are going to prove the inclusion

$$
\begin{equation*}
\Upsilon \cup \varepsilon \gamma \subseteq \sigma_{\mathrm{ess}}\left(\mathcal{L}^{\varepsilon}\right) \tag{20}
\end{equation*}
$$

We let

$$
\varphi_{n}(x):=\left\{\begin{array}{ccc}
(2 n)^{\frac{1}{2}} & \text { as } & |x|<\frac{1}{n} \\
0 & \text { as } & |x|>\frac{1}{n}
\end{array}\right.
$$

for all natural $n$. For an arbitrary $\lambda \in \Upsilon$, there exists $x_{0} \in \mathbb{R}$ such that $V\left(x_{0}\right)=\lambda$. The sequence $\varphi_{n}\left(x-x_{0}\right)$, normalized and non-compact in $L_{2}(\mathbb{R})$, is obviously a characteristic one of the operator $\mathcal{L}_{V}$ at the point $\lambda$. We also have:

$$
\begin{aligned}
\left\|\mathcal{L}_{a \star} \varphi_{n}\left(\cdot-x_{0}\right)\right\|_{L_{2}(\mathbb{R})}^{2} & \leqslant 2 n \int_{\mathbb{R}} d x\left(\int_{x_{0}-\frac{1}{n}}^{x_{0}+\frac{1}{n}}|a(x-y)| d y\right)^{2}=2 n \int_{\mathbb{R}} d x\left(\int_{x-\frac{1}{n}}^{x+\frac{1}{n}}|a(y)| d y\right)^{2} \\
& \leqslant 2 n\left(\sup _{x \in \mathbb{R}} \int_{x-\frac{1}{n}}^{x+\frac{1}{n}}|a(y)| d y\right) \int_{\mathbb{R}^{d}} d x \int_{x-\frac{1}{n}}^{x+\frac{1}{n}}|a(y)| d y \\
& =2 n\left(\sup _{x \in \mathbb{R}} \int_{x-\frac{1}{n}}^{x+\frac{1}{n}}|a(y)| d y\right) \int_{\mathbb{R}^{d}} d y|a(y)| \int_{y-\frac{1}{n}}^{y+\frac{1}{n}} d x \\
& =\|a\|_{L_{1}(\mathbb{R})}\left(\sup _{x \in \mathbb{R}} \int_{x-\frac{1}{n}}^{x+\frac{1}{n}}|a(y)| d y\right) \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

where the latter convergence is due to the absolute continuity of the Lebesgue integral. Hence, $\varphi_{n}\left(x-x_{0}\right)$ is a characteristic sequence of the operator $\mathcal{L}^{\varepsilon}$ at $\lambda$ and

$$
\begin{equation*}
\sigma_{\mathrm{ess}}\left(\mathcal{L}_{V}\right) \subseteq \sigma_{\mathrm{ess}}\left(\mathcal{L}^{\varepsilon}\right) \tag{21}
\end{equation*}
$$

By unitary equivalence (18) and identity (19), we similarly obtain $\sigma_{\text {ess }}\left(\mathcal{L}_{\varepsilon a \star}\right) \subseteq \sigma_{\text {ess }}(\mathcal{L})$, and in view of (21), this proves (20).

It remains to show that

$$
\sigma_{\mathrm{ess}}\left(\mathcal{L}^{\varepsilon}\right) \backslash(\Upsilon \cup \varepsilon \gamma)=\varnothing
$$

If $\lambda \in \sigma_{\text {ess }}\left(\mathcal{L}^{\mathcal{E}}\right) \backslash(\Upsilon \cup \varepsilon \gamma)$, there exists a bounded non-compact sequence $u_{n} \in L_{2}(\mathbb{R})$ such that

$$
\begin{equation*}
f_{n}:=(\mathcal{L}-\lambda) u_{n} \rightarrow 0, \quad n \rightarrow \infty . \tag{22}
\end{equation*}
$$

Since $\lambda \notin\left(\sigma_{\text {ess }}\left(\mathcal{L}_{V}\right) \cup \sigma_{\text {ess }}\left(\mathcal{L}_{\varepsilon a \star}\right)\right)$, in view of (19), the resolvents $\left(\mathcal{L}_{V}-\lambda\right)^{-1}$ and $\left(\mathcal{L}_{\varepsilon a \star}-\lambda\right)^{-1}$ are well defined and bounded. Then, we rewrite (22) as

$$
\frac{1}{V-\lambda} \mathcal{L}_{\varepsilon a \star} u_{n}+u_{n}=\frac{f_{n}}{V-\lambda} \rightarrow 0, \quad n \rightarrow+\infty, \quad V(x) \neq \lambda, \quad x \in \mathbb{R}
$$

and we get

$$
\left(\mathcal{L}_{\varepsilon a \star}-\lambda\right) u_{n}+V_{1} \mathcal{L}_{\varepsilon a \star} u_{n}=\frac{\lambda}{V-\lambda} f_{n}, \quad V_{1}:=\frac{V}{V-\lambda}, \quad \frac{1}{V-\lambda}=-\frac{1}{\lambda}+\frac{V_{1}}{\lambda}
$$

where we have used zero as in $\sigma_{\text {ess }}\left(\mathcal{L}_{V}\right)$ and, therefore, $\lambda \neq 0$. Applying, then, the resolvent $\left(\mathcal{L}_{a \star}-\lambda\right)^{-1}$ to the obtained identity, we finally find:

$$
u_{n}=\left(\mathcal{L}_{\varepsilon a \star}-\lambda\right)^{-1}\left(\frac{\lambda}{V-\lambda} f_{n}-V_{1} \mathcal{L}_{\varepsilon a \star} u_{n}\right)
$$

Since the function $V$ decays as infinity, the same holds for $V_{1}$. This ensures the compactness of the operator $V_{1} \mathcal{L}_{\varepsilon a \star}$ in $L_{2}(\mathbb{R})$ and, hence, by the above identity, the sequence $u_{n}$ is compact, which is impossible. The proof is complete.

## 4. Absence of Point and Residual Spectrum

In this section, we prove Theorem 2. The proof consists of three main parts and we present them as separate subsections. After the proof of Theorem 2, we provide the proof of Theorem 3.

### 4.1. Absence of Embedded Eigenvalues

By our assumptions, the segment $J_{j}$ contains only regular points and possibly finitely many $(\beta, \alpha)$ thresholds. We denote the latter thresholds by $x^{(j, i)}, i=1, \ldots, m_{j}, j=1, \ldots, n$, while the symbols $\beta_{ \pm}^{(j, i)}$ and $\alpha_{ \pm}^{(j, i)}$ stand for the corresponding values of $\beta_{ \pm}$and $\alpha_{ \pm}$. The mentioned structure of the segment $J_{j}$ implies that the function $V$ is continuous on each of the segments $J_{j}$ and is continuously differentiable on the same segments except the $(\beta, \alpha)$ thresholds. It also follows from the definition of the $(\beta, \alpha)$ thresholds and the regular points that

$$
\begin{equation*}
\left|V^{\prime}(x)\right| \geqslant c_{0}>0, \quad x \in J_{j} \backslash\left\{x^{(j, i)}, i=1, \ldots, m_{i}\right\}, \quad j=1, \ldots, n \tag{23}
\end{equation*}
$$

where $c_{0}$ is a fixed constant independent of $x$. As $x$ approaches one of the thresholds $x^{(j, i)}$, the derivative $V^{\prime}$ blows up in the sense $\left|V^{\prime}(x)\right| \rightarrow+\infty$ as $x \rightarrow x^{(j, i)}$.

It follows from (8) that there exists a small fixed $\delta_{0}$ such that

$$
V(x) \notin S \quad \text { as } \quad x \in\left[b_{j}^{-}-\delta_{0}, b_{j}^{-}\right) \cup\left(b_{j}^{+}, b_{j}^{+}+\delta_{0}\right], \quad j=1, \ldots, n,
$$

and, by (24),

$$
\begin{equation*}
\operatorname{dist}(V(x), S) \geqslant c_{1}\left|x-b_{j}^{ \pm}\right| \quad \text { as } \quad 0< \pm\left(x-b_{j}^{ \pm}\right)<\delta_{0}, \quad j=1, \ldots, n \tag{24}
\end{equation*}
$$

with some fixed positive constant $c_{1}$ independent of $x$ and $j$. We can additionally choose $\delta_{0}$ small enough so that for all $j=1, \ldots, n$, the intervals $\left[b_{j}^{-}-\delta_{0}, b_{j}^{-}\right) \cup\left(b_{j}^{+}, b_{j}^{+}+\delta_{0}\right]$ contain only regular points and, if necessary, reducing the constant $c_{0}$, we can extend estimate (23) to $\tilde{J}_{j}$, namely,

$$
\begin{equation*}
\left|V^{\prime}(x)\right| \geqslant c_{0}>0, \quad x \in \tilde{J}_{j} \backslash\left\{x^{(j, i)}, i=1, \ldots, m_{i}\right\}, \quad j=1, \ldots, n \tag{25}
\end{equation*}
$$

Since $S$ is a closed connected piece of the curve $\Upsilon$, there exist two small fixed positive numbers $\delta_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
\operatorname{dist}\left(V(x), S^{\delta_{1}}\right) \geqslant c_{2} \quad \text { as } \quad x \notin \tilde{J}:=\bigcup_{j=1}^{n} \tilde{J}_{j}, \quad \tilde{J}_{j}:=\left[b_{j}^{-}-\delta_{0}, b_{j}^{+}+\delta_{0}\right] \tag{26}
\end{equation*}
$$

We consider the eigenvalue equation for the operator $\mathcal{L}^{\varepsilon}$ with the spectral parameter ranging in $S^{\delta_{1}}$ :

$$
\begin{equation*}
(V-\lambda) \psi+\varepsilon \mathcal{L}_{a \star} \psi=0 \tag{27}
\end{equation*}
$$

Given an arbitrary measurable set $X \subseteq \mathbb{R}$, by $\mathcal{P}_{X}$, we denote the operator of restriction to $X$. This operator is considered as acting from $L_{2}(\mathbb{R})$ into $L_{2}(X)$ by the rule $\left(\mathcal{P}_{X} \psi\right)(x):=\psi(x)$, $x \in X$. Representing the real axis as $\mathbb{R}=\tilde{J} \cup(\mathbb{R} \backslash \tilde{J})$ and using an obvious decomposition $L_{2}(\mathbb{R})=L_{2}(\tilde{J}) \oplus L_{2}(\mathbb{R} \backslash \tilde{J})$, we denote

$$
\psi_{\tilde{J}}:=\mathcal{P}_{\tilde{J}} \psi, \quad \psi_{\mathbb{R} \backslash \tilde{J}}:=\mathcal{P}_{\mathbb{R} \backslash \bar{J}} \psi
$$

and equivalently rewrite Equation (27) as a pair of two equations

$$
\begin{align*}
& (V-\lambda) \psi_{\tilde{J}}+\varepsilon \mathcal{P}_{\tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}}+\varepsilon \mathcal{P}_{\tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}} \psi_{\mathbb{R} \backslash \tilde{J}}=0,  \tag{28}\\
& (V-\lambda) \psi_{\mathbb{R} \backslash \tilde{J}}+\varepsilon \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{j}} \psi_{\mathbb{R} \backslash \tilde{J}}+\varepsilon \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}}=0,
\end{align*}
$$

where for an arbitrary measurable set $X \subseteq \mathbb{R}$, the symbol $\mathcal{M}_{X}$ denotes a convolution operator acting from $L_{2}(X)$ into $L_{2}(\mathbb{R})$ by the rule

$$
\begin{equation*}
\left(\mathcal{M}_{X} \psi\right)(x):=\int_{X} a(x-y) \psi(y) d y, \quad x \in \mathbb{R} . \tag{29}
\end{equation*}
$$

The first equation in (28) is to be treated as that in $L_{2}(\tilde{J})$, while the other equation is that in $L_{2}(\mathbb{R} \backslash \tilde{J})$.

Owing to (26), the norm of the operator of multiplication by $(V-\lambda)^{-1}$ in $L_{2}(\mathbb{R} \backslash \tilde{J})$ is bounded uniformly in $\lambda \in S^{\delta_{1}}$ by the constant $c_{2}^{-1}$. Applying this operator to the second equation in (28), we obtain an equivalent equation

$$
\begin{equation*}
\left(\mathcal{I}_{\mathbb{R} \backslash \tilde{J}}+\varepsilon(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}}\right) \psi_{\mathbb{R} \backslash \tilde{J}}+\varepsilon(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{j}} \psi_{\tilde{J}}=0, \tag{30}
\end{equation*}
$$

where $\mathcal{I}_{\mathbb{R} \backslash \tilde{J}}$ is the identity operator in $L_{2}(\mathbb{R} \backslash \tilde{J})$ and by estimate (17) we immediately see that $(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}}$ is a bounded operator in $L_{2}(\mathbb{R} \backslash \tilde{J})$, and $(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}}$ is a bounded operator from $L_{2}(\tilde{J})$ into $L_{2}(\mathbb{R} \backslash \tilde{J})$; both operators are bounded uniformly in $\lambda \in S^{\delta_{1}}$. Hence, for sufficiently small $\varepsilon$, the operator $\mathcal{I}_{\mathbb{R} \backslash \tilde{J}}+\varepsilon(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}}$ is invertible for each $\lambda \in S^{\delta_{1}}$ and the inverse operator

$$
\mathcal{Q}(\varepsilon, \lambda):=\left(\mathcal{I}_{\mathbb{R} \backslash \tilde{J}}+\varepsilon(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}}\right)^{-1}
$$

is bounded uniformly in $\varepsilon$ and $\lambda \in S^{\delta_{1}}$ as an operator in $L_{2}(\mathbb{R} \backslash \tilde{J})$. Applying this operator to Equation (30), we immediately find $\psi_{\mathbb{R} \backslash \tilde{j}}$ :

$$
\begin{equation*}
\psi_{\mathbb{R} \backslash \tilde{J}}=-\varepsilon \mathcal{Q}(\varepsilon, \lambda)(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}} \tag{31}
\end{equation*}
$$

and the operator $\mathcal{Q}(\varepsilon, \lambda)(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}}$ from $L_{2}(\tilde{J})$ into $L_{2}(\mathbb{R} \backslash \tilde{J})$ is bounded uniformly in $\varepsilon$ and $\lambda \in S^{\delta_{1}}$. Substituting this formula into the first equation in (28), we arrive at a single equation for $\psi_{\tilde{J}}$ :

$$
\begin{equation*}
(V-\lambda) \psi_{\tilde{J}}+\varepsilon \mathcal{P}_{\tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}}-\varepsilon^{2} \mathcal{P}_{\tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}} \mathcal{Q}(\varepsilon, \lambda)(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}}=0 \tag{32}
\end{equation*}
$$

We observe that the second and the third terms in the above equation can be rewritten as

$$
\varepsilon \mathcal{P}_{\tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}}-\varepsilon^{2} \mathcal{P}_{\tilde{J}} \mathcal{M}_{\mathbb{R} \backslash \tilde{J}} \mathcal{Q}(\varepsilon, \lambda)(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}}=\varepsilon \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star} \mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}
$$

where $\mathcal{A}$ is an operator from $L_{2}(\tilde{J})$ into $L_{2}(\mathbb{R})$ defined by the formula

$$
\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}:=\left\{\begin{array}{cl}
\psi_{\tilde{J}} & \text { on } \tilde{J},  \tag{33}\\
-\varepsilon \mathcal{Q}(\varepsilon, \lambda)(V-\lambda)^{-1} \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{M}_{\tilde{J}} \psi_{\tilde{J}} & \text { on } \mathbb{R} \backslash \tilde{J} .
\end{array}\right.
$$

This operator is bounded uniformly in $\varepsilon$ and $\lambda \in S^{\delta_{1}}$, namely,

$$
\begin{equation*}
\|\mathcal{A}(\varepsilon, \lambda)\|_{L_{2}(\tilde{J}) \rightarrow L_{2}(\mathbb{R})} \leqslant c_{3}, \tag{34}
\end{equation*}
$$

where $c_{3}$ is a constant independent of $\varepsilon$ and $\lambda$. Hence, Equation (32) becomes

$$
\begin{equation*}
(V-\lambda) \psi_{\tilde{J}}+\varepsilon \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star} \mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}=0 \tag{35}
\end{equation*}
$$

Our main aim is to prove that there exists a fixed positive $\delta \in\left(0, \delta_{1}\right]$ such that for $\lambda \in S^{\delta}$, Equation (35) can have only trivial solutions. First, we are going to show that such a statement holds for $\lambda$ located on the curve $\Upsilon \cap S^{\delta_{1}}$; such a curve obviously contains $S$.

We arbitrarily choose $\lambda \in \Upsilon \cap S^{\delta_{1}}$ and let $z^{(j, i)}$ be all points of the segment $\tilde{J}_{j}$ such that $V\left(z^{(j, i)}\right)=\lambda$. Here, the superscript $j$ ranges in some subset of $\{1, \ldots, n\}$ and $i$ ranges from 1 to some natural number depending on $j$. Let us show that the total number of points $z^{(j, i)}$ in each segment $\tilde{J}_{j}$ is bounded by some constant $\tilde{m} \geqslant m$ independent of $j$ and $\lambda$ provided $\delta_{1}$ and $\delta_{0}$ are chosen small enough. Indeed, according to our assumptions, the total number of the points $z^{(j, i)}$ located in the segment $J_{j}$ is bounded by $m$ and we only need to estimate the total number of such points located in $\tilde{J}_{j} \backslash J_{j}$. If $\lambda$ is such that one of the corresponding points $z^{(j, i)}$ is located in $\left[b_{j}^{-}-\delta_{0}, b_{j}^{-}\right)$or in $\left(b_{j}^{+}, b_{j}^{+}+\delta_{0}\right]$ for some $j$, then each of the mentioned intervals can contain at most one point $z^{(j, i)}$. This will be ensured by the inequality

$$
\begin{equation*}
V(x) \neq V(y) \quad \text { as } \quad x \neq y, \quad x, y \in\left[b_{j}^{-}-\delta_{0}, b_{j}^{-}\right) \quad \text { or } \quad x, y \in\left(b_{j}^{+}, b_{j}^{+}+\delta_{0}\right] \tag{36}
\end{equation*}
$$

which we are going to prove. The point $b_{j}^{+}$can be regular or a $(\beta, \alpha)$ threshold, and in both cases, owing to (5) and (7), for $x \in\left(b_{j}^{+}, b_{j}^{+}+\delta_{0}\right]$ the function $V$ can be represented as

$$
V(x)=\alpha_{0}\left(x-b_{j}^{+}\right)^{\beta_{0}} v_{0}(x), \quad v_{0} \in C^{2}\left[b_{j}^{+}, b_{j}^{+}+\delta_{0}\right],
$$

provided $\delta_{0}$ is small enough. Here, $\alpha_{0}$ is some non-zero complex number, $\beta_{0} \in(0,1]$ is some real number and $v_{0}$ is some complex-valued function such that $v_{0}\left(b_{j}^{+}\right)=1$. Choosing $x, y \in\left(b_{j}^{+}, b_{j}^{+}+\delta_{0}\right]$ arbitrarily, we have

$$
\begin{aligned}
V^{\frac{1}{\beta_{0}}}(x)-V^{\frac{1}{\beta_{0}}}(y) & =\alpha_{0}^{\frac{1}{\beta_{0}}}\left(\left(x-b_{j}^{+}\right) v_{0}^{\frac{1}{\beta_{0}}}(x)-\left(y-b_{j}^{+}\right) v_{0}^{\frac{1}{\beta_{0}}}(y)\right) \\
& =\alpha_{0}^{\frac{1}{\beta_{0}}}\left((x-y) v_{0}^{\frac{1}{\beta_{0}}}(x)+\left(y-b_{j}^{+}\right)\left(v_{0}^{\frac{1}{\beta_{0}}}(x)-v_{0}^{\frac{1}{\beta_{0}}}(y)\right)\right) .
\end{aligned}
$$

Applying the Lagrange rule, we obtain:

$$
\begin{equation*}
V^{\frac{1}{\beta_{0}}}(x)-V^{\frac{1}{\beta_{0}}}(y)=\alpha_{0}^{\frac{1}{\beta_{0}}}(x-y)\left(v_{0}^{\frac{1}{\beta_{0}}}(x)+\left(y-b_{j}^{+}\right) \tilde{v}_{0}(x, y)\right), \tag{37}
\end{equation*}
$$

where $\tilde{v}_{0}(x, y)$ is some function obeying the uniform estimate

$$
\left|\tilde{v}_{0}(x, y)\right| \leqslant \frac{1}{\beta_{0}}\left\|v_{0}\right\|_{C\left[b_{j}^{+}, b_{j}^{+}+\delta_{0}\right]}^{\frac{1}{\beta_{0}}-1}\left\|v_{0}^{\prime}\right\|_{C\left[b_{j}^{+}, b_{j}^{+}+\delta_{0}\right]} .
$$

Since each segment $\tilde{J}_{j}$ can contain only finitely many $(\beta, \alpha)$ thresholds and all other points are regular, the right-hand side of this inequality can be estimated from the above by some constant independent of $j$. Hence, in view of the identity $v_{0}\left(b_{j}^{+}\right)=1$, the expression in the brackets on the right-hand side of (37) is close to 1 and can not vanish once we choose a small enough $\delta_{0}$. This confirms inequality (36).

Let $\delta_{2}$ be a fixed positive number such that the intervals $U^{(j, i)}:=\tilde{J}_{j} \cap\left(z^{(j, i)}-\delta_{2}, z^{(j, i)}+\delta_{2}\right)$ are disjoint and each of these intervals contains no $(\beta, \alpha)$ thresholds except possibly that at $z^{(j, i)}$. Assume that $z^{(j, i)}$ is a regular point and let $x$ range outside $U^{(j, i)}$, but still in some bigger neighbourhood of $z^{(j, i)}$. By the Lagrange rule, we then have

$$
V(x)-\lambda=V(x)-V\left(z^{(j, i)}\right)=\left(x-z^{(j, i)}\right)\left(\operatorname{Re} V^{\prime}\left(x_{\mathrm{r}}^{(j, i)}\right)+\mathrm{i} \operatorname{Im} V^{\prime}\left(x_{\mathrm{i}}^{(j, i)}\right)\right),
$$

where $x_{\mathrm{r}}^{(j, i)}$ and $x_{\mathrm{i}}^{(j, i)}$ are some points between $x$ and $z^{(j, i)}$. By inequality (25), we see that for such $x$, the inequality holds:

$$
\begin{equation*}
|V(x)-\lambda| \geqslant c_{2}\left|x-z^{(j, i)}\right| . \tag{38}
\end{equation*}
$$

If $z^{(j, i)}$ is a $(\beta, \alpha)$ threshold, we choose $\delta_{2}$ small enough, so that in the interval $U^{(j, i)}$, representation (5) holds true. This representation implies immediately that

$$
|V(x)-\lambda| \geqslant c_{4}\left|x-z^{(j, i)}\right|
$$

again for $x$ outside $U^{(j, i)}$, but still in some bigger neighbourhood of $z^{(j, i)}$; here, $c_{4}$ is a fixed positive constant independent of $x, j$ and $i$. This estimate and (38) imply the existence of a positive constant $c_{5}$ depending on $\delta_{2}$ but independent of the choice of $\lambda$ such that

$$
\begin{equation*}
|V(x)-\lambda| \geqslant c_{5}>0 \quad \text { as } \quad x \in \tilde{J} \backslash U, \quad U:=\bigcup_{j, i} U^{(j, i)} . \tag{39}
\end{equation*}
$$

By $\chi^{(j, i)}=\chi^{(j, i)}(x)$, we denote the characteristic functions of the intervals $U^{(j, i)}$, while $M_{0}$ is the set of the superscripts $(j, i)$ such that either the point $z^{(j, i)}$ is regular or it is a $(\beta, \alpha)$ threshold with at least one of $\beta_{ \pm}$obeying $\beta_{ \pm} \in\left[\frac{1}{2}, 1\right]$. We return back to Equation (35) with $\lambda \in \Upsilon \cap S^{\delta_{1}}$ and let $\psi_{\tilde{J}}$ be its solution in $L_{2}(\tilde{J})$. Since the function $V-\lambda$ vanishes only at the corresponding points $z^{(j, i)}$, which form a set of zero measures, we can rewrite this equation as

$$
\begin{equation*}
\psi_{\tilde{J}}+\frac{\varepsilon}{V-\lambda} \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star} \mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}=0 \tag{40}
\end{equation*}
$$

The second term in this equation can be represented as follows:
$\frac{1}{V-\lambda} \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star} \mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}=\mathcal{B}_{0}(\varepsilon, \lambda) \psi_{\tilde{J}}+\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}, \quad \mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}:=\frac{1}{V-\lambda} \mathcal{B}_{2}(\varepsilon, \lambda) \psi_{\tilde{J}}$,
where

$$
\begin{array}{ll}
\left(\mathcal{B}_{0}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x):=\frac{1}{V(x)-\lambda} \sum_{(j, i) \in M_{0}} \chi^{(j, i)}(x) \int_{\mathbb{R}} a\left(z^{(j, i)}-y\right)\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) d y, & x \in J,  \tag{41}\\
\left(\mathcal{B}_{2}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x):=\sum_{(j, i) \in M_{0}} \int_{\mathbb{R}}\left(a(x-y)-a\left(z^{(j, i)}-y\right) \chi^{(j, i)}(x)\right)\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) d y, & x \in J
\end{array}
$$

Let us show that $\mathcal{B}_{1}(\varepsilon, \lambda)$ is a bounded operator in $L_{2}(\tilde{J})$ and, moreover, its norm is bounded uniformly in $\lambda \in \Upsilon \cap S^{\delta_{1}}$. Indeed, as $x \in \tilde{J} \backslash U$, the function $\left(\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x)$ reads as

$$
\left(\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x)=\frac{1}{V(x)-\lambda} \int_{\mathbb{R}} a(x-y)\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) d y
$$

Estimates (17), (34) and (39) then imply

$$
\begin{equation*}
\left\|\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}\right\|_{L_{2}(\tilde{J} \backslash U)} \leqslant c_{5}^{-1}\|a\|_{L_{1}(\mathbb{R})}\left\|\mathcal{A} \psi_{\tilde{J}}\right\|_{L_{2}(\tilde{J})} \leqslant c_{3} c_{5}^{-1}\|a\|_{L_{1}(\mathbb{R})}\left\|\psi_{\tilde{J}}\right\|_{L_{2}(\tilde{J})} . \tag{42}
\end{equation*}
$$

As $x \in U^{(j, i)},(j, i) \in M_{0}$, the function $\left(\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x)$ is given by the formula

$$
\begin{align*}
\left(\mathcal{B}_{2}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x) & =\frac{1}{V(x)-\lambda} \int_{\mathbb{R}}\left(a(x-y)-a\left(z^{(j, i)}-y\right)\right)\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) d y \\
& =\frac{1}{V(x)-\lambda} \int_{\mathbb{R}} d y\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) \int_{0}^{x-z^{(j, i)}} a^{\prime}\left(t+z^{(j, i)}-y\right) d t . \tag{43}
\end{align*}
$$

Using, then, the definition of the regular points and ( $\beta, \alpha$ ) thresholds and estimate (25), by the Cauchy-Schwarz inequality and the uniform boundedness of the operator $\mathcal{A}$, we obtain:

$$
\begin{align*}
\left|\left(\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x)\right|^{2} & \leqslant \frac{C}{\left|x-z^{(j, i)}\right|^{2}}\left(\int_{\mathbb{R}} d y\left|\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y)\right| \int_{-\left|x-z^{(j, i)}\right|}^{\left|x-z^{(j, i)}\right|}\left|a^{\prime}\left(t+z^{(j, i)}-y\right)\right| d t\right)^{2} \\
& \left.\leqslant \frac{C}{\left|x-z^{(j, i)}\right|^{2}}\left\|\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right\|_{L_{2}(\mathbb{R})}^{2} \int_{\mathbb{R}} d y \int_{-\left|x-z^{(j, i)}\right|}^{\left|x-z^{(j, i)}\right|}\left|a^{\prime}\left(t+z^{(j, i)}-y\right)\right| d t\right)^{2} \\
& \leqslant \frac{C}{\left|x-z^{(j, i)}\right|}\left\|\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right\|_{L_{2}(\mathbb{R})}^{2} \int_{\mathbb{R}} d y \int_{-\left|x-z^{(j, i)}\right|}^{\left|x-z^{(j, i)}\right|}\left|a^{\prime}\left(t+z^{(j, i)}-y\right)\right|^{2} d t  \tag{44}\\
& =\frac{C}{\left|x-z^{(j, i)}\right|}\left\|\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right\|_{L_{2}(\mathbb{R})}^{2} \int_{-\left|x-z^{(j, i)}\right|}^{\left|x-z^{(j, i)}\right|} d t \int_{\mathbb{R}}\left|a^{\prime}\left(t+z^{(j, i)}-y\right)\right|^{2} d y \\
& \leqslant C\left\|a^{\prime}\right\|_{L_{2}(\mathbb{R})}\left\|\psi_{\tilde{J}}\right\|_{L_{2}(\tilde{J})^{\prime}}^{2},
\end{align*}
$$

where the symbol $C$ stands for various constants independent of $x, \lambda \in \Upsilon$ and $\psi_{\tilde{J}}$. Integrating the obtained estimate over $U^{(j, i)}$ and summing up the result over $(j, i) \in M_{0}$, we finally arrive at the inequality

$$
\left\|\mathcal{B}_{1}(\varepsilon, \lambda) \psi_{\tilde{J}}\right\|_{L_{2}(U)} \leqslant c_{6}\left\|\psi_{\tilde{J}}\right\|_{L_{2}(\tilde{J})},
$$

where $c_{6}$ is a constant independent of $\lambda \in \Upsilon \cap S^{\delta_{1}}$ and $\psi_{\tilde{J}}$. This inequality and (42) imply that the operator $\mathcal{B}_{1}$ is bounded in $L_{2}(\tilde{J})$ and its norm is bounded uniformly in $\lambda \in \Upsilon \cap S^{\delta_{1}}$.

Let us study the function $\mathcal{B}_{0} \psi_{\tilde{J}}$ defined in (41). If $\psi_{\tilde{J}}$ is a solution of Equation (40) in the space $L_{2}(\tilde{J})$, then the function $\mathcal{B}_{1} \psi_{\tilde{J}}$ is also an element of this space and, hence, $\mathcal{B}_{0}(\varepsilon, \lambda) \psi_{\tilde{J}}$ is necessarily in $L_{2}(\tilde{J})$. At the same time, as $x \in U^{(j, i)}$, this function reads

$$
\begin{equation*}
\left(\mathcal{B}_{0}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(x)=\frac{1}{V(x)-\lambda} \int_{\mathbb{R}} a\left(z^{(j, i)}-y\right)\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) d y \tag{45}
\end{equation*}
$$

and the integral is independent of $x$. The function $(V(x)-\lambda)^{-1}$ has a singularity at the point $z^{(j, i)}$ and since $z^{(j, i)}$ is either a regular point or a $(\beta, \alpha)$ threshold with at least one of $\beta_{ \pm}$not less than $\frac{1}{2}$, this function is not an element of $L_{2}\left(U^{(j, i)}\right)$. Hence, the only possibility is that the integral in (45) necessarily vanishes. Then, $\mathcal{B}_{0} \psi_{\tilde{J}}=0$ and Equation (40) becomes

$$
\left(\mathcal{I}_{\tilde{J}}+\varepsilon \mathcal{B}_{1}(\varepsilon, \lambda)\right) \psi_{\tilde{J}}=0,
$$

where $\mathcal{I}_{\tilde{J}}$ is the identity mapping in $L_{2}(\tilde{J})$. Since the operator $\mathcal{B}_{1}$ is bounded uniformly in $\lambda$, for sufficiently small $\varepsilon$, the operator $\mathcal{I}+\varepsilon \mathcal{B}_{1}(\varepsilon, \lambda)$ is boundedly invertible and the above equation can have only the trivial solution. Therefore, Equations (35) and (40) also have only the trivial solution as $\lambda \in \Upsilon \cap S^{\delta_{1}}$.

### 4.2. Reduction to System of Linear Algebraic Equations

We proceed to proving the existence of a small fixed positive $\delta \leqslant \delta_{1}$ such that the set $S^{\delta} \backslash \Upsilon$ contains no eigenvalues of the operator $\mathcal{L}^{\varepsilon}$. Namely, we are going to show that for $\lambda \in S^{\delta} \backslash \Upsilon$, Equation (35) possesses only the trivial solution. In this subsection, we make the first important step in studying this equation, i.e., we reduce it to a system of linear algebraic equations.

We choose a sufficiently small $\delta_{3} \leqslant \min \left\{\frac{\delta_{1}}{2}, 1\right\}$ and introduce a finite covering of the curve $S$ by open balls $B_{\delta_{3}}\left(P_{k}\right)$ with centers at some points $P_{k} \in S, k=1, \ldots, N$, where
$N \in \mathbb{N}$ is the number of the balls. By our assumptions, for each $k$, the point $P_{k}$ is the image of finitely many points in the segment $J_{j}$ and, hence, the piece of curve $B_{2 \delta_{3}}\left(P_{k}\right) \cap \Upsilon$ is the image of finitely many segments in $\tilde{J}_{j}$, namely,

$$
B_{2 \delta_{3}}\left(P_{k}\right) \cap \Upsilon=\bigcup_{j=1}^{n} \bigcup_{i=1}^{N_{k}^{(j)}}\left\{V(x): x \in I_{k}^{(j, i)}\right\}, \quad P_{k}=V\left(Y_{k}^{(j, i)}\right), \quad Y_{k}^{(j, i)} \in I_{k}^{(j, i)},
$$

where $I_{k}^{(j, i)} \subset \tilde{J}_{j}$ are some open intervals, $N_{k}^{(j)}$ are some given natural numbers, and $Y_{k}^{(j, i)}$ are some points. Owing to inequality (25) and the assumed smoothness of the function $V$, by choosing a small enough $\delta_{3}$, we can gain the following properties:
P1. The intervals $I_{k}^{(j, i)}$ are disjoint for different $i$, their lengths satisfy the estimate $\left|I_{k}^{(j, i)}\right|<1$ and all possible thresholds in the interval $J_{j}$ are among the points $Y_{k}^{(j, i)}$;
P2. The end points of the intervals $I_{k}^{(j, i)}$ do not coincide with the $(\beta, \alpha)$ thresholds located in the segment $J_{j}$, each of the intervals $I_{k}^{(j, i)}$ contains at most one $(\beta, \alpha)$ threshold and the distance from this threshold to other intervals $I_{k}^{(j, i)}$ is at least $c_{7} \delta_{3}$, where $c_{7}>0$ is a constant independent of $\delta_{3}, k, j, i$; the image of each end point of each interval $I_{k}^{(j, i)}$ is located on $\partial B_{2 \delta_{3}}\left(P_{k}\right)$;
P3. If some interval $I_{k}^{(j, i)}$ contains a $(\beta, \alpha)$ threshold, then the corresponding identity (5) holds true for the entire interval.
In what follows, given a curve and a point in the complex plane, we say that this point is projected onto this curve orthogonally to some non-zero complex number if this projection is made along the straight line orthogonal to the vector connecting the origin and this non-zero complex number. We suppose an extra two properties of $\delta_{3}$.
P4. If a given interval $I_{k}^{(j, i)}$ contains only regular points, then for all $\lambda \in B_{\delta_{3}}\left(Y_{k}^{(j, i)}\right) \backslash \Upsilon$, there exists a unique projection of $\frac{\lambda}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}$ onto the curve $\Gamma_{k}^{(j, i)}:=\left\{V(x): x \in I_{k}^{(j, i)}\right\}$ orthogonally to the number $V^{\prime}\left(Y_{k}^{(j, i)}\right)$ and the inequality holds:

$$
\begin{equation*}
\operatorname{Re} \frac{V^{\prime}(x)}{V^{\prime}\left(Y_{k}^{(j, i)}\right)} \geqslant \frac{1}{2} \quad \text { for all } x \in I_{k}^{(j, i)} \tag{46}
\end{equation*}
$$

P5. If a given interval $I_{k}^{(j, i)}$ contains a $(\beta, \alpha)$ threshold at $Y_{k}^{(j, i)} \in I_{k}^{(j, i)}$ with corresponding $\alpha_{ \pm}=\alpha_{ \pm, k}^{(j, i)}$, then for all $\lambda \in B_{\delta_{3}}\left(Y_{k}^{(j, i)}\right) \backslash \Upsilon$ such that $\operatorname{Re} \frac{\lambda-P_{k}}{\alpha_{ \pm, k}^{(j, i)}}>0$ there exists a unique projection of $\frac{\lambda}{\alpha_{k, \pm}^{(j, i)}}$ onto the curve

$$
\Gamma_{k, \pm}^{(j, i)}:=\left\{V(x): x \in I_{k, \pm}^{(j, i)}\right\}, \quad \text { where } \quad I_{k, \pm}^{(j, i)}:=I_{k}^{(j, i)} \cap\left\{x: \pm\left(x-Y_{k}^{(j, i)}\right)>0\right\}
$$

orthogonally to the number $\alpha_{k, \pm}^{(j, i)}$; the functions $v_{ \pm}=v_{k, \pm}^{(j, i)}$ from (5) corresponding to the $(\beta, \alpha)$ threshold at $Y_{k}^{(j, i)}$ satisfy the estimates
$v_{k, \pm}^{(j, i)} \geqslant \frac{1}{2}, \quad\left|v_{k, \pm}^{(j, i)}(x)\right| \leqslant 2, \quad\left|\operatorname{Im} v_{k, \pm}^{(j, i)}(x)\right| \leqslant \tan \frac{\pi \beta_{0}}{2} \operatorname{Re} v_{k, \pm}^{(j, i)}(x) \quad$ as $\quad x \in I_{k,+}^{(j, i)}$,
$\left|I_{k, \pm}^{(j, i)}\right|\left\|\left(v_{k, \pm}^{(j, i)}\right)^{\prime}\right\|_{C\left(\overline{I_{k, \pm}^{(j, i)}}\right)} \leqslant \frac{1}{4^{1+\frac{1}{\beta_{0}}}}$,
where

$$
\begin{equation*}
\beta_{0}:=\frac{1}{2} \min _{k, j, i}\left\{\beta_{k,+}^{(j, i)} ; \beta_{k,-}^{(j, i)}\right\} . \tag{48}
\end{equation*}
$$

We observe that the definition of intervals $I_{k}^{(j, i)}$ implies immediately that

$$
\begin{equation*}
|V(x)-\lambda| \geqslant \delta_{3} \quad \text { as } \quad \lambda \in B_{\delta_{3}}\left(P_{k}\right), \quad x \in \tilde{J} \backslash I_{k}^{(j)}, \quad j=1, \ldots, n, \quad I_{k}^{(j)}:=\bigcup_{i=1}^{N_{k}^{(j)}} I_{k}^{(j, i)} \tag{49}
\end{equation*}
$$

Property P4 can be equivalently formulated as follows: there exists a unique solution to the equation

$$
\begin{equation*}
\operatorname{Re} \frac{V(Z)-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}=\operatorname{Re} \frac{\lambda-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)} \tag{50}
\end{equation*}
$$

for all $\lambda \in B_{\delta_{3}}\left(Y_{k}^{(j, i)}\right) \backslash \Upsilon$. In view of the definition of a regular point, this equation is uniquely solvable, since for $Z$ close to $Y_{k}^{(j, i)}$ the quotient on the left hand side behaves as

$$
\frac{V(Z)-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}=Z-Y_{k}^{(j, i)}+O\left(\left(Z-Y_{k}^{(j, i)}\right)^{2}\right)
$$

The latter identity also ensures the possibility of satisfying (46). We denote the unique solution of (50) by $Z_{k}^{(j, i)}=Z_{k}^{(j, i)}(\lambda)$.

Property P5 can be also equivalently formulated as follows: there exists a unique solution to the equation

$$
\begin{equation*}
\operatorname{Re} \frac{V\left(Z_{ \pm}\right)-P_{k}}{\alpha_{ \pm, k}^{(j, i)}}=\operatorname{Re} \frac{\lambda-P_{k}}{\alpha_{ \pm, k}^{(j, i)}} \tag{51}
\end{equation*}
$$

for all $\lambda \in B_{\delta_{3}}\left(Y_{k}^{(j, i)}\right) \backslash \Upsilon$ obeying an additional condition $\operatorname{Re} \frac{\lambda-P_{k}}{\alpha_{ \pm, k}^{(j, i)}}>0$. These equations are again locally uniquely solvable owing to the definition of $(\beta, \alpha)$ threshold, which also ensures (47). We denote the solutions of (51) by $Z_{ \pm, k}^{(j, i)}=Z_{ \pm, k}^{(j, i)}(\lambda)$. We also let

$$
\begin{equation*}
\mathrm{Z}_{ \pm, k}^{(j, i)}(\lambda):=Y_{k}^{j, i} \quad \text { as } \quad \operatorname{Re} \frac{\lambda-P_{k}}{\alpha_{ \pm, k}^{(j, i)}} \leqslant 0 \tag{52}
\end{equation*}
$$

In what follows, we consider Equation (35) for $\lambda \in E_{k, \delta_{3}}$, where

$$
\begin{equation*}
E_{k, \delta_{3}}:=B_{\delta_{3}}\left(P_{k}\right) \backslash \Upsilon . \tag{53}
\end{equation*}
$$

We rewrite this equation in form (40) and then we represent the second term in the latter equation as

$$
\begin{align*}
& \psi_{\tilde{J}}+\varepsilon \mathcal{B}_{3, k}(\varepsilon, \lambda) \psi_{\tilde{J}}+\varepsilon \mathcal{B}_{4, k}(\varepsilon, \lambda) \psi_{\tilde{J}}=0  \tag{54}\\
& \mathcal{B}_{3, k}(\varepsilon, \lambda):=\sum_{j=1}^{n} \sum_{i=1}^{N_{k}^{(j)}} \frac{\xi_{k}^{(j, i)}}{V-\lambda} \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star} \mathcal{A}(\varepsilon, \lambda) \\
& \mathcal{B}_{4, k}(\varepsilon, \lambda):=\sum_{j=1}^{n} \sum_{i=1}^{N_{k}^{(j)}} \frac{1-\tilde{\xi}_{k}^{(j, i)}}{V-\lambda} \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star} \mathcal{A}(\varepsilon, \lambda),
\end{align*}
$$

where $\xi_{k}^{(j, i)}$ are the characteristic functions of the intervals $I_{k}^{(j, i)}$. It follows immediately from the definitions of the operators $\mathcal{B}_{4, k}$ and the function $\xi_{k}^{(j, i)}$ and estimates (17), (34) and (49) that

$$
\begin{equation*}
\left\|\mathcal{B}_{4, k}\right\|_{L_{2}(\tilde{J}) \rightarrow L_{2}(\tilde{J})} \leqslant \frac{c_{8}}{\delta_{3}}, \tag{55}
\end{equation*}
$$

where $c_{8}$ is a constant independent of $\lambda, k, \delta_{3}$.
We proceed to studying the operators $\mathcal{B}_{3, k}(\varepsilon, \lambda)$. Let $M_{1}$ be the set of all superscripts $(j, i)$ such that the intervals $I_{k}^{(j, i)},(j, i) \in M_{1}$, contain only regular points, while $M_{2}$ is the set
of all superscripts $(j, i)$ such that the intervals $I_{k}^{(j, i)},(j, i) \in M_{2}$, possesses a $(\beta, \alpha)$ threshold at $Y_{k}^{(j, i)} \in I_{k}^{(j, i)}$. Bearing in mind Properties P4 and P5, we represent the operator $\mathcal{B}_{3, k}$ as a sum

$$
\begin{equation*}
\mathcal{B}_{3, k}(\varepsilon, \lambda)=\mathcal{B}_{5, k}(\varepsilon, \lambda)+\mathcal{B}_{6, k}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \tag{56}
\end{equation*}
$$

where $\mathcal{B}_{5, k}(\varepsilon, \lambda)$ and $\mathcal{B}_{6, k}(\varepsilon, \lambda)$ are operators in $L_{2}(\tilde{J})$ defined by the formulas

$$
\begin{align*}
\mathcal{B}_{5, k}(\varepsilon, \lambda):= & \sum_{(j, i) \in M_{1}} \phi_{k}^{(j, i)} \ell\left(Z_{k}^{(j, i)}(\lambda), \varepsilon, \lambda\right)+\sum_{(j, i) \in M_{2}} \phi_{k,+}^{(j, i)} \ell\left(Z_{k,+}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \\
& +\sum_{(j, i) \in M_{2}} \phi_{k,-}^{(j, i)} \ell\left(Z_{k,-}^{(j, i)}(\lambda), \varepsilon, \lambda\right), \\
\mathcal{B}_{6, k}(\varepsilon, \lambda):= & \sum_{(j, i) \in M_{1}} \mathcal{B}_{6, k}^{(j, i)}(\varepsilon, \lambda)+\sum_{(j, i) \in M_{2}} \mathcal{B}_{6, k,+}^{(j, i)}(\varepsilon, \lambda)+\sum_{(j, i) \in M_{2}} \mathcal{B}_{6, k,-}^{(j, i)}(\varepsilon, \lambda), \tag{57}
\end{align*}
$$

where

$$
\begin{align*}
& \phi_{k}^{(j, i)}:=\frac{\xi_{k}^{(j, i)}}{V-\lambda}, \quad \phi_{k, \pm}^{(j, i)}:=\frac{\xi_{k, \pm}^{(j, i)}}{V-\lambda}, \\
& \left(\mathcal{B}_{6, k}^{(j, i)}(\varepsilon, \lambda) \psi\right)(x):=\xi_{k}^{(j, i)}(x) \int_{\mathbb{R}} \frac{a(x-y)-a\left(Z_{k}^{(j, i)}(\lambda)-y\right)}{V(x)-\lambda} \psi(y) d y  \tag{58}\\
& \left(\mathcal{B}_{6, k, \pm}^{(j, i)}(\varepsilon, \lambda) \psi\right)(x):=\xi_{k}^{(j, i)}(x) \int_{\mathbb{R}} \frac{a(x-y)-a\left(Z_{k, \pm}^{(j, i)}(\lambda)-y\right)}{V(x)-\lambda} \psi(y) d y
\end{align*}
$$

$\xi_{k, \pm}^{(j, i)}$ are the characteristic functions of the intervals $I_{k, \pm}^{(j, i)}$, and $\ell(z, \varepsilon, \lambda), z \in \mathbb{R}$, is a bounded linear functional on $L_{2}(\tilde{J})$ defined as

$$
\ell(z, \varepsilon, \lambda) \psi_{\tilde{J}}:=\int_{\mathbb{R}} a(z-y)\left(\mathcal{A}(\varepsilon, \lambda) \psi_{\tilde{J}}\right)(y) d y
$$

In order to study the properties of the operators $\mathcal{B}_{5, k}(\varepsilon, \lambda)$ and $\mathcal{B}_{6, k}(\varepsilon, \lambda)$, we shall need the following lemma.

Lemma 1. There exists $\delta_{4}>0$ independent of $k$ such that for all $\lambda ß n E_{k, \delta_{3},}$ all $k$ and all $\delta_{3} \leqslant \delta_{4}$ the estimates hold:

$$
\begin{array}{llll}
|V(x)-\lambda| \geqslant c_{9}\left|x-Z_{k}^{(j, i)}(\lambda)\right| & \text { as } & x \in I_{k}^{(j, i)}, & (j, i) \in M_{1} \\
|V(x)-\lambda| \geqslant c_{9}\left|x-Z_{k, \pm}^{(j, i)}(\lambda)\right| & \text { as } & x \in I_{k, \pm}^{(j, i)}, & (j, i) \in M_{2}, \tag{59}
\end{array}
$$

where $c_{9}$ is a positive constant independent of $\delta_{3}, x, \lambda, k, j$ and $i$.
Proof. We first consider the case $(j, i) \in M_{1}$. By Equation (50), estimate (25) and the Lagrange rule, we have:

$$
\begin{align*}
|V(x)-\lambda| & =\left|V^{\prime}\left(Y_{k}^{(j, i)}\right)\right|\left|\frac{V(x)-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}-\frac{\lambda-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}\right| \\
& \geqslant\left|V^{\prime}\left(Y_{k}^{(j, i)}\right)\right|\left|\operatorname{Re} \frac{V(x)-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}-\operatorname{Re} \frac{\lambda-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}\right|  \tag{60}\\
& =\left|V^{\prime}\left(Y_{k}^{(j, i)}\right)\right|\left|\operatorname{Re} \frac{V(x)-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}-\operatorname{Re} \frac{V\left(Z_{k}^{(j, i)}\right)-P_{k}}{V^{\prime}\left(Y_{k}^{(j, i)}\right)}\right| \geqslant \frac{c_{0}}{2}\left|x-Z_{k}^{(j, i)}\right| .
\end{align*}
$$

We proceed to the case $(j, i) \in M_{2}$. We shall prove the second inequality in (59) only for $x \in I_{k,+}^{(j, i)}$; the case of the interval $I_{k,-}^{(j, i)}$ can be treated in the same way. In the considered case, the interval $I_{k}^{(j, i)}$ contains a $(\beta, \alpha)$ threshold at some internal point $Y_{k}^{(j, i)}$. We first suppose that $\operatorname{Re} \lambda \beta_{+}^{-1} \leqslant 0$. In view of (5) and (52), we have:

$$
\begin{equation*}
|V(x)-\lambda| \geqslant\left|\alpha_{k,+}^{(j, i)}\right|\left|\operatorname{Re} \frac{V(x)-\lambda}{\alpha_{k,+}^{(j, i)}}\right| \geqslant C\left|x-Y_{k}^{(j, i)}\right|^{\beta_{ \pm, k}^{(j, i)}} \geqslant C\left|x-Y_{k}^{(j, i)}\right| \tag{61}
\end{equation*}
$$

where $C$ is a constant independent of $k, j, i$ and $\lambda$. This proves the second inequality in (59) as $\operatorname{Re} \lambda \beta_{+}^{-1} \leqslant 0$.

Suppose that $\operatorname{Re} \lambda \beta_{+}^{-1}>0$. Then, we argue similarly to (60):

$$
\begin{aligned}
|V(x)-\lambda| & =\left|\alpha_{+, k}^{(j, i)}\right|\left|\frac{V(x)-P_{k}}{\alpha_{+, k}^{(j, i)}}-\frac{\lambda-P_{k}}{\alpha_{+, k}^{(j, i)}}\right| \\
& \geqslant\left|\alpha_{+, k}^{(j, i)}\right|\left|\operatorname{Re} \frac{V(x)-P_{k}}{\alpha_{+, k}^{(j, i)}}-\operatorname{Re} \frac{V\left(Z_{+, k}^{(j, i)}\right)-P_{k}}{\alpha_{+, k}^{(j, i)}}\right| \\
& \geqslant\left|\alpha_{+, k}^{(j, i)}\right| \mid\left(\left(x-Y_{k}^{(j, i)}\right)^{\left.\beta_{k,+}^{(j, i)} \operatorname{Re} v_{k,+}^{(j, i)}(x)\right)\left.^{\prime}\right|_{x=\zeta}| | x-Z_{k,+}^{(j, i)} \mid}\right. \\
& =\left|\alpha_{+, k}^{(j, i)}\right|\left|\beta_{k,+}^{(j, i)} \operatorname{Re} v_{k,+}^{(j, i)}(\zeta)+\left(\zeta-Y_{k}^{(j, i)}\right) \operatorname{Re}\left(v_{k,+}^{(j, i)}\right)^{\prime}(\zeta)\right| \frac{\left|x-Z_{k,+}^{(j, i)}\right|}{\left|\zeta-Y_{k}^{(j, i)}\right|^{1-\beta_{k,+}(j, i)}},
\end{aligned}
$$

where $\zeta$ is some point between $x$ and $Z_{k,+}^{(j, i)}$. It follows from the first and fourth inequalities in (47) and (48) that

$$
\left|\beta_{k,+}^{(j, i)} \operatorname{Re} v_{k,+}^{(j, i)}(\zeta)+\left(\zeta-Y_{k}^{(j, i)}\right) \operatorname{Re}\left(v_{k,+}^{(j, i)}\right)^{\prime}(\zeta)\right| \geqslant \frac{\beta_{k,+}^{(j, i)}}{2}-\left|I_{k,+}^{(j, i)}\right|\left\|\left(v_{k,+}^{(j, i)}\right)^{\prime}\right\|_{C\left(I_{k,+}\right)} \frac{(j, i)}{} \geqslant \beta_{0}-\frac{1}{4^{1+\frac{1}{\beta_{0}}}}>\frac{\beta_{0}}{2} .
$$

This inequality and the inequality $\left|I_{k,+}^{(j, i)}\right|<\left|I_{k}^{(j, i)}\right|<1$, see Property P1, allows us to continue the above estimating:

$$
|V(x)-\lambda| \geqslant \frac{\beta_{0}\left|\alpha_{+, k}^{(j, i)}\right|}{2} \frac{\left|x-Z_{k,+}^{(j, i)}\right|}{\left|\zeta-Y_{k}^{(j, i)}\right|^{1-\beta_{k,+}^{(j, i)}}} \geqslant \frac{\beta_{0}\left|\alpha_{+, k}^{(j, i)}\right|}{2\left|I_{k,+}^{(j, i)}\right|^{1-\beta_{k,+}^{(j, i)}}}\left|x-Z_{k,+}^{(j, i)}\right| \geqslant \frac{\beta_{0}\left|\alpha_{+, k}^{(j, i)}\right|}{2}\left|x-Z_{k,+}^{(j, i)}\right| .
$$

The proof is complete.
Using this lemma and arguing as in (43) and (44), we easily see that the operators $\mathcal{B}_{6, k}(\varepsilon, \lambda)$ are bounded uniformly in $\varepsilon$ and $\lambda \in E_{k, \delta_{3}}$ once $\delta_{3} \leqslant \delta_{4}$, namely,

$$
\begin{equation*}
\left\|\mathcal{B}_{6, k}(\varepsilon, \lambda)\right\|_{L_{2}(\tilde{J}) \rightarrow L_{2}(\tilde{J})} \leqslant c_{10} \tag{62}
\end{equation*}
$$

where $c_{10}$ is a constant independent of $\varepsilon$ and $\lambda$. This inequality and (55), (34) yield that the operator

$$
\mathcal{G}(\varepsilon, \lambda):=\left(\mathcal{I}_{J}+\varepsilon \mathcal{B}_{4, k}+\varepsilon \mathcal{B}_{6, k} \mathcal{A}(\varepsilon, \lambda)\right)^{-1}
$$

is well defined and bounded in $L_{2}(\tilde{J})$ provided

$$
\varepsilon \leqslant \frac{\delta_{3}}{2\left(c_{8}+c_{10} c_{3} \delta_{3}\right)}, \quad \lambda \in E_{k, \delta_{3}}, \quad 0<\delta_{3} \leqslant \delta_{4}
$$

and for such values of $\varepsilon, \delta_{3}$ and $\lambda$, it satisfies the estimate

$$
\|\mathcal{G}(\varepsilon, \lambda)\|_{L_{2}(\tilde{J}) \rightarrow L_{2}(\tilde{J})} \leqslant 2 .
$$

We substitute identity (56) into Equation (54) and then apply the operator $\mathcal{G}(\varepsilon, \lambda)$ to the resulting relation and use the definition of the operator $\mathcal{B}_{5, k}$. This implies one more equation:

$$
\begin{align*}
& \psi_{\tilde{J}}+\varepsilon \sum_{(j, i) \in M_{1}} \Phi_{k}^{(j, i)}(\varepsilon, \lambda) \ell\left(Z_{k}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}+\varepsilon \sum_{(j, i) \in M_{2}} \Phi_{k,+}^{(j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,+}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}  \tag{63}\\
& \quad+\varepsilon \sum_{(j, i) \in M_{2}} \Phi_{k,-}^{(j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,-}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}=0,
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{k}^{(j, i)}(\varepsilon, \lambda):=\mathcal{G}(\varepsilon, \lambda) \phi_{k}^{(j, i)}, \quad \Phi_{k, \pm}^{(j, i)}(\varepsilon, \lambda):=\mathcal{G}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)} . \tag{64}
\end{equation*}
$$

We arbitrarily choose $p \in\{1, \ldots, n\}$ and $i \in\left\{1, \ldots, N_{k}^{(p)}\right\}$ and if $(p, q) \in M_{1}$, we apply the functional $\ell\left(Z_{k}^{(p, q)}(\lambda), \varepsilon, \lambda\right)$ to Equation (63), while for $(p, q) \in M_{2}$ we apply the functionals $\ell\left(Z_{k, \pm}^{(p, q)}(\lambda), \varepsilon, \lambda\right)$ to the same equation. This gives the following identities:

$$
\begin{array}{r}
\ell\left(Z_{k}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}+\varepsilon \sum_{(j, i) \in M_{1}} A_{k}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}} \\
+\varepsilon \sum_{(j, i) \in M_{2}} A_{k,+}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,+}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}
\end{array}
$$

$$
+\varepsilon \sum_{(j, i) \in M_{2}} A_{k,-}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,-}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}=0, \quad(p, q) \in M_{1}
$$

$$
\ell\left(Z_{k,+}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}+\varepsilon \sum_{(j, i) \in M_{1}} A_{k,+}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}
$$

$$
\begin{equation*}
+\varepsilon \sum_{(j, i) \in M_{2}} A_{k,+,+}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,+}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}} \tag{65}
\end{equation*}
$$

$$
+\varepsilon \sum_{(j, i) \in M_{2}} A_{k,+,-}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,-}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}=0, \quad(p, q) \in M_{2}
$$

$$
\ell\left(Z_{k,-}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}+\varepsilon \sum_{(j, i) \in M_{1}} A_{k,-}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}
$$

$$
+\varepsilon \sum_{(j, i) \in M_{2}} A_{k,-,+}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,+}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}
$$

$$
+\varepsilon \sum_{(j, i) \in M_{2}} A_{k,-,-}^{(p, q, j, i)}(\varepsilon, \lambda) \ell\left(Z_{k,-}^{(j, i)}(\lambda), \varepsilon, \lambda\right) \psi_{\tilde{J}}=0, \quad(p, q) \in M_{2}
$$

where

$$
\begin{array}{rlrl}
A_{k}^{(p, q, j, i)}(\varepsilon, \lambda):= & \ell\left(Z_{k}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \Phi_{k}^{(j, i)}(\varepsilon, \lambda), \quad & A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda):=\ell\left(Z_{k}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \Phi_{k, \pm}^{(j, i)}(\varepsilon, \lambda) \\
& \text { as }(p, q) \in M_{1} \text { and } \\
A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda):= & \ell\left(Z_{k, \pm}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \Phi_{k}^{(j, i)}(\varepsilon, \lambda), \quad A_{k, b, 4}^{(p, q, j, i)}(\varepsilon, \lambda):=\ell\left(Z_{k, b}^{(p, q)}(\lambda), \varepsilon, \lambda\right) \Phi_{k, \downarrow}^{(j, i)}(\varepsilon, \lambda) \tag{67}
\end{array}
$$

as $(p, q) \in M_{2}$, where the symbols $b$ and $\square$ are to be independently replaced by ' + ' or ' - '. Identity (65) is a system of linear equations for the numbers $\ell\left(Z_{k}^{(j, i)}(\lambda), \varepsilon, \lambda\right)$ and $\ell\left(Z_{k, \pm}^{(j, i)}(\lambda), \varepsilon, \lambda\right)$. Once we find these numbers, we can recover the function $\psi_{\tilde{J}}$ for Equation (63). If system (65) has only the trivial solution, this immediately implies that $\psi_{\tilde{J}}$ vanishes identically, and by Formula (31), Equation (27) can have only the trivial solution; hence, the set $E_{k, \delta_{3}}$ contains no eigenvalues of the operator $\mathcal{L}^{\varepsilon}$. In order to prove that system (65) has only the trivial solution, it is sufficient to show that all functions $A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda)$ and $A_{k, b, \downarrow}^{(p, q, j, i)}(\varepsilon, \lambda)$ are bounded uniformly in $\varepsilon$ and $\lambda$. The proof of this fact is our next important step.

### 4.3. Trivial Solution and Absence of the Spectrum

In this subsection, we prove the uniform boundedness of the functions $A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda)$ and $A_{k, b, 4}^{(p, q, j, i)}(\varepsilon, \lambda)$ and this will allow us to complete the proof of Theorem 2. We first rewrite Formula (64) for the functions $\Phi_{k}^{(j, i)}(\varepsilon, \lambda)$ and $\Phi_{k, \pm}^{(j, i)}(\varepsilon, \lambda)$ as

$$
\begin{align*}
& \Phi_{k}^{(j, i)}(\varepsilon, \lambda)=\phi_{k}^{(j, i)}-\varepsilon \mathcal{G}(\varepsilon, \lambda)\left(\mathcal{B}_{4, k}(\varepsilon, \lambda)+\mathcal{B}_{6, k}(\varepsilon, \lambda)\right) \phi_{k}^{(j, i)}, \\
& \Phi_{k, \pm}^{(j, i)}(\varepsilon, \lambda)=\phi_{k, \pm}^{(j, i)}-\varepsilon \mathcal{G}(\varepsilon, \lambda)\left(\mathcal{B}_{4, k}(\varepsilon, \lambda)+\mathcal{B}_{6, k}(\varepsilon, \lambda)\right) \phi_{k, \pm}^{(j, i)} . \tag{68}
\end{align*}
$$

The prove of the uniform boundedness of $A_{k}^{(p, q, j, i)}(\varepsilon, \lambda), A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda), A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda)$, $A_{k, b, \downarrow}^{(p, q, i)}(\varepsilon, \lambda)$ is based on a series of the following lemmas.

Lemma 2. There exists $\delta_{5}>0$ such that as $\delta_{3} \leqslant \delta_{5}$, for all $\lambda \in E_{k, \delta_{3}}$ and $(j, i) \in M_{1}$ the estimates hold

$$
\left|\int_{\mathbb{R}} \phi_{k}^{(j, i)}(x) d x\right| \leqslant \frac{c_{11}}{\delta_{3}}
$$

where $c_{11}$ is a constant independent of $k, j, i, \delta_{3}$ and $\lambda$.
Proof. We begin with representing the considered integral as

$$
\begin{align*}
\int_{\mathbb{R}} \phi_{k}^{(j, i)}(x) d x & =\int_{I_{k}^{(j, i)}} \frac{d x}{V(x)-\lambda} \\
& =\frac{1}{V^{\prime}\left(Z_{k}^{(j, i)}\right)} \int_{I_{k}^{(j, i)}} \frac{V^{\prime}(x)}{V(x)-\lambda} d x+\frac{1}{V^{\prime}\left(Z_{k}^{(j, i)}\right)} \int_{I_{k}^{(j, i)}} \frac{V^{\prime}\left(Z_{k}^{(j, i)}\right)-V^{\prime}(x)}{V(x)-\lambda} d x . \tag{69}
\end{align*}
$$

The first integral in the right hand side of the above representation can be immediately rewritten as

$$
\int_{I_{k}^{(j, i)}} \frac{V^{\prime}(x)}{V(x)-\lambda} d x=\int_{\Gamma_{k}^{(j, i)}} \frac{d t}{t-\lambda}
$$

The above integral over the curve $\Gamma_{k}^{(j, i)}$ is holomorphic in $\lambda \in B_{\delta_{3}}\left(P_{k}\right) \backslash \Upsilon$. As $\lambda$ is such that $\operatorname{dist}(\lambda, \Upsilon) \geqslant \frac{\delta_{3}}{2}$, we have an obvious estimate

$$
\begin{equation*}
\left|\int_{\Gamma_{k}^{(j, i)}} \frac{d t}{t-\lambda}\right| \leqslant \frac{C}{\delta_{3}} \tag{70}
\end{equation*}
$$

where $C$ is a constant independent of $\lambda, k, j, i$ and $\delta_{3}$. We also easily find that

$$
\begin{equation*}
\frac{d}{d \lambda} \int_{\Gamma_{k}^{(j, i)}} \frac{d t}{t-\lambda}=\int_{\Gamma_{k}^{(j, i)}} \frac{d t}{(t-\lambda)^{2}}=\frac{1}{\partial_{-} \Gamma_{k}^{(j, i)}-\lambda}-\frac{1}{\partial_{+} \Gamma_{k}^{(j, i)}-\lambda}, \tag{71}
\end{equation*}
$$

where $\partial_{ \pm} \Gamma_{k}^{(j, i)}$ are the end-points of the curve $\Gamma_{k}^{(j, i)}$. Definition (53) of the set $E_{k, \delta_{3}}$ ensures that

$$
\frac{1}{\left|\partial_{ \pm} \Gamma_{k}^{(j, i)}-\lambda\right|} \geqslant \frac{1}{\delta_{3}} .
$$

Having this estimate and (70) in mind and integrating (71) with respect to $\lambda$, in view of (25), we immediately find

$$
\begin{equation*}
\left|\frac{1}{V^{\prime}\left(Z_{k}^{(j, i)}\right)} \int_{I_{k}^{(j, i)}} \frac{V^{\prime}(x)}{V(x)-\lambda} d x\right| \leqslant \frac{C}{\delta_{3}} \tag{72}
\end{equation*}
$$

where $C$ is a constant independent of $\lambda, k, j, i$ and $\delta_{3}$.
In order to estimate the second integral in the right hand side of (69), we employ estimate (59) and the Lagrange rule:

$$
\begin{equation*}
\left|\frac{1}{V^{\prime}\left(Z_{k}^{(j, i)}\right)} \int_{I_{k}^{(j, i)}} \frac{V^{\prime}\left(Z_{k}^{(j, i)}\right)-V^{\prime}(x)}{V(x)-\lambda} d x\right| \leqslant \frac{C}{\left|V^{\prime}\left(Z_{k}^{(j, i)}\right)\right|} \sup _{t \in I_{k}^{(j, i)}}\left|V^{\prime \prime}(t)\right| \tag{73}
\end{equation*}
$$

where $C$ is a constant independent of $\lambda, k, j, i$ and $\delta_{3}$. According to the definition of the regular points, the function $V$ is twice continuously differentiable on $J_{j}$ except for $(\beta, \alpha)$ thresholds, which are denoted, we recall, by $x^{(j, i)}$. In the vicinity of the latter points, the first and the second derivatives of the function $V$ have singularities of orders $O\left(\left|x-x^{(j, i)}\right|^{\left(\beta_{ \pm}^{(j, i)}\right.}-1\right)$ and $O\left(\left|x-x^{(j, i)}\right|^{(j, i)}-2\right)$. According to Property P2, the minimal distance from the interval $I_{k}^{(j, i)}$ to the nearest $(\beta, \alpha)$ threshold is at least $c_{7} \delta_{3}$, and since the total number of the thresholds is finite, we conclude on the existence of $\delta_{5}>0$ such that for $\delta_{3} \leqslant \delta_{5}$ the estimate

$$
\frac{\sup _{t \in \frac{I_{k}^{(j, i)}}{}}\left|V^{\prime \prime}(t)\right|}{\left|V^{\prime}\left(Z_{k}^{(j, i)}\right)\right|} \leqslant \frac{C}{\delta_{3}}
$$

holds true, where $C$ is a constant independent of $\delta_{3}, k, j, i$. Substituting this estimate into (73), we obtain:

$$
\left|\frac{1}{V^{\prime}\left(Z_{k}^{(j, i)}\right)} \int_{I_{k}^{(j, i)}} \frac{V^{\prime}\left(Z_{k}^{(j, i)}\right)-V^{\prime}(x)}{V(x)-\lambda} d x\right| \leqslant \frac{C}{\delta_{3}}
$$

where $C$ is a constant independent of $\delta_{3}, k, j, i$. This estimate and (72) yield the desired estimate from the statement of the lemma. The proof is complete.

Lemma 3. For all $\lambda \in E_{k, \delta_{3}}$ and $(j, i) \in M_{2}$ the estimates hold

$$
\begin{equation*}
\left|\int_{\mathbb{R}} \phi_{k, \pm}^{(j, i)}(x) d x\right| \leqslant c_{12} \tag{74}
\end{equation*}
$$

where $c_{12}$ is a constant independent of $k, j, i$, and $\lambda$ but depending on $\delta_{3}$.
Proof. We provide the proof only for the integral with $\phi_{k,+}^{(j, i)}$; the other case can be treated in the same way. We first suppose that

$$
\operatorname{Re} \frac{\lambda-P_{k}}{\alpha_{+, k}^{(j, i)}} \leqslant 0
$$

Then, by (61) and the assumed inequality $\beta_{k,+}^{(j, i)}<1$ we immediately obtain:

$$
\left|\int_{\mathbb{R}} \frac{\xi_{k, \pm}^{(j, i)}(x)}{V(x)-\lambda} d x\right| \leqslant C \int_{\Gamma_{k,+}^{(j, i)}} \frac{d x}{\left(x-Y_{k}^{(j, i)}\right)^{\beta_{k,+}^{j, i}}} \leqslant C
$$

where by $C$ we denote some constants independent of $\lambda, k, j, i$ and $\delta_{3}$.
Suppose now that

$$
\begin{equation*}
\operatorname{Re} \eta>0, \quad \text { where } \quad \eta:=\frac{\lambda-P_{k}}{\alpha_{+, k}^{(j, i)}} \tag{75}
\end{equation*}
$$

Owing to the third inequality in (47) and (48) the function

$$
w(x):=\left(x-Y_{k}^{(j, i)}\right)\left(v_{k,+}^{(j, i)}(x)\right)^{\frac{1}{\beta_{k,+}^{(j, i)}}}
$$

is well defined and

$$
\begin{equation*}
w^{\beta_{k,+}^{(j, i)}}(x)=\left(x-Y_{k}^{(j, i)}\right)^{\beta_{k,+}^{(j, i)}} v_{k,+}^{(j, i)}(x)=\frac{V(x)-P_{k}}{\alpha_{k,+}^{(j, i)}} . \tag{76}
\end{equation*}
$$

The assumed smoothness of $v_{k,+}^{(j, i)}$, see (5) and (6) yields that

$$
\begin{equation*}
w \in C^{2}\left(\overline{I_{k,+}^{(j, i)}}\right), \quad\|w\|_{C^{2}\left(\overline{I_{k,+}} \overline{(j, i)}\right.} \leqslant C \tag{77}
\end{equation*}
$$

where $C$ is a constant independent of $k, j, i$. The first, second and fourth inequalities in (47) and identity (5) imply that for $x \in \overline{I_{k,+}^{(j, i)}}$, the estimates hold:

$$
\begin{aligned}
& \left(\frac{\left|x-Y_{k,+}^{(j, i)}\right|}{\beta_{k,+}^{(j, i)}}\left|v_{k,+}^{(j, i)}(x)\right|^{\frac{1}{\beta_{k,+}^{(j, i)}-1}}\left|\left(v_{k,+}^{(j, i)}\right)^{\prime}(x)\right|\right)^{\beta_{k,+}^{(j, i)}} \leqslant\left|\left(v_{k,+}^{(j, i)}\right)^{\prime}(x)\right|^{\beta_{k,+}^{(j, i)}}\left|v_{k,+}^{(j, i)}(x)\right|\left|I_{k,+}^{(j, i)}\right|^{\beta_{k,+}^{(j, i)}} \\
& \leqslant 2\left|\left(v_{k,+}^{(j, i)}\right)^{\prime}(x)\right|^{\beta_{k,+}^{(j, i)}}\left|I_{k,+}^{(j, i)}\right|^{\beta_{k,+}^{(j, i)}} \\
& \leqslant \frac{2}{4^{\frac{\beta_{k++}}{\beta_{0}}+\beta_{k,+}^{(j, i)}}} \leqslant \frac{1}{4^{\beta_{k,+}^{(j, i)}}}<\frac{1}{2^{\beta_{k,+}^{(j, i)}}} \leqslant\left|v_{k,+}^{(j, i)}(x)\right|^{\beta_{k,+}^{(j, i)}} .
\end{aligned}
$$

Hence,

$$
\left|w^{\prime}(x)\right| \geqslant C, \quad x \in \overline{I_{k,+}^{(j, i)}}
$$

where $C$ is a positive constant independent of $x, k, j$ and $i$. We denote

$$
\tilde{\Gamma}:=\left\{w(x): x \in I_{k,+}^{(j, i)}\right\}, \quad \tilde{\alpha}:=\alpha_{k,+}^{(j, i)}, \quad \tilde{\beta}:=\beta_{k,+}^{(j, i)} .
$$

We rewrite the considered integral as follows:

$$
\int_{\mathbb{R}} \phi_{k, \pm}^{(j, i)}(x) d x=\int_{I_{k,+}^{(j, i)}} \frac{d x}{V(x)-\lambda}=\frac{1}{w^{\prime}\left(Z_{k,+}^{(j, i)}\right)} \int_{I_{k,+}^{(j, i)}} \frac{w^{\prime}(x) d x}{V(x)-\lambda}+\int_{I_{k,+}^{(j, i)}} \frac{w^{\prime}\left(Z_{k,+}^{(j, i)}\right)-w^{\prime}(x)}{V(x)-\lambda} d x .
$$

Using, then, identity (76) and making the change in variable $t=w(x)$ in the first integral in the right hand side of the above identity, we obtain:

$$
\begin{equation*}
\int_{\mathbb{R}} \phi_{k, \pm}^{(j, i)}(x) d x=\frac{1}{\tilde{\alpha} w^{\prime}\left(Z_{k,+}^{(j, i)}\right)} \int_{\tilde{\Gamma}} \frac{d t}{t \tilde{\beta}-\eta}+\int_{I_{k,+}^{(j, i)}} \frac{w^{\prime}\left(Z_{k,+}^{(j, i)}\right)-w^{\prime}(x)}{V(x)-\lambda} d x . \tag{78}
\end{equation*}
$$

Owing to the above established smoothness of the function $w$, see (77), and the second inequality in (59), by applying the Lagrangue rule, we immediately estimate the second integral in the right hand side of the above identity:

$$
\begin{equation*}
\left|\int_{I_{k,+}^{(j, i)}} \frac{w^{\prime}\left(Z_{k,+}^{(j, i)}\right)-w^{\prime}(x)}{V(x)-\lambda} d x\right| \leqslant C \int_{\substack{(j, i) \\ I_{k,+}}} \frac{\left|x-Z_{k,+}^{(j, i)}\right|}{|V(x)-\lambda|} d x \leqslant C \tag{79}
\end{equation*}
$$

where the symbol $C$ denotes various constants independent of $\delta_{3}, \lambda, k, j$ and $i$.
Let us estimate the first integral in the right hand side of (78). Suppose that the point $\eta$ is located above the curve $\tilde{\Gamma}$. Then, we choose the branch of the analytic function $z^{\tilde{\beta}}$ with the cut along the positive imaginary semi-axis and the argument of $z$ ranging in $\left(-\frac{3 \pi}{2}, \frac{\pi}{2}\right]$. Let $\tilde{z}$ be the end-point of the curve $\tilde{\Gamma}$ not coinciding with the origin. In the complex plane, we introduce extra two curves:

$$
\tilde{\Gamma}_{1}:=\left\{z: z=e^{-\frac{\pi \mathrm{i}}{\beta}} s, s \in(0,|\tilde{z}|)\right\}, \quad \tilde{\Gamma}_{2}:=\{z:|z|=|\tilde{z}|, \arg z \in(-\pi, \arg \tilde{z})\} .
$$

Then, the closure of the union of these two curves and $\tilde{\Gamma}$ is a closed contour, and by the Cauchy integral theorem, we obtain:

$$
\begin{equation*}
\int_{\tilde{\Gamma}} \frac{d t}{t \tilde{\beta}-\eta}=-\int_{\tilde{\Gamma}_{1}} \frac{d t}{t \tilde{\beta}-\eta}-\int_{\tilde{\Gamma}_{2}} \frac{d t}{t \tilde{\beta}-\eta}=e^{-\frac{\pi \mathrm{i}}{\tilde{\beta}}} \int_{0}^{|\tilde{z}|} \frac{d s}{s^{\tilde{\beta}}+\eta}-\int_{\tilde{\Gamma}_{2}} \frac{d t}{t \tilde{\beta}-\eta} . \tag{80}
\end{equation*}
$$

Since $\lambda \in E_{k, \delta_{3}}$, it follows from the definition of $\eta$ in (75) and Property P2 that

$$
|\eta| \leqslant \frac{\delta_{3}}{|\tilde{\alpha}|}, \quad|\tilde{z}|^{\tilde{\beta}}=\frac{2 \delta_{3}}{|\tilde{\alpha}|} .
$$

Hence, $|t \tilde{\beta}-\eta| \geqslant \frac{\delta_{3}}{|\tilde{\alpha}|}$ on the curve $\tilde{\Gamma}_{2}$ and

$$
\begin{equation*}
\left|\int_{\tilde{\Gamma}_{2}} \frac{d t}{t \tilde{\beta}-\eta}\right| \leqslant \frac{2 \pi|\tilde{\alpha}|}{\delta_{3}} . \tag{81}
\end{equation*}
$$

Since $\operatorname{Re} \eta>0$ by (75), the first integral in the right hand side of the above identity can be immediately estimated as

$$
\left|e^{-\frac{\pi \mathrm{i}}{\tilde{\beta}}} \int_{0}^{|\tilde{z}|} \frac{d s}{s^{\tilde{\beta}}+\eta}\right| \leqslant \int_{0}^{|\tilde{z}|} \frac{d s}{s^{\tilde{\beta}}}=\frac{1}{1-\tilde{\beta}} \frac{1}{|\tilde{z}|^{1-\tilde{\beta}}}=\frac{1}{1-\tilde{\beta}} \frac{|\tilde{\alpha}|^{\frac{1}{\tilde{\beta}}-1}}{\left(2 \delta_{3}\right)^{\frac{1}{\tilde{\beta}}-1}} \leqslant \frac{C}{\delta_{3}^{\frac{1}{\beta_{0}}-1}},
$$

where $C$ is a constant independent of $\delta_{3}, k, j$ and $i$. This estimate (80) and (81), (80) prove the uniform boundedness of the first integral in the right hand side of (78), and in view of (79), we arrive at estimate (74) for $\phi_{k,+}^{(j, i)}$. The proof is complete.

Lemma 4. The function $a$ is an element of $C(\overline{\tilde{J}})$.
Proof. Since $a \in W_{2}^{1}(\mathbb{R})$, by the standard embedding theorems, we conclude that $a \in C(\mathbb{R})$ and this proves the lemma.

Lemma 5. As $\delta_{3} \leqslant \min \left\{\delta_{4}, \delta_{5}\right\}$, for $\lambda \in E_{k, \delta_{3}}$ the estimates hold:

$$
\begin{array}{ll}
\left\|\mathcal{L}_{a \star} \phi_{k}^{(j, i)}\right\|_{L_{\infty}\left(\tilde{J}_{k}\right)} \leqslant c_{13}, & \left\|\mathcal{L}_{a \star} \phi_{k, \pm}^{(j, i)}\right\|_{L_{\infty}\left(\tilde{J}_{k}\right)} \leqslant c_{13}, \\
\left\|\mathcal{L}_{a \star} \phi_{k}^{(j, i)}\right\|_{L_{2}(\mathbb{R})} \leqslant c_{13}, & \left\|\mathcal{L}_{a \star} \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\mathbb{R})} \leqslant c_{13}, \tag{83}
\end{array}
$$

where $c_{13}$ is a constant independent of $\lambda, k, j, i$ but depending on $\delta_{3}$.
Proof. We fix $k$ and some $(j, i)$ in the corresponding set $M_{1}$ and represent the function $\mathcal{L}_{a \star} \phi_{k}^{(j, i)}$ as

$$
\begin{equation*}
\left(\mathcal{L}_{a \star} \phi_{k, \pm}^{(j, i)}\right)(x)=a\left(x-Z_{k}^{(j, i)}\right) \int_{I_{k}^{(j, i)}} \phi_{k}^{(j, i)}(y) d y+\int_{I_{k}^{(j, i)}} \frac{a(x-y)-a\left(x-Z_{k}^{(j, i)}\right)}{V(y)-\lambda} d y \tag{84}
\end{equation*}
$$

By Lemmas 2 and 4, we immediately estimate the first integral in the right hand side of the above identity:

$$
\begin{align*}
& \left|a\left(x-Z_{k}^{(j, i)}\right) \int_{I_{k}^{(j, i)}} \phi_{k}^{(j, i)}(y) d y\right| \leqslant \frac{c_{11}}{\delta_{3}}\|a\|_{C(\bar{J})^{\prime}} \\
& \left\|a\left(\cdot-Z_{k}^{(j, i)}\right) \int_{I_{k}^{(j, i)}} \phi_{k}^{(j, i)}(y) d y\right\|_{L_{2}(\mathbb{R})} \leqslant \frac{c_{11}}{\delta_{3}}\|a\|_{L_{2}(\mathbb{R})} . \tag{85}
\end{align*}
$$

To estimate the second integral in the right hand side of (84), we employ a representation similar to (43):

$$
\int_{I_{k}^{(j, i)}} \frac{a(x-y)-a\left(x-Z_{k}^{(j, i)}\right)}{V(y)-\lambda} d y=\int_{I_{k}^{(j, i)}} \frac{d y}{V(y)-\lambda} \int_{0}^{y-Z_{k}^{(j, i)}} a^{\prime}\left(x-Z_{k}^{(j, i)}-t\right) d t
$$

and use then the Cauchy-Schwarz inequality and the first estimate from (59):

$$
\begin{aligned}
&\left|\int_{I_{k}^{(j, i)}} \frac{a(x-y)-a\left(x-Z_{k}^{(j, i)}\right)}{V(y)-\lambda} d y\right| \leqslant\left.\left.\frac{1}{c_{9}} \int_{I_{k}^{(j, i)}} \frac{1}{\left|y-Z_{k}^{(j, i)}\right|^{\frac{1}{2}}}\right|_{-\left|y-Z_{k}^{(j, i)}\right|} ^{\left|y-Z_{k}^{(j, i)}\right|}\left|a^{\prime}\left(x-Z_{k}^{(j, i)}-t\right)\right|^{2} d t\right|^{\frac{1}{2}} d y \\
& \leqslant \frac{\left\|a^{\prime}\right\|_{L_{2}(\mathbb{R})}^{C_{9}} \int_{I_{k}^{(j, i)}} \frac{d y}{\left|y-Z_{k}^{(j, i)}\right|^{\frac{1}{2}}} \leqslant C,}{} \\
&\left\|\int_{I_{k}^{(j, i)}} \frac{a(\cdot-y)-a\left(\cdot-Z_{k}^{(j, i)}\right)}{V(y)-\lambda} d y\right\|_{L_{2}(\mathbb{R})}^{2} \leqslant C \int_{\mathbb{R}} d x \int_{I_{k}^{(j, i)}} \frac{d y}{\left|y-Z_{k}^{(j, i)}\right|} \int_{-\left|y-Z_{k}^{(j, i)}\right|}^{\left|y-Z_{k}^{(j, i)}\right|}\left|a^{\prime}\left(x-Z_{k}^{(j, i)}-t\right)\right|^{2} d t \\
& \leqslant C\left\|a^{\prime}\right\|_{L_{2}(\mathbb{R})}^{2} \int_{I_{k}^{(j, i)}} \frac{d y}{\left|y-Z_{k}^{(j, i)}\right|} \int_{-\left|y-Z_{k}^{(j, i)}\right|}^{\left|y-Z_{k}^{(j, i)}\right|} d t \leqslant C,
\end{aligned}
$$

where by $C$ we denote various constants independent of $\lambda, k, j$ and $i$. These estimates (84) and (85) prove the first inequalities in (82) and (83).

The proof of the second inequalities in (82) and (83) follows the same lines. Namely, in (84), we just replace $I_{k}^{(j, i)}, Z_{k}^{(j, i)}, \phi_{k}^{(j, i)}$ by $I_{k,+}^{(j, i)}, Z_{k,+}^{(j, i)}, \phi_{k,+}^{(j, i)}$. Then, a corresponding analogue of inequality (85) is implied by Lemmas 3 and' 4 , while estimating the second integral literally reproduces the above argument. The proof is complete.

Lemma 6. As $\delta_{3} \leqslant \min \left\{\delta_{4}, \delta_{5}\right\}$, for $\lambda \in E_{k, \delta_{3}}$ the estimates hold:

$$
\left\|\mathcal{B}_{6, k}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \leqslant c_{14}, \quad\left\|\mathcal{B}_{6, k}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \leqslant c_{14}
$$

where $c_{14}$ is a constant independent of $\lambda, k, j, i$ but depending on $\delta_{3}$.
Proof. In view of the definition of the operator $\mathcal{B}_{6, k}$ in (57), it is sufficient to prove the uniform boundedness of the norms

$$
\begin{array}{lll}
\left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & \left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & (p, q) \in M_{1}, \\
\left\|\mathcal{B}_{6, k, b}^{(p, q)}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & \left\|\mathcal{B}_{6, k, b}^{(p, q)}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & (p, q) \in M_{2}, \quad b \in\{+,-\} . \tag{86}
\end{array}
$$

Bearing in mind the definition of the operators $\mathcal{B}_{6, k}^{(p, q)}$ and $\mathcal{B}_{6, k, \pm}^{(p, q)}$ in (58), the definition of the operator $\mathcal{A}$ in (33), and inequalities (26) and (62), we can estimate the first of the above norms as follows:

$$
\begin{aligned}
\left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})} & \leqslant\left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})}+\left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \mathcal{P}_{\mathbb{R} \backslash \tilde{J}} \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \\
& \leqslant\left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})}+C\left\|\mathcal{M}_{\tilde{J}} \phi_{k}^{(j, i)}\right\|_{L_{2}(\mathbb{R} \backslash \tilde{J})^{\prime}}
\end{aligned}
$$

where $C$ is a constant independent of $\lambda, \varepsilon, k, j, i$ and $\delta_{3}$. In the same way, we can estimate other norms in (86) and, hence, it is sufficient to prove the uniform boundedness only for the norms

$$
\begin{array}{lll}
\left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & \left\|\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}\left(\tilde{J^{\prime}}\right.} & (p, q) \in M_{1}, \\
\left\|\mathcal{B}_{6, k, b}^{(p, q)}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & \left\|\mathcal{B}_{6, k, b}^{(p, q)}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\tilde{J})^{\prime}} & (p, q) \in M_{2,} \quad b \in\{+,-\},  \tag{87}\\
\left\|\mathcal{M}_{\tilde{\jmath}} \phi_{k}^{(j, i)}\right\|_{L_{2}(\mathbb{R} \backslash \tilde{J})^{\prime}} & \left\|\mathcal{M}_{\tilde{\jmath}} \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\mathbb{R} \backslash \tilde{J})^{\prime}}
\end{array}
$$

The uniform boundedness of the latter two norms follows immediately from (83) and definition (29) of the operator $\mathcal{M}_{\tilde{j}}$.

According to the definition of the operators $\mathcal{B}_{6, k}^{(j, i)}$ in (58), the identity holds:

$$
\begin{aligned}
\left(\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right)(x)= & \xi_{k}^{(j, i)}(x) \int_{I_{k}^{(j, i)}} \frac{a(x-y)-a\left(Z_{k}^{(j, i)}(\lambda)-y\right)}{(V(x)-\lambda)(V(y)-\lambda)} d y \\
= & \xi_{k}^{(j, i)}(x) \frac{a\left(x-Z_{k}^{(j, i)}(\lambda)\right)-a(0)}{(V(x)-\lambda)} \int_{I_{k}^{(j, i)}} \frac{d y}{V(y)-\lambda} \\
& +\xi_{k}^{(j, i)}(x) \int_{I_{k}^{(j, i)}} \frac{a(x-y)-a\left(x-Z_{k}^{(j, i)}(\lambda)\right)-a\left(Z_{k}^{(j, i)}(\lambda)-y\right)+a(0)}{(V(x)-\lambda)(V(y)-\lambda)} d y \\
= & \xi_{k}^{(j, i)}(x) \frac{a\left(x-Z_{k}^{(j, i)}(\lambda)\right)-a(0)}{(V(x)-\lambda)} \int_{I_{k}^{(j, i)}} \frac{d y}{V(y)-\lambda} \\
& +\xi_{k}^{(j, i)}(x) \int_{I_{k}^{(j, i)}} \frac{d y}{(V(x)-\lambda)(V(y)-\lambda)} \int_{0}^{x-Z_{k}^{(j, i)}}\left(a^{\prime}\left(t+Z_{k}^{(j, i)}-y\right)-a^{\prime}(t)\right) d t .
\end{aligned}
$$

Since $\tilde{\xi}_{k}^{(j, i)}$ is the characteristic function of a bounded interval $I_{k}^{(j, i)}$ and $a \in L_{1}(\tilde{J})$ by Lemma 4, in view of Lemma 2, we immediately conclude that the first term in the right hand side of the above identity is an element of $L_{2}(\mathbb{R})$ and it is bounded uniformly in $\lambda, k$, $j, i$ in the norm of this space. The norm of the second term is estimated by using (59) and the second condition in (9):

$$
\begin{aligned}
& \int_{\mathbb{R}}\left|\xi_{k}^{(j, i)}(x) \int_{I_{k}^{(j, i)}} \frac{d y}{(V(x)-\lambda)(V(y)-\lambda)} \int_{0}^{x-Z_{k}^{(j, i)}}\left(a^{\prime}\left(t+Z_{k}^{(j, i)}-y\right)-a^{\prime}(t)\right) d t\right|^{2} d x \\
& \quad \leqslant\left. C \int_{I_{k}^{(j, i)}} d x \int_{I_{k}^{(j, i)}} \frac{d y}{\left|x-Z_{k}^{(j, i)}\right|\left|y-Z_{k}^{(j, i)}\right|} \int_{-\left|x-Z_{k}^{(j, i)}\right|}^{\left|x-Z_{k}^{(j, i)}\right|}\left|a^{\prime}\left(t+Z_{k}^{(j, i)}-y\right)-a^{\prime}(t)\right| d t\right|^{2} \\
& \quad \leqslant\left. C \int_{I_{k}^{(j, i)}} d x \int_{I_{k}^{(j, i)}} \frac{d y}{\left|x-Z_{k}^{(j, i)}\right|\left|y-Z_{k}^{(j, i)}\right|} \int_{-\left|x-Z_{k}^{(j, i)}\right|}^{\mid x, i)}\left|Z_{k}^{(j, i)}-y\right|^{\theta} d t\right|^{2} \\
& \\
& \leqslant\left.\left. C \int_{I_{k}^{(j, i)}} d x\right|_{I_{k}^{(j, i)}} \frac{d y}{\left|y-Z_{k}^{(j, i)}\right|^{1-\theta}}\right|^{2} \leqslant C
\end{aligned}
$$

where the symbol $C$ stands for various constants independent of $\lambda, k, j, i$. Hence, the functions $\mathcal{B}_{6, k}^{(p, q)}(\varepsilon, \lambda) \phi_{k}^{(j, i)}$ are bounded in $L_{2}(\mathbb{R})$ uniformly in $\lambda, k, j, i$. Similar boundedness for remaining functions in (87) is established in the same way, and one should just use the second estimate from (59) and Lemma 3. The proof is complete.

Lemma 7. As $\delta_{3} \leqslant \min \left\{\delta_{4}, \delta_{5}\right\}$, for $\lambda \in E_{k, \delta_{3}}$ the estimates hold:

$$
\left\|\mathcal{B}_{4, k}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \leqslant c_{15}, \quad\left\|\mathcal{B}_{4, k}(\varepsilon, \lambda) \mathcal{A}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \leqslant c_{15}
$$

where $c_{15}$ is a constant independent of $\lambda, k, j, i$ but depending on $\delta_{3}$.
Proof. Denoting

$$
\mathcal{B}_{4, k}^{(p, q)}:=\frac{1-\xi_{k}^{(p, q)}}{V-\lambda} \mathcal{P}_{\tilde{J}} \mathcal{L}_{a \star}
$$

we observe that

$$
\begin{equation*}
\mathcal{B}_{4, k}=\sum_{p=1}^{n} \sum_{q=1}^{N_{k}^{(j)}} \mathcal{B}_{4, k}^{(j, i)} \mathcal{A}(\varepsilon, \lambda) . \tag{88}
\end{equation*}
$$

Then, using inequality (49) and the definition of the operator $\mathcal{A}(\varepsilon, \lambda)$, we obtain:

$$
\left\|\mathcal{B}_{4, k}^{(p, q)} \mathcal{A}(\varepsilon, \lambda) \phi_{k}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \leqslant C\left\|\mathcal{L}_{a \star} \phi_{k}^{(j, i)}\right\|_{L_{2}(\mathbb{R})}, \quad\left\|\mathcal{B}_{4, k}^{(p, q)} \mathcal{A}(\varepsilon, \lambda) \phi_{k, \pm}^{(j, i)}\right\|_{L_{2}(\tilde{J})} \leqslant C\left\|\mathcal{L}_{a \star} \phi_{k}^{(j, i)}\right\|_{L_{2}(\mathbb{R})},
$$

where the symbol $C$ denotes some constants independent of $\lambda, k, j$ and $i$. Applying, then, estimates (83), we see that the norms in the above inequality are uniformly bounded, and together with, (88) this completes the proof.

We substitute Formula (68) into (66) and (67) and apply Lemmas 6 and 7 and estimate (82). This yields the desired uniform boundedness of the functions $A_{k}^{(p, q, j, i)}(\varepsilon, \lambda)$, $A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda), A_{k, \pm}^{(p, q, j, i)}(\varepsilon, \lambda), A_{k, b, q, j}^{(p, q, i)}(\varepsilon, \lambda)$ with some fixed sufficiently small $\delta_{3}$. All these functions are bounded by some constant $c_{16}$ independent of $\varepsilon, \lambda \in E_{k, \delta_{3}}, k, j, i$. Hence, there exists $\varepsilon_{0}>0$ independent of $k, \lambda, j, i$ such that as $\varepsilon<\varepsilon_{0}$, system (65) possesses only trivial solution simultaneously for all $k$. Therefore, there exists $\delta>0$ such that the set $S^{\delta}$ contains no eigenvalues of the operator $\mathcal{L}^{\varepsilon}$.

In order to prove the absence of the residual spectrum, we first need to establish Formula (2). By $\operatorname{Ker}(\cdot)$ and $\operatorname{Ran}(\cdot)$, we denote the kernel and the range of a given closed operator.

Lemma 8. Identity (2) is true.

Proof. Given a closed operator $\mathcal{A}$ in a Hilbert space $H$, let $\lambda \notin \sigma_{\text {ess }}(\mathcal{A}) \cup \sigma_{\text {pnt }}(\mathcal{A})$. Then, $\operatorname{Ker}(\mathcal{A}-\lambda)=\{0\}$ and hence, the inverse operator $(\mathcal{A}-\lambda)^{-1}$ is well defined on the range $\operatorname{Ran}(\mathcal{A}-\lambda)$. This inverse operator is bounded. Indeed, if this operator was unbounded, this would mean the existence of a sequence $u_{n} \in \mathfrak{D}(\mathcal{A})$ such that $\left\|u_{n}\right\|_{H}=1$ and $\left\|(\mathcal{A}-\lambda) u_{n}\right\|_{H} \rightarrow 0$ as $n \rightarrow \infty$. Since $\lambda \notin \sigma_{\text {ess }}(A)$, the sequence $\left\{u_{n}\right\}$ is compact, and choosing a subsequence if needed, we can suppose that $u_{n}$ converges to some $u_{*}$ in $H$. Then, by the closedness of the operator $\mathcal{A}$ and the normalization of $u_{n}$, we immediately conclude that $\left\|u_{*}\right\|_{H}=1$ and $(\mathcal{A}-\lambda) u_{*}=0$, i.e., $u_{*}$ is an eigenfunction of $\mathcal{A}$ associated with its eigenvalue $\lambda$. This is impossible, since $\lambda \notin \sigma_{\text {pnt }}(\mathcal{A})$ and, therefore, the inverse operator $(\mathcal{A}-\lambda)^{-1}$ is bounded on the range $\operatorname{Ran}(\mathcal{A}-\lambda)$. By [17] (Ch. 3, Sect. 2, Thm. 9), this yields that the range $\operatorname{Ran}(\mathcal{A}-\lambda)$ is closed. Hence, as $\lambda \notin \sigma_{\text {ess }}(\mathcal{A}) \cup \sigma_{\text {pnt }}(\mathcal{A})$, it belongs to the spectrum $\sigma(\mathcal{A})$ if and only if $\overline{\operatorname{Ran}(\mathcal{A}-\lambda)}=\operatorname{Ran}(\mathcal{A}-\lambda) \neq H$, which is equivalent to $\operatorname{Ker}\left(\mathcal{A}^{*}-\bar{\lambda}\right) \neq\{0\}$, i.e., if and only if $\bar{\lambda}$ is an eigenvalue of the adjoint operator $\mathcal{A}^{*}$. This completes the proof.

In view of Formula (2), we observe that the adjoint operator for $\mathcal{L}^{\varepsilon}$ reads as

$$
\begin{equation*}
\left(\mathcal{L}^{\varepsilon}\right)^{*}=\mathcal{L}_{\bar{V}}+\varepsilon \mathcal{L}_{a^{*} \star} \quad a^{*}(z):=\overline{a(-z)} . \tag{89}
\end{equation*}
$$

This adjoint operator is of the same structure as $\mathcal{L}^{\varepsilon}$ in particular, the essential spectrum of the operator $\mathcal{L}_{\bar{V}}$ is just the complex conjugation of the curve $\Upsilon$, namely,

$$
\sigma\left(\mathcal{L}_{\bar{V}}\right)=\sigma_{\mathrm{ess}}\left(\mathcal{L}_{\bar{V}}\right)=\Upsilon^{\dagger}
$$

Then, we choose the complex conjugation of the piece $S$ of this curve and we see that it also satisfies the assumptions of Theorem 2. The function $a^{*}$ obeys Assumption (9). Then, lessening if needed the number $\delta$, we conclude that the set $\left(S^{\delta}\right)^{\dagger}$ contains no eigenvalues of the operator $\left(\mathcal{L}^{\varepsilon}\right)^{*}$. Then, Formula (2) implies that the set $S^{\delta}$ also contains no points of the residual spectrum of the operator $\mathcal{L}^{\varepsilon}$ and this completes the proof of Theorem 2.

### 4.4. Absence of Residual Spectrum

In this subsection, we prove Theorem 3. We recall Formula (89) for the adjoint operator $\mathcal{L}^{\varepsilon}$ and immediately see that Condition (10) guarantees the self-adjointness of the operator $\mathcal{L}^{\varepsilon}$. This implies the absence of the residual spectrum.

Suppose that Condition (11) is obeyed. As it was stated in Section 2, see identities (12)-(14), it is sufficient to check the validity of $\mathcal{P} \mathcal{T}$-symmetricity condition (12) with the operator $\mathcal{P}$ given in (13). This can be carried out by straightforward calculations for an arbitrary $\psi \in L_{2}(\mathbb{R})$ using conditions (11):

$$
\begin{aligned}
\left(\mathcal{P} \mathcal{T}\left(\mathcal{L}^{\varepsilon}\right)^{*} \psi\right)(x) & =\mathcal{P} \mathcal{T}\left(\overline{V(x)} \phi(x)+\varepsilon \int_{\mathbb{R}} \overline{a(y-x)} \phi(y) d y\right) \\
& =V(\tau x+\varrho) \overline{\phi(\tau x+\varrho)}+\varepsilon \int_{\mathbb{R}} a(y-\tau x-\varrho) \overline{\phi(y)} d y \\
& =V(\tau x+\varrho) \overline{\phi(\tau x+\varrho)}+\varepsilon \int_{\mathbb{R}} a(\tau(y-x)) \overline{\phi(\tau y+\varrho)} d y \\
& =V(x)(\mathcal{P} \mathcal{T} \phi)(x)+\varepsilon \int_{\mathbb{R}} a(x-y)(\mathcal{P} \mathcal{T} \phi)(y) d y=\left(\mathcal{L}^{\varepsilon} \mathcal{P} \mathcal{T} \phi\right)(x) .
\end{aligned}
$$

This completes the proof.


#### Abstract

Author Contributions: Conceptualization, D.I.B., A.L.P. and E.A.Z.; Methodology, D.I.B., A.L.P. and E.A.Z.; Validation, D.I.B.; Formal analysis, D.I.B., A.L.P. and E.A.Z.; Investigation, D.I.B., A.L.P. and E.A.Z.; Writing-original draft, D.I.B., A.L.P. and E.A.Z.; Writing-review \& editing, D.I.B., A.L.P. and E.A.Z. All authors have read and agreed to the published version of the manuscript.

Funding: The research by D.I.B. is partially supported by the Ministry of Education of the Russian Federation under a state task (agreement No. 073-03-2023-010 of 26 January 2023). The work of the second and the third authors is partially supported by the Tromsø Research Foundation project "Pure Mathematics in Norway" and UiT Aurora project MASCOT. The research of the second author was supported by the Ministry of Science and Higher Education of the Russian Federation (megagrant No. 075-15-2022-1115).

Data Availability Statement: No datasets were generate during the study. Conflicts of Interest: The authors declare no conflict of interest.


## References

1. Berestycki, H.; Coville, J.; Vo, H.-H. On the definition and the properties of the principal eigenvalue of some nonlocal operators. J. Funct. Anal. 2016, 271, 2701-2751.
2. Kondratiev, Y.; Molchanov, S.; Pirogov, S.; Zhizhina, E. On ground state of some non local Schrodinger operator. Appl. Anal. 2017, 96, 1390-1400.
3. Kondratiev, Y.; Molchanov, S.; Piatnitski, A.; Zhizhina, E. Resolvent bounds for jump generators. Appl. Anal. 2018, 97, 323-336.
4. Kondratiev, Y.; Molchanov, S.; Vainberg, B. Spectral analysis of non-local Schrodinger operators. J. Funct. Anal. 2017, 273, 1020-1048.
5. Brüning, J.; Geyler, V.; Pankrashkin, K. On the discrete spectrum of spin-orbit Hamiltonians with singular interactions. Russ. J. Math. Phys. 2007, 14, 423-429.
6. Hainzl, C.; Seiringer, R. Asymptotic behaviour of eigenvalues of Schrödinger type operators with degenerate kinetic energy. Math. Nachrichten 2010, 283, 489-499.
7. Hoang, V.; Hundertmark, D.; Richter, J.; Vugalter, S. Quantitative bounds versus existence of weakly coupled bound states for Schrodinger type operators. arXiv 2017, arXiv:1610.09891v2.
8. Pankrashkin, K. Variational principle for hamiltonians with degenerate bottom. In Mathematical Results in Quantum Mechanics; Beltita, I., Nenciu, G., Purice, R., Eds.; World Scientific: Singapore, 2008; pp. 231-240.
9. Molchanov, S.; Vainberg, B. On General Cwikel-Lieb-Rozenblum and Lieb-Thirring Inequalities. In Around the Research of Vladimir Maz'ya. III. Analysis and Applications; Laptev, A., Ed.; Springer: Berlin/Heidelberg, Germany, 2010; pp. 201-246.
10. Molchanov, S.; Vainberg, B. Bargmann type estimates for the counting function for general Schrödinger operators. J. Math. Sci. 2012, 184, 456-508.
11. Borisov, D.I.; Piatnitski, A.L.; Zhizhina, E.A. On spectra of convolution operators with potentials. J. Math. Anal. Appl. 2023, 517, 126568.
12. Borisov, D.I.; Piatnitski, A.L.; Zhizhina, E.A. Spectrum of a convolution operator with potential. Russ. Math. Surv. 2022, 77, 546-548.
13. Klaus, M.; Simon, B. Coupling constant thresholds in nonrelativistic quantum mechanics, I. Short range two-body case. Ann. Phys. 1980, 130, 251-281.
14. Blankenbecler, R.; Goldberger, M.L.; Simon, B. The bound states of weakly coupled long-range one-dimensional quantum Hamiltonians. Ann. Phys. 1977, 108, 69-78.
15. Klaus, M. On the bound state of Schrdinger operators in one dimension. Ann. Phys. 1977, 108, 288-300.
16. Simon, B. The bound state of weakly coupled Schrödinger operators in one and two dimensions. Ann. Phys. 1976, 97, $279-288$.
17. Birman, M.S.; Solomyak, M.Z. Spectral Theory of Self-Adjoint Operators in Hilbert Space; D. Reidel Publishing Co.: Dordrecht, The Netherlands, 1987.

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

