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Abstract

Scanning acoustic microscopy (SAM) is a potent and nondestructive technique
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capable of producing three-dimensional topographic and tomographic images of
specimens. This is achieved by measuring the differences in time of flight (ToF)

3Department of Electronics Engineering, of acoustic signals emitted from various regions of the sample. The measurement
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accuracy of SAM strongly depends on the ToF measurement, which is affected
by tilt in either the scanning stage or the sample stage. Hence, compensating

Correspondence for the ToF shift resulting from sample tilt is imperative for obtaining precise
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topographic and tomographic profiles of the samples in a SAM. In the present
work, we propose an automated tilt compensation in ToF of acoustic signal based
on proposed curve fitting method. Unlike the conventional method, the proposed

approach does not demand manually choosing three separate coordinate points
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from SAM’s time domain data. The effectiveness of the proposed curve fitting
method is demonstrated by compensating time shifts in ToF data of a coin due
to the presence of tilt. The method is implemented for the correction of different
amounts of tilt in the coin corresponding to angles 6.67°, 12.65° and 15.95°. It is
observed that the present method can perform time offset correction in the time
domain data of SAM with an accuracy of 45 arcsec. The experimental results
confirm the effectiveness of the suggested tilt compensation technique in SAM,
indicating its potential for future applications.
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1 | INTRODUCTION

subsurface microscopic imaging of industrial objects and
biological specimens. It is extensively used for microstruc-

Scanning acoustic microscopy (SAM) is a noninvasive and
nondestructive imaging technology that has been used
for surface and subsurface microscopic imaging of vari-
ous objects, from industrial to biological specimens, for
the last several decades.” SAM is a noninvasive and
nondestructive technology widely used for surface and

tural characterisation, surface and subsurface mechanical
properties characterisation of materials, structural health
monitoring of composite structures, studies of phonon
propagations, and detecting surface defects on polymer
circuits.®1® At the same time, SAM also allows visualisa-
tion and determines the spatial distributional changes in
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elasticity, density and viscosity of the sample.'*> More-
over, due to its ability to handle the intricate details of
miniaturised assemblies such as chip-scale packages and
3D IC stacks, this tool has become increasingly vital in
the industry.!! In high-resolution SAM, ~200 nm has
been achieved by using a 4.4 GHz acoustic transducer."®
SAM offers two significant advantages over other imag-
ing modalities. First, it enables high-speed data acquisition
in 2D maps, allowing for efficient imaging. Second, SAM
allows for instantaneous scanning of industrial and bio-
logical samples without requiring staining or labelling, or
extensive preparation, which is a major benefit. Another
advantage of SAM, it has the ability to generate a 3D
visualisation from a 2D scan of any kind of sample by incor-
porating ToF information. This is achieved by measuring
the time delay of the reflected ultrasound waves, which
provides depth/time information of the sample.

SAM operates in two different modes, pulse-echo mode
and transmission mode, each of which generates acous-
tic signals collected at each point, and depth information
is recorded in a 3D matrix format (spatial and temporal)
using a raster/serpentine scanning motion of the trans-
ducer on the sample surface.'”?° An ultrasonic image is
formed by digitally compiling a series of A-scans obtained
during lateral scanning of the sample. This is achieved by
scanning the sample surface using a single/array acous-
tic lens and collecting three-dimensional data about the
object’s mechanical properties in the volume.

Acoustic microscopes produce two basic image formats,
namely, B-scan and C-scan. Additionally, advanced data
processing algorithms can generate enhanced images that
belong to either of these two categories. C-scan images
are generated by recording the amplitude and its corre-
sponding time at a chosen depth range for each C-scan
point. These images provide information about the sam-
ple’s topography and material composition. However, to
ensure the reliability of the conclusions drawn from C-
scan images, one of the sample surfaces must be parallel
to the transducer scanning plane to provide a suitable ref-
erence. Any deviation from this assumption can result in
an incorrect conclusion about the sample, particularly in
high-frequency acoustics imaging.

There are many commercially available SAM systems
in the market, but they lack automatic inclination cor-
rection in their data processing software and hardware
setup. Prakhar et al. proposed a tilt correction method
that involves selecting three points on the same plane of
the object, finding the angle of inclination, and correct-
ing for artefacts caused by the inclination.?! The correction
of sample surface inclination is performed during the
postprocessing phase of each A-scan in the time domain.
However, this method has a limitation that it relies on prior
knowledge of the sample’s surface or shape and the exact

position of the specimen’s surface in space. Moreover, it
also is necessary to select three possible points, which lie
in the same plane, which is very difficult to choose in a
nonuniform object. Rupitsch and Zager have employed an
advanced SAM setup that allows investigating the spec-
imens with curved surfaces or scanning planes that are
not parallel to the holder, but authors did not claim any
tilt correction in the acquired images.”” Hillmann et al.
have identified and corrected the tilt angle of the spheri-
cal sample by using a spatial dependence of the reflection
coefficient for the sample.?

In recent decades, the fields of optical microscopy, image
processing, and computer vision have dedicated them-
selves to rectifying aberrations and tilts.?*~?° Nevertheless,
a significant gap remains in the lack of automated postpro-
cessing tilt correction, applicable both commercially and
in SAM images. This paper aims to bridge this void by
presenting a transformative methodology to adjust sam-
ple inclination within SAM images. By using a new and
creative method, this research aims to improve tilt correc-
tion. This could lead to exciting progress in the fields of
microscopy and image processing.

2 | METHODOLOGY

2.1 | Background

The change in time of flight for each pulse or the increased
attenuation in the medium is the primary cause of arte-
facts created by the inclination between the sample and
the focal plane. A detailed explanation can be found in
Ref. (21). Other elements, such as the transducer aperture
and excitation pulse, impact the output image in addi-
tion to these critical variables. On the other hand, one
can ignore secondary factors since the changes they cause
are inextricably linked with the experimental design and
cannot compensate for in data postprocessing.

The recorded 3D acoustic data are previewed using the
maximum intensity projection by employing the volume
viewer tool in MATLAB to visualise the tilt effectively. To
achieve the proper perspective of the tilted coin, several
sections and slices of the data are plotted first. In order to
reduce the noise in the signal, the 3D data set is cropped
around the maximum point of the mean data, resulting
in a 3D cropped mean matrix, which is then applied to a
proposed tilt removal algorithm. A flow chart shown in
Figure 1 describes a complete workflow of the manuscript
(Figure 2).

The initial step of the proposed tilt removal technique
involves creating a binary mask. This mask is generated
from the maximum valued array obtained in the XZ plane.
Subsequently, the method works with individual filtered
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FIGURE 1 The depicted process flowchart succinctly summarises the sequential steps and methodology employed by the proposed
algorithm for tilt correction. It offers a visual overview of how the algorithm progresses from input to output, highlighting the key stages
involved in identifying and rectifying image inclination.
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FIGURE 2 A graphical representation of a plane characterised
by its normal vector, along with a marked point situated on the
inclined plane. This visual depiction elucidates the interplay
between the plane’s orientation and the specific point’s positioning,
enhancing the conceptual understanding of their spatial
relationship.

rows, columns and a matrix representing time shifts. For
each of these, a transformation is performed, converting
them into separate 3D arrays.

Following this transformation, the generated 3D data is
subjected to a reduction process. This reduction is achieved
by subtracting the transformed data from the mean data.
This step is crucial for effectively removing the tilt compo-
nent and achieving the desired correction in the dataset.
The combination of these steps in sequence constitutes the
core methodology employed to eliminate tilt artefacts from
the data. The eigenvectors are then used to compute the
plane’s normal and points that belong to the plane. Then
there is the time-delay matrix for the generation plane
shift, which has points roughly in the Z = X plane. This
matrix is used to shift the time signals (z-axis) in the orig-
inal data matrix by adding a particular time delay. Once
again, the actual data matrix is passed through a mean cor-
rection to generate the final output data. The heatmap plot
is computed utilising the maximum valued position array
multiplied by the velocity of the ultrasonic beam employed
and the time-of-flight matrix. The slope of the XZ tilted
plane is used to compute the tilt angle. After generating
the normal and in the plane, points using this proposed
fitting plane are calculated and utilised. The delays are the
differences in time between this intended plane and the
reference plane. This eliminates inaccuracies in the phases

of the signals or their time of flight. To resolve the concerns
raised above, a flowchart depicted in Figure 1 will be used.

2.2 | Sample data noise processing

When viewed as a whole, the bulk of the sample data
contains a sizable degree of noise. To remove the noisy por-
tion of the data, the mean value was used. This stage is
undertaken to prepare the data for the process; data sig-
nals are produced, and the mean value is evaluated along
the time scale. By visualising the mean of all the signals,
the maximum amplitude of the mean is determined. We
noticed that we had the least amount of noise in the data
at the time. The signal was then cropped and reduced to
a narrower range around the highest position value of the
mean. The clipped signal is cleaner and more accessible to
analyse than the original data stream.

2.3 | Proposed curve fitting

Acoustic microscope typically generates 3D data, where x
and y dimensions represent the transducer scanning direc-
tions and z dimension represents the ToF information of
the acoustic wave, also called A-scan at every x and y coor-
dinates of the sample. ToF of the acoustic waves provides
the information of height variation across the sample,
which can be easily affected by either tilt in the sample or
tilt in the scanning stage. The height measurement error
introduced due to the tilt either in the sample or in the
scanning stage need to be removed for faithful measure-
ment. Proposed computational method which is a fully
automatic and fast procedure to measure the unwanted tilt
introduced in the 3D data of the sample and can be a use-
ful tool for faithful height measurement of the sample. It
requires some postprocessing steps for accurate estimation
of the tilt in the 3D sample data.

The acoustic signal, that is, every A-scan has 1024 time
points, which covers the span of ToF of the acoustic sig-
nal reflecting from the sample. Sometime, the entire ToF
data has a time delay, which shifts some of the informa-
tion of the sample to the opposite side of the time series
data and introduces difficulty in the correct estimation of
the tilt in the 3D recorded data. In order to avoid this,
mean value of the ToF information corresponding to max-
imum amplitude of the acoustic signal across both x and
y dimensions is measured and subtracted from every A-
scan. The entire 3D data is then shifted to the middle of
A-scan time points, that is, at 512 time point, along z dimen-
sion. Next, the amplitude image of the sample is generated
by selecting the maximum amplitude values of every A-
scan, which is further utilised to form the binary mask. The
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binary mask is used to choose the ToF values correspond-
ing to the maximum amplitude values of every A-scan
within the domain of the sample. The regions falling out-
side the sample domain are not considered to estimate the
tilt information in the 3D sample acoustic data.

The masked sample data and their coordinate values
are rearranged along columns of a matrix ‘P’ of dimen-
sion M X 3, where M is the number of data points within
the masked region. First two columns of the matrix have
X and Y coordinate values and the third column has corre-
sponding maximum amplitude values of every A-scan. The
column-wise mean (i, ) values of the matrix are calculated
and utilised to transform the matrix ‘P’ as follows:

R = [PCi - ’uci] ’ @

where c; represents ith column of matrix P.

The modified matrix ‘R’ is further utilised to compute
the normal vector ‘N’ to the best fit plane and a point ‘p’
that belongs to the plane. We utilised MATLAB command
‘eig’ to compute a matrix ‘v’ whose columns are the right
eigenvectors, a diagonal matrix ‘D’ of eigenvalues and the
coordinates of the point ‘p’ which lie on the fitted plane. It
can be written as follows:

[V,D, p] = eig (R' xR). )

The first column of the right eigenvector matrix ‘V’ rep-
resents the primary directions in the sample data points.
Mathematically, it can be written as follows:

N = < Vi1 Vaa, Vaa >, ©)

where V1, V5, V3 are the unit vectors of a normal unit
vector ‘N’ along x, y, z directions and can be represented by
Ny, N, and N, (say).
The fitted plane is then represented by the following
relation:
Ny Ny N «p

PC=— N—ZX+ITZY— NZ

)

2.4 | Time offset correction

We correct the time shift present in the signals using the
plane and the maximum index of the mean of the sample
data along the time plane we discovered using the pro-
posed fit in the time offset correction stage. We moved the
data signals using that plane. In addition, we were eventu-
ally rectifying the phase of the data’s time shift. The time
shift is depicted in the diagram below.

P(i,j,t) = circshift (P(i, j,t), = (Pc (i, J) + Mmax idx)) -
5)

By circular shifting or by doing the right rotation of the
time signal using the plane coordinates and the maximum
index of the mean of the sample data along the z-axis or
the time plane, we can achieve the time correction for the
given data.

In Figure 3a, the coin image plane appears to be
tilted at an angle of approximately 12.65°. The verti-
cal line in Figure 3a represents a reference point from
which time shifts were measured. The points marked on
Figure 3a plane indicate the positions where time shifts
were selected for comparison between the images before
(Figure 3b) and after (Figure 3c) the time-shift correction.
The comparison between the two images (Figure 3b and c)
reveals the improvement achieved by the correction.

The waves index fluctuates a lot as we travel down
along the XY plane (i.e., first subplot shows at X = 100
pixels = 5 mm and Y = 100 pixels = 5 mm, similarly the
last subplot shows at X = 200 pixels = 10 mm and Y = 200
pixels = 10 mm) before the time-shifting or correction of
the time signal. The above procedure virtually corrects this,
eventually rectifying the time shift.

2.5 | Simulation

To check the effectiveness of the proposed method for tilt
removal, a systematic simulation study is performed and
further compared with the manual tilt removal method.?!
A Gaussian structure on the plane of 200 X 200 pixels
having intensity values with Gaussian noise of 10 units
and a random seed of 200 is simulated. The simulated
plane is then rotated by various angles of 2°, 5° and 10° as
illustrated in Figure 4a-c. First, tilt error is compensated
by employing manual tilt removal algorithm. For manual
tilt removal method, three different x and y coordinates
in a plane were randomly selected and corresponding
coordinate values are given in P1 of Table 1. The coordinate
values of three points on the simulated data were utilised
for fitting the plane. The fitted plane is then subtracted
from the simulated data for tilt error compensation as
depicted in Figure 4d-f. In order to check the robustness
of the manual tilt removal method, the above process is
repeated for three different sets of x and y coordinates in
a plane. In Table 1, the coordinates are denoted as P1, P2
and P3, with their respective values. The tilt compensated
simulated data maps are illustrated in Figure 4g-1, respec-
tively. Table 1 also provides the root mean square errors
(RMSE) for P1, P2 and P3 at tilt angles of 2°, 5° and 10°,
respectively. It can be seen that RMSE is found to be large
and different for the chosen three different sets of x and
y coordinates, suggesting inaccuracy in the tilt compensa-
tion. Next, tilted data sets corresponding to angles of 2°, 5°
and 10° are compensated by employing a fully automated

85UB017 SUOLULIOD AERID 2 [geotidde auy Aq peuoB 818 D1 VO (88N JO S3INJ J0} ARIqIT BUIIUO 4811/ UO (SUORIPUOD-PUE-SLULBILIOD" A3 1M ARR1q 1 PU1UO//SANY) SUORIPUOD PUe SW L 33 39S *[E202/TT/62] U0 ARig1T8uliuo AW ‘0-4a 1dB0sY 8910AU| 1[E9H 211and JO @Inisu| UeiBemioN Ag 92T W /TTTT 0T/10p/wod" M| 1m:Azeiq1ieut|uo//Sdiy woj pepeojumoq ‘Z ‘€202 ‘8T8ZS9ET



GUPTA ET AL.

Journal of

Microscopy %

12.65° Tilt Amplitude Image

(B) Before Time-shift correction
1 T T T T
\ ! %

I . . .
2 1.035 1.15 1.265 1.38 1.495 161 1.725 1.84 1.955 207
Time (us)

1 L T T T J
0 \]\/ ‘ at (120,100)"
. . . . .

B ‘ ‘ ‘
002 1.035 115 1265 138 1495 161 1725 184 1955 207
Time (us)

e

j ‘
0.92 1.15 1.38 161 1.84 207 0.92 1.15 138 161 1.84
Time (us)

1 T T T J

)

0.92 1.035 115 1.265 1.38 1.495 161 1725 1.84 1.955 207
Time (us)

at (100,100)"

at (150,100)"

at (200,100)"

Amplitide (AU)  Amplitide (AU) ~ Amplitide (AU)  Amplitide (A.U)

FIGURE 3

Amplitide (AU)  Amplitide (AU) ~ Amplitide (AU)  Amplitide (A.U)

(C ) After Time-shift correction

1 T
DL \Af J at (100,100)"
| ‘ ‘ ‘ ‘ ‘ ‘ ‘ |
0.92 1.035 1.15 1.265 1.38 1.495 161 1.725 184 1.955 207
Time (us)
il ‘ | ]
0 '\A/ at (120,100)"
Al ‘ : ‘ : ‘ ‘ ‘ ‘ \
0.92 1.035 1.15 1.265 1.38 1.495 161 1725 184 1.955 207
Time (us)
1 L T T T ]
0 \I\/v = at(150,100)*
) . ‘ ‘ ‘ . . ) . l
0.92 115 1.38 161 1.84 207 0.92 1.15 1.38 161 184
Time (ps)
1 T T
DL /\/\/ J at (200,100)*
L ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ \
0.92 1.035 1.15 1.265 1.38 1.495 161 1.725 1.84 1.955 207

Time (us)

(a) A coin image plane that is tilted at an angle of 12.65°. The vertical line and the points in the figure indicate the positions

where time shifts were selected for comparison between the images before and after the time-shift correction, as shown in (b) and (c),

respectively.

TABLE 1

RMSE of the amount of tilt removed for both manual tilt removal method and proposed automated tilt methods were applied

for 2°, 5° and 10°. Three different coordinates referencing to be P1, P2 and P3 were chosen to apply for the manual tilt removal method.

Theta
Method Coordinate sets
Manual P1 [(64, 140), (149, 117), (62, 55)]
P2 [(112, 177), (32, 49), (57, 4)]
P3 [(24, 87), (34, 42), (150, 150)]
Proposed Automated

proposed tilt compensation method. The corrected data
maps are presented in Figure 4m-o. The RMSE associated
with the proposed method remains consistently low and
stable, in contrast to the manual tilt removal method, indi-
cating that the proposed method is accurate and robust in
mitigating tilt artefacts. The line profiles of the simulated
tilted planes and corrected planes using both the manual
and proposed method are illustrated in Figure 5a-1.

3 | EXPERIMENTAL SETUP

In Figure 6, a labelled image of SAM is presented. This
imaging technique employs the reflection mode to capture

RMSE

2° 5° 10°
2.42 5.41 10.39
2.46 5.47 10.46
131 4.29 9.28
1.16 112 1.02

images of the sample. Through this mode, SAM effectively
unveils distinct characteristics of the sample’s features.
This manuscript strongly emphasises the use of the reflec-
tion mode for scanning samples. To achieve this, we use
a curved sapphire lens rod. This lens rod acts as a pivotal
component, serving to concentrate acoustic energy. This
energy is then directed through a coupling medium, where
water is employed in this specific case. This coordination of
elements facilitates a meticulous concentration of acoustic
energy, enabling the capture of images through the reflec-
tion mode in SAM. Ultrasonic signals are then produced by
a signal generator and sent to the sample. Further details
regarding the working principles of these modes can be
found elsewhere.?*3! After focusing the acoustic energy
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FIGURE 4 The diagram above shows the mesh of the simulation plane where both the manual tilt removal method and proposed
automated tilt methods were applied for 2°, 5° and 10°. Three different coordinates referencing P1, P2 and P3 were chosen to apply for the

manual tilt removal method.
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FIGURE 5 The diagram above shows the cross-section of the simulation plane where both the manual removal tilt method and

proposed automated tilt methods were applied for 2°, 5° and 10°. Three different coordinates referencing P1, P2 and P3 were chosen to apply

for the manual tilt removal method.

through a coupling medium, typically water, ultrasonic
signals are generated towards the sample using a signal
generator. These signals reflect back from the sample and
are detected, resulting in an A-scan or amplitude scan.

To produce a C-scan image of the sample, this process is
repeated at various positions in the XY plane. The C-scan
can also be viewed as a two-dimensional composition of
A-scans.
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FIGURE 6 The depicted figure illustrates the labelled image of the SAM employed for image acquisition, as expounded in this paper.

The experimental setup encompasses all the indispensable constituents that constitute a SAM system.
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FIGURE 7 The graphic depicts sample data, 3D time signal mesh, a tilted plane, and two other planes on the top and bottom of the coin.

This also shows how the k;; matrix is evaluated. (The reader is directed to the online version of this article for interpretation of the colour

references in this figure legend.)

The data acquisitions were conducted using a custom-
built SAM that was integrated with a high-precision
scanning stage (Standa SMTF-200-Motorized XY Micro-
scope Stage) and controlled by LabVIEW. Our group had
previously utilised a similar SAM to identify and cor-
rect inclined samples, as reported in a previous study.?!
National Instruments’ PXIe FPGA modules and FlexRIO
hardware were utilised to implement the acoustic micro-
scopic features. These were housed in a PXIe chassis (PXIe-
1082), which included an arbitrary waveform generator
(AT-1212).

To enhance the ultrasonic signals, the excited signals
were directed towards an RF amplifier (AMP018032-T). For
accurate reference measurements, an Olympus 50 MHz
focused transducer, featuring a 6.35 mm aperture and a
12 mm focal length, was employed to perform scans across
the samples. Following the reflection of ultrasonic waves

from the samples, the resultant signals underwent ampli-
fication using a purpose-built preamplifier. Subsequently,
these signals were digitised through a high-speed 12-bit
digitiser (NI-5772) with a sampling rate of 1.6 Gs/s. All
experiments were conducted using distilled water, and the
room temperature was maintained at a constant level. For
ground truth and tilted imaging, the sample was mounted
on a flat stage. The manual stage’s position is controlled by
a precision micrometre head that has a reading accuracy of
0.01 mm, with one division equivalent to a displacement of
20 arcsec.

4 | EXPERIMENTAL RESULTS

The experiments are conducted on Canada 10-cent coin
using SAM depicted in Figure 6. The acoustic transducer
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FIGURE 8 The figure depicts the before and after processing tilt correction of the coin using the proposed algorithm. (a) The first row
shows the ground truth images of the coin from different planes with tilt (d) XZ plane, (g) YZ plane. The second row shows the tilted image
(b) and its tilted planes (e) XZ plane, (h) YZ plane, respectively. (c) Tilt corrected images using the proposed algorithm and its corresponding

corrected the planes (f) XZ plane and (i) YZ plane.

in the developed SAM is attached to a XYZ translation
stage with travel ranges of 200 mm X 200 mm X 50 mm
along x, y and z directions and the sample is kept sta-
tionary during the data acquisition. SAM instrument emits
high-frequency ultrasound waves that are focused onto the
sample. These waves penetrated into the sample and inter-
acted with its internal structure. The transducer used for
emitting and detecting ultrasound waves are positioned
and aligned with the centre of the sample. The reflected
ultrasound waves are then detected by the same trans-
ducer and converted into electrical signals. The detected
signal contains depth information of the specimen, which
is encoded in the time of flight of the ultrasound waves. To
generates 3D data set of the coin, the sample is scanned
along X and Y axis using the scanning stage as shown

in Figure 7. It is evident that the coin exhibits a dis-
cernible tilt, which could originate from either the tilt in
the scanning stage or the sample platform.

Figure 8b and c illustrates the amplitude image of the
coin before and after tilt compensation using the proposed
method. The amplitude images are generated by project-
ing the maximum amplitude information of the coin, and
as a result, the impact of the tilt cannot be discerned in the
amplitude images. Whereas the effect of tilt can be easily
observed in the time-of-flight XZ and YZ cross-sectional
images of the coin. The time-of-flight cross-sectional
images of the coin before and after tilt removal are illus-
trated in Figure 8e and f and h and i, respectively. It can be
visualised that the proposed method of tilt compensation
performed very well on the experimental data as well.
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FIGURE 9 The figure depicts the before and after processing tilt correction of the coin using the proposed algorithm. The first subplot

shows the sample data containing 1.5 mm tilt angle, the second subplot shows the sample data containing 4.5 mm tilt angle, and the last

subplot denotes the sample data containing the 6 mm tilt angle.

Next, SAM experiments are conducted on the same coin,
wherein different amounts of tilt are introduced in the
sample platform to assess the efficacy of the proposed tilt
compensation method. In order to introduce tilt in the
sample, the coin is affixed to a mechanical platform that
allows for precise control of tilt, with a minimum step
size of 45 arcsec. The experimental data of the coin is
then acquired corresponding to three different amount of
tilt angles which corresponds to the vertical translation
of 1.5, 4.5 and 6 mm in the sample platform. The recon-
structed 3D time-of-flight data of the coin before and after
tilt compensation corresponding to 1.5-, 4.5-, and 6-mm
tilt angles are illustrated in Figure 9a—f, respectively. The
proposed method for tilt compensation in the SAM data
demonstrated effective results, indicating the potential of
this approach. By introducing manual tilt in the sample
platform during SAM experiments on the coin, the tilt
error in the acquired data was successfully compensated.

This suggests that the proposed method has the capabil-
ity to mitigate the impact of tilt, which can often introduce
artefacts or inaccuracies in the SAM imaging process. Fur-
ther analysis and validation of the results could potentially
establish this approach as a reliable method for tilt com-
pensation in SAM imaging of specimens with tilt-induced
errors.

5 | CONCLUSION

The effectiveness of the proposed method in correcting tilt
errors, whether caused by sample tilt or scanning stage
tilt, has been demonstrated in comparison to the manual
method. This means that even when the sample is inclined
or tilted, the proposed method can accurately compensate
for these errors, resulting in more accurate and reliable
SAM images. This is particularly important when imaging

85UB017 SUOLULIOD AERID 2 [geotidde auy Aq peuoB 818 D1 VO (88N JO S3INJ J0} ARIqIT BUIIUO 4811/ UO (SUORIPUOD-PUE-SLULBILIOD" A3 1M ARR1q 1 PU1UO//SANY) SUORIPUOD PUe SW L 33 39S *[E202/TT/62] U0 ARig1T8uliuo AW ‘0-4a 1dB0sY 8910AU| 1[E9H 211and JO @Inisu| UeiBemioN Ag 92T W /TTTT 0T/10p/wod" M| 1m:Azeiq1ieut|uo//Sdiy woj pepeojumoq ‘Z ‘€202 ‘8T8ZS9ET



GUPTA ET AL.

Journal of

101

samples with complex or irregular geometries, where tilt-
induced artefacts can significantly impact the quality and
accuracy of the imaging results. The proposed method has
been validated through both simulations and experiments,
providing a comprehensive assessment of its effective-
ness. Simulation studies allow for controlled testing of
the method’s performance, while experimental valida-
tion confirms its real-world applicability. The combination
of simulation and experimental results adds robustness
and reliability to the proposed method, strengthening its
credibility for practical use in SAM imaging.

The proposed method is fully automated, which elimi-
nates the need for manual intervention in the tilt compen-
sation process. This not only saves time but also minimises
the potential for human error. The method can be inte-
grated into the SAM imaging process as a software-based
solution, making it efficient and easy to implement in
practical applications. The proposed method opens up pos-
sibilities for advanced SAM imaging applications in the
future. For example, it could enable more precise and accu-
rate imaging of complex samples with varying tilt angles,
such as multilayered structures or samples with uneven
surfaces. It could also facilitate the development of real-
time or in situ SAM imaging techniques, where rapid and
automated tilt compensation could enhance imaging per-
formance. In addition, accurate tilt compensation can lead
to improved data interpretation and analysis in SAM imag-
ing. By eliminating or minimising tilt-induced artefacts,
the proposed method can provide clearer and more reliable
images, which can aid in better understanding and anal-
ysis of the internal structure of samples. This could have
potential applications in various fields, including materials
science, biology, electronics and more.
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