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Abstract

Some approaches to achieving full observability and controllability in power systems are
explored in this thesis. The core structure of this work consists of observability and

controllability, focusing on two key phases of optimization and control.

In the first phase, system observability is addressed through optimal placement of Phasor
Measurement Units (PMUSs). The Connectivity Matrix Algorithm (CMA) is used to determine
the optimal PMU locations, initially withowonsideration oZero Injection Buses (ZIBs), and

then considering them to ensure full system observabilitg.transmission system simulation
results for the IEEE 9, 14, 24, 30, 57, and 118 bus systasiseeishown. MATLAB R2024a

is utilized to validate the methodology, providing a robust framework for achieving optimal

PMU configuration across different system scales amdigurations

In the second phasérstly the IEEE9 bus test system has been used without a controller,
testing three different scenarios {liee, branch data, and solar plant integration) to assess
system stability.Thereaftera Deep Deterministic Policy Gradient (DDP&yorithmbased
controlleris introduced, which is grounded in Reinforcement Learning).(Rh Wide-Area
MeasuremerBystemgWAMS), the controller uses frequency information to receive its global
input signal from PMU device3his method is usetb improve controllability andlamp out

low frequency oscillations power systems after PMU integration. The development of a Wide
Area Control (WAC) strategy for stable power system operations is a key focus of this phase.

Through these objectives, this thesis aims to contribute to the field of power system stability
and control by optimizing system observability and implementing effective control strategies
to improve dynamic performance. The proposed approaches providmaaftion for future

research and practical applications in wide area control and power system dynamics.



1 Introduction

1.1 Background

The complexity of power systems has heightened with the rapid growth in electricity demand,
and they are predominantly operated under stressful conditions [1]. This scenario has been a
significant contributor to the occurrence of expensive blackouts. @icessl this issue, the
implementation of a redlme WideArea Monitoring, Protection and Control System
(WAMPCYS) is imperative for efficient power system resource manageriéde Area
Measurement System¥V/AMS) enables operators to ensure system security and seamless
operation. An essential component of tBReergy Management System (EMS) is state
estimation, which, based on netwaxide measurement, provides an estimation of power
system state variables while ensuring consistency with the actual measurements.
Conventionally, the SCADA (Supervisory ContemidData Acquisitionystemdsas supplied

input measurement8. drawback is the lack of synchronization in these measurements, leading
to less accurate statstenation during dynamic events in the netwf2k A PMU is a device

that measures the positive sequence voltage and current, employing the Global Positioning
Systems (GPS) to synchronize them to a unified time refer@w.cBNIUs provide synchro

phasor voltage, current, frequency and Rate of Change of Frequency (ROCOF) which results
in linear and dynamic State Estimation (SE) models can be implemented. For implement a
control strategy effectively in a power system, we needsacto data. PMU Placementhjah
provides information about the system's state) allowing operators to observe and monitor

systembébs behavior.

1.2 Problem Description

The power system's dynamic reaction will get more sophisticated and faster when additional
Converterinterfaced Generation (ClGlevicesare incorporated. The stability and regulation

of the electricity grid face major issues in this future scenario. In order to maintain power system
stability and facilitate a smooth transition, we must abandon our current control strategies,
which rely onisolated and decentralized local control operations, and start investigating other
approaches. Wide Area Control (WAC) is a promising solution to address fundamental stability
concerns and control complexity in futurevkinertia power systems. With this technology,
control is based on a series of coordinated actions over large areas, where interplant

communication is crucial, rather than just localized duties.
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The introduction of Phasor Measurement Units (PMUs) and Wide Area Measurement Systems
(WAMS) represents a major advancement in technoldgwever utilizing these tools to fully
observe and widely control interconnected power grids remain a considerable challenge. The
primary challenges involve optimizing PMU placement for complete observability and
developing robust control strategies to mitigateetarea oscillations and/or lefrequency
oscillations along with dynamic instabilitieShese oscillationsand instabilities have the
potential to cause serious power quality problems as well as broad $}yatkoutsf they are

not controlled.

1.3 Project Scope and Objectives

One feature of the proposed research approach is that it takes into account scenarios-with Zero
Injection Buses (ZIBs) while simultaneously putting PMUs to ensure total system observability
even in their absence. Along with addressing PMU placement fatfsérvability, this study

also develops a wide area control method that tatgetsrequency oscillationslampening

and ensures system controllability through Reinforcement Learning (RL) method.

As a result, the research objectives are outlined as follows:

1- Pl acement of a fixed number of PMUs in the

Z1 Bs and considering the presdmsecag vafbl £21.Bs

2- Analyzing of | EEE9 bus test system in case
Dynamic Analysis ToolPRP2d&24&£.SDAT) in MATLAB
3 Develop a strategy for i mpl ementation of

damplioog fregquaehtwgti ons dlseianrgn i Regi n(fRoLr)c epnheennto
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1.4 Thesis Outline

This thesis is organized into five main chapters:

Chapter 1 of the thesispresenta n overview of the studyoés bacl

and motivations, with a special emphasis on the peystem stability issues brought on by

the integration of renewable energy sources.

Chapter 2 covers thbterature reviewof the thesiswhich discusses the technology and
applicationsof PMUs andhe history otthem theplacemenbf PMUs in power systems, and

the dynamics of power systems in conjunction with Wide Area Control techniques.

Chapter3 covers the methodology of Connectivity Matrix Algorithm (CMA) for PMU
placementdiscusses observability criteria, and presents simulation results across various IEEE

bus systems

Chapter 4ocused on the development and simulation of a Reinforcement Learnind@eq

control strategyThis chapter explains the setup of the RL environment, including the design
of the RL agent and the simulation results demonstrating the control strategies effectiveness in
stabilizing the IEEE9 bus test power system with integration of a Photovoltaig(&.

Finally, chapter Summarizes the findings, discusses limitations, and suggests future research

directions for enhancing power system resilience.
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2 Literature Review

2.1 A review at historical developments

Power engineers have long beatrigued by the phase angles of voltage phasors at power
system busedheoretically the active (real) power transmitted through a distribution line is
directly related to the sine of the angle disparity between voltages at its two terminals. The
angle difference is considered a fundamental parameter for assessing the state of the power

network.

During the early 1980s, advanced tools for directly measuring the phase angle difference were
introduced 4,5]. The clock synchronization method initially involved using the LORBN

signal, GOES satellite transmission, and HBG radio transmission (in Europe). Subsequently,
researchers employed the posikg@ng zero crossing of a phase voltage to estimate the local
phase angle in relation to the time reference. The phase angle difference between voltages at
two bus locations was determined by comparingnieasured angles to a common reference

for both locations. However, the measurement accuracies were around 40 microseconds,
proving insufficient for capturing the harmonics in the voltage waveform. Consequently, these
methods were not preferred for widesa phasor measurement systeAsthe deployment of

GPS satellites increased, researchers recognized the potential of utilizing GPS time signals as
an input to the sampling clock. GPS provided timing with an accuracy ranging from

1 nanosecond to 10 nanosecorngls $imultaneously, the GPS receiver has the capability to
provide a distinctive pulse signal at esecond intervals, commonigferred to as 1 Pulse Per
Second (PPS)rherefore, by integrating a higdrecision system into a measuring device, it

was evident that this system provided the most efficient method for synchronizing power
system measurements across extensive distances. Subsequently, commonly available PMUs
incorporating GPS technology were developed, and their implementation commenced in power

system globally.

2.2 Phasor Measurement Unit (PMU)

In 1988, Dr. Arun G. Phadke and Dr. James S. Thorp from Virginia Tech introduced Phasor

Measurement Unites (PMUSs). Figurdlastrates a block diagram of a PMU. These devices are

capable of measuring 50 60 Hz waveform, encompassing voltages and currents, typically at

a rate of 48 samples per cycle, equivalent to 2880 samples per second. Initialyiagimiy

filters are incorporated into the PMU input. These filters introduce a delay, dependbat on

signal frequency, due to their specific characteristics. Consequently, the PMU must compensate
Page4 of 52



for this delay, as the sample data are collected after the introduction of tladiceantig delay
by filter.

GPS
receiver

Analog inputs

Phase-locked Modems

(]

s Phasor
Anti-aliasing 16 bit A/D .

. _— microprocessor |

filters convertor P

Figure 1 - Basic PMU block diagram [7]

For each phase, the analog AC waveforms undergo digitization through an-tandigital
converter. To achieve higgpeedsynchronized sampling with-rhicrosecond accuracy
phaselock oscillatorreferencing the Global Positioning System (GPS) is utilizedcaptured
phasors are then tirtagged based on tl@ordinated Universal Tim&J{T C) frame.

More than 2000 commercitgkade PMUs are currently operational throughout North America,
providing realtime condition data to control centers, with the quantity growing annuglly [
Figure 2 illustrates the rise in PMU deployment from 2009 to 208ekording to the North
American Synchrd’hasor Initiative (NASPI), the quantity of PMUs installed in the United
States and Canada surged nearly ninefold from 2009, with 200 regeadehPMUs, to 2014,
boasting 1700 productiegrade PMUs9]. Figure3 illustrates the locations of the PMUs in the
Swiss network. In Europe, PMUs are employed for evaluating the stability of the interconnected
European transmission network concerning Haiea oscillation in the NortBouth and West

East directions [Q].
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Figure 2- Deployment of the PMUS in the North American grid between 2009 and 2014 [9]
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Figure 3 - Deployment of the PMUS in the Swiss Grid [10]

If a sufficient number of PMUs are deployed throughout an extensive power transmission
network, they can directly gauge the rgale operational status of the system. Moreover, due
to the high data reporting rate of PMUs, they can effectively capturgygtem's dynamics
during disturbancedg=igure 4 illustrates the contrast in voltage angle variation between two

substations as determined by PMU measurements and conventional state estimation. This
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comparison highlights the superior accuracy andtmeed insights offered by a monitoring
system consisting of PMUs compared to traditional state estimation methods.

Angle (in degrees)

30 - : e
. PMU "
<9 State Estimation measurements e
28 - in EMS s

\ 23

B

15471 15:50:24  15:53:17 1556:10  15:59:02 16:01:55 16:04:48

HH:MM:SS

Figure 4 - State estimation vs. PMU measurements [11]

In comparison to the conventional data obtained from the SCADA system, the synchronized
PMUs exhibit a data capture speed that is a hundred times faster and offers greater measurement
accuracy. SCADA systems operate in a quaseady state and are consequently unable to
measure transient phenomena. Typically comprisedRemote Terminal Units (RTUS),
SCADA systemdnterface with sensors capable of measuring only magnitude, lacking the
ability to capture phasors. The incorporation of PMUs into the systemleaates state
estimation processing due to the inherent relationship between PMUs and state variables.
A power system is considered observable when the deployed measurements enable the
determination of bus voltage magnitude and angle at every bus within the system. System
observability estimation involves considerations of network topology, measuremesisayg

their locations. The direct installation of a PMU at a bus ensures direct observability, as the
PMU measurethe phasor voltage of that specific bus. Moreover, given that PMUs provide the
current phasor of the interconnected branch or line, thacal bus becomes indirectly
observable. This indirect observability arises from the availability of current phasors,

facilitating the estimation or calculation of voltage phasors using line parameters.
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2.3 Review of existing literature on the placement of PMUs

The main objective of the state estimator is to determine the optimal estimates of bus voltage
phasors, considering available measurements in the system and the network topology.
Typically, RTUs at substations provide measurements, including active/espoter flows,

power injections, bus voltage magnitudes, and branch currents. With the widespread
availability of commercial PMUssome utilities and power industries have begun integrating
them into their networks, while others plan to incorporate themmenfuture. The crucial
consideration in this context is the cost. Given the relatively high cost associated with PMUs
and their installation, planning engineers encounter challenges in determining the optimal
locations for placing PMUs. This planning miayolve initial deployment or the addition of

new PMUs to a network already equipped with some sets of PM&Jsnentioned in the
preceding section, the degree of observability in a system is greatly influenced by the quantity
of installed PMUs. Given therucial importance of power systems, it is essential to ensure
continuous visibility of every node at all times. The strategic positioning of PMUs has been a
crucial subject of investigation in the realm of PMU applicati®espite the diverse uses of
PMUs, the exploration and discourse on their placement are exclusively confined to
applications related to state estimation and power engineers globally have introduced various
methodologies in this regardd]. The PMU placement problem has been addressed by

researchers through two approaches: (1) Heuristic approach and (2) Mathematical approach.

Optimal placement of PMUs with consideration of fdattation topological observability on

long transmission lines has been carried outl8). [The paper suggested two functions for
Optimal PMU Placement(OPP)in a practical network, considering cost and fault location
capability. It used a MukDbjective Linear Programmin®1OLP) model inGeneral Algebraic
Modeling SystemGAMS) softwarewith the CPLEX solver on @ans powernetwork. The
solution, obtained through iteratiiixed Integer Linear Programng (MILP), was presented

on the Pareto front using théconstraint method, and a decisimaking index calledrault
Location Observabilit{FLO). In [14] the Observability of power systems with optimal PMU
placement has been carried out. It presented two mathematical programming models for the
PMU Placement ProbleifiPPB: a singlelevel and a bilevel integgarogramming model. To
improve both formulations, new valid inequalities, and variable fixing were introduced. For the
bilevel model, a cutting plane algorithm was developed with enhanced features for efficiency,
as confirmed by computational experimentss#ts indicated superior efficiency compared to

previous approache<haracterization and optimization of cyber threats targeting PMU
Page8 of 52



placement in a smart grid was carried out i®].[IFindings showed that cyber threats
significantly increase power system unobservability risk, requiring additional PMU allocations,
and interdependence among cyht@acks can amplify these riskEhe researchers ofi§]
accomplished new and thorough optimal placement of Pbfldsidering practical aspects in
the design and implementation ofNide-AreaMeasuremen®ystem(WAMS). Besides the
traditional elements of the OPP, such as monitoring the system lasesing measurement
redundancy, addressing limitations in PMUs channels, and accounting for thejeetion
effect, the proposed method also took into account practical challenges. The suggested
framework was developed usirgMILP formulation. Simulation results demonstrated the
model's effectiveness in addressing practical issues and achieving global minimum PMU costs
and numberdn [17] a method for solving the optimal placement challenge of PMUs to achieve
complete observability of power networlespecially during contingencies was proposed. In
this research a nonlinear programmbagsed methodology to solve the optimal PMU
positioning problem for total power network observability while taking contingencies into
account was presented. The resoftthis research showed that the suggested procedure is easy
to implement, and in certain situations, there is a reduction in the required minimum number of
PMUs.Haggi et al. 18] investigated a formulated Multi Objective Resilient PMU Placement
(MORPP) problem, and solved it with a Modified TeachibgarningBased Optimization
(MO-TLBO) algorithm. Three objectives were considered in the MORPP problem, minimizing
the number of PMUs, maximizing the system observability, and minimizing the voltage
stability index. A method for optimizing the placement of PMUs, considering costs and risk
assessments of state estimation, was introduced9n Ipitially, the researchers inl9
presented a mutbbjective model to optimize the placement of PMUs. Subsequehdy,
categorized the buses using the Jacobi matrix and grid structure and assessed the unobservable
risk probability of the system by estimating the state of PMUs on the buses, aiming to achieve
system observability. Finally, the placement schemes wdegntieed by solving the nen
dominated Pareto solution sets using the-Nominated Sorting Genetic Algorithm (NSGA
II). The investigation involved analyzing the time delay in a Wide Area Monitoring and Control
System (WAMCS) when addressing grid contingesiavas carried out ir2()]. In this study,
flexible AC transmission system devices were deployed and matiagedih a Wide Area
Controller (WAC).In [21] cyberphysical resilience for WidArea Monitoring, Protection, and
Control (WAMPC) in the power grid has been carried out. This paper made three key
contributions to enhancing WAMPC cybersecurity and resilience. Firstly, it proposed-an end
to-end attackesilient cybetphysical security framework for WAMPC applications in the
Pageo of 52



power grid, covering the entire security life cycle. Secondly, it introduced a defedspth
architecture integrating attack resilience at both infrastructure and application layers. Thirdly,
it highlighted critical research issues and presented atésdient algorithms, providing
insights and paving the way for future research in this flal§22], the literature proposes an
exhaustive search approach for contingecmystrained optimal PMU placement. This study
takes into consideration several @anjection buses for PMU placement, taking into account
single PMU loss and limitations in measurement chanime]23], aMILP approach is utilized,
considering both zero injection and branch flow measurements to maximize measurement
redundancy and minimize the number of required PMUs. However, it is noted that the approach
in [23] necessitates nearly twice the number of PMUs to achieve full system observability
during contingency operations compared to normal operating conditigj2¢l], a threestage

OPP technique based on a topology matrix is provided. The most crucial buses, where the
algorithm is certain thahe PMU is significant, and the less important buses, where the PMU
might not be required, are defined in the first two stages. Following the third round of pruning,
the best location for the PMU should be determined. The technique also addressels the N
criterion and has been verified for the following IEEE test systembu&424bus, 36bus, 57

bus, and 11&us. The dependability of ZI observation is taken into consideration when
proposing a unified PMU placement model in [25]. In this study, twovrghy metric® the

depth of ZI observation and the zenjection utilization raté are defined for ZIBs, which are
modeled in the OPP, a novel pattern. The best location is chosen in order to minimize the two
preceding parameters. Thel\criterion for ealk of the several redundancy scenarios are also
included in the method.
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2.4 Literature review on dynamic states of power system and

wide area control

In [26] Ismael Abdulrahmanhas been proposea solar PV plant damping control strategy
through Reinforcementearning (RL) based using Deep Deterministic Policy Gradient
(DDPG) algorithm in a Widé\rea Measuring System (WAMS). In this paper Using frequency
data, the controller obtains its input data from PMUs in WAMS. Tilmmain simulation
frequency response analysis, ppéro maps, and participation factor mapre used in its
study,in MATLAB software. The architecture takes communication latency into consideration,
resulting in improved dampening of int@rea oscillations and increased system stablhty.

[27] Twin-Delayed Deep Deterministic (TD3) Policy Gradient for {requency oscillation
damping controhas been carried out. The paper proposed a novel reward algorithm, taking
into account the machine speed deviation, the episadétgion prevention, and the feedback
from the action spaces. The method showed ddasting curve and good control performance
under varying communication latendy. [28], by using a widearea solar plant with adaptive
time-delay correction, power oscillations were dampened. The area-phgleedifference,

linked closely to active power flow and system stress monitoring, was used as the controller's
remote signal input, obta#d viaPMUs and WAMS. To manage variable signal delays, an
adaptive compensator employing a nefuzrzy inference system was developed. Using a two
area fourmachine test system and a custom Simulink package, the study's simulations showed
the controller's effectiveness inrdping interarea oscillations across various disturbances and

time delays.

In order to address system observability dod-frequency oscillations, comprehensive
techniques that combine optimal PMU placement with efficient control strategies are still
required, despite notable advancements in PMU placement and Wide Area Control (WAC)
strategies covered in the literature. This thesis aims to brirggap by integrating effective
PMU placement with sophisticated control strategies to increase power system sidimlity.
majority of the literature to date has examined Wide Area Control (WAC) and Phasor

Measurement Unit (PMU) placement as separaterafependent research topics.
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Themethoalogy employed in this thesiss structured into two primary stages

1- In tirfitid s t atgeeoptima PMU pl| asdemeinetdusi ng t he Conne
Mat r i x Al g aThisplabement (stesddodthw i anddw i t lcamadéringZ e r o
|l njecti on Balstefsudydan oBbss)e r tv@Ehb dfficacy tofythe CMA is
demonséacnosa & wtiety of t e st angludinge | nES ESE, IMMIHAEE -P EEE
| EEBED, -bEEEandl&riyiBggEhea d a pt ant wideratgiyg use of the
algorithm.

2- The second stage f 0 ¢ uom enlsancing system stability and c ont r o ludngthel | i t y
|EEE-9 bus test system asamoddl. Initially, thesystemisa s s evatisoat ay controllers
under three d iirgttscenarios. tie-line adjustments, branch data modifications, and the
integration of a solar plant with the test system. Following these assessments, a Deep
Deterministic Policy Gradient (DDPG) strategy, based on Reinforcement Learning (RL),
is proposed. This approachiss p e ¢ i flesigoed tb darmpen low-frequency oscillations

and enhance the overall controllability of the power system.
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3. Optimization PMU Placement (OPP) Problem

l nstalling PMUs at every bus in a power Sy
expensive. By measuring | i neextuermrdced st,o vbou st eas
PMUs. This way, a minimal number of PMUs <can
The challenge is to determine the opti mal nt
monitoring. I'n thiedthesi[29tf heandetB®ds waeairec w

3.1 Complete Observability

PMUs can measure phasor voltages and currents immediately at various geographic locations
when used as a synchpbasor measurement instrument. Thus, in the event that a PMU is
installed at a typical bus, the PMU will directly measure the phasor voltdlgat dius as well

as the phasor currents in all related lines. However, if a PMU is placed at a bus, it is possible to
compute the phasor voltage at the adjacent buses using OhmA system that is entirely
observedoy two PMUs(big circles)is shown in Figure5. The smaller circles' shade reveals
which PMU gives the nearby buses observability.

.
Z
Z, @ S
N S —l
A %
S
j PMU 1

Figure 5- Example of a bus system that is fully observable [4]

To solve the placement problem for complete observability, the minimum possible number of
PMUs must be identified so that a PMU reaches every bus at least once [31].
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3.2 Incomplete Observability

When the quantity and placement of PMUs are insufficient to ascertain the full set of bus
voltages of a power system, the situation known as incomplete observability arises. An
incompletely observed system is depicted iruFég. While the voltages at buses A, C, E, and

G can be computed using the observed voltages and line currents, the voltages at buses B and
F are directly measured by PMUand PMU2, respectively. Bus D is now considered
unobservable. Bus voltages and linerents are measured dirgctdn buses B and F, which we
designate as PMU buses. Since the voltages of the buses that are connected to A, C, E, and G
are determined from the PMU measurements of those buses, we refer to those buses as
calculated busedloreover, we characterize this configuration as a system with unobservability

at depth of one. In other words, two or more computed buses are connected to a single
unobservedus. There will be a depibf-two unobservability if PMLR is moved to bus G

(Figure 7); bussD and E are the two unobserved buses that are positioned between the
computed buses. Next, utilizing the computed and observed buses, the voltages at the
unobserved buses are estimated.

Observed

—

i PMU-1 I 7 - - N
/ Unobserved X
Directly B No. 1
Observed \
|
/ Observed
/Observed

Directly
Observed

Figure6. Depth of one unobservability illustrated [32]
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Observed

— T m—
- e

of ~

/S Unobserved Y
Directly B Vd No. 1 N

Observed

Unobserved
No. 2 /

Directly
Observed

Figure 7 - Depth of two unobservability illustrated [32]

3.3 Zero Injection Bus (ZIB) Concept

Zero Injection Bus (ZIB) refers to any bus in the system that is not in use for generation or load.
There are two more indirect strategies that can be used with these buses. The first one is based
on nodal analysis, which allows for the computation ofatephasor voltage as all connected
buses are visible. Ohm'slaw akd r ¢ h h o f f 6 s KCC)uare the foundatioasvof tlife
second method. This technique allows the voltage of the unobservable bus to be calculated if
ZIB and all associated buses, witke tiixception of one, are observable. The OPP problem has
more flexibility in its solution thanks to these two excepti[84.
Without taking ZIBs into account, there are a few important considerations when placing
PMUs. First, the fact that ZIBs are not evenly dispersed across the electrical system draws
attention to théimited coverage, which may leave important regions unmonitored. The second
point that is brought up is cost, specifically that the additional hardware and infrastructure
needed to deploy PMUs at ZIBs may result in higher expenses than advantages. However, there
are a few benefits to placing PMUs when taking Ziige account. It emphasizes three main
advantages:
1- St rat egi cwlioscnapthiaosnisze t he significance of
tie |ines, grid interconnections, and vol
2- Wi dfer ea Monwhooamalgl es operators to use sy

for comprehensi ve ovVesrcsailgehtd iasntdu rrbeasnpcoenss ea
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3 Enhanced Obwhralalbows tFMUs t o provide addi
without being affected by | ocal generatio

The optimization problem known &ptimal PMU PlacementQPP aims to determine the

minimum number of PMUs required for the system to be fully observable.

3.4 Connectivity Matrix Algorithm (CMA)

The system's connectivity matrix, also known asttp@logy matrix, serves as the foundation
for this simple algorithm. Any system's connectivity matrix can be determined by looking at its
topology in the following way:
- The size of the molnnrewh svéthye matmrbiex iod (s
(Busbars).

- The connectivity matri X

S primary diagona

- The connections between t-thicagonal alFemeerp
®antfnodes are conndatledneqdi ri enc ttlhye) ,c otnmee c
one, I f not, it 1s zero.

Considering the concept of the connectivity matFiigure8depicts the IEEEL4 bus test

system. It shows the electrical network's single line configuration, which includes

transformers, generators, synchronous condensers, and load connections, as well as its

correspondingconnectivity matrix(D), where '0' denotes no direct connection and '1'

indicates the presence of a direct line between buses.
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Figure 8- IEEE-14 bus test system single line diagram and its connectivity matrix [29]
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As previously mentione&,IBs are defined as any bus that has no load or generation. Here is a
summary of the main idea behind system observability:

- All nodes connected to ai2 node as well as th€ node itself are observable (direct
observability) if a PMU is deployed at that node.

- Nodal analysis can be used to determine thealmervable bus voltage if the ZIB and every

bus connected to it are observed, with the exception of one.

Figures 9 through 13 illustrate the stages of ZIB implementaliba. Connectedly Matrix
Algorithm (CMA) [29],[30] which is based on the topology netwask a power system

implements the ZIB as followshich include five rules

1- A Zt 8l ated bus gets eliminated from the

B -

™~
2 ‘I/ 2

Figure 9- ZIB implementation rule number 1

2-The ZI B is eliminated if it only has two

Figure 10- ZIB implementation rule number 2
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31 n the case that the ZI B has three conne
buses t hat have the fewest connections ne
3 3

2
1 1

—}—

ZI bus

Figure 11- ZIB implementation rule number 3

4- When two or more ZIlIBs ar ebd imeregded.oget her

1 6 1 6
N 3 3 3
2 7 2 7
S N — I
Zl bus Zl bus ™ /ZI bus

Figure 12- ZIB implementation rule number 4

5 Bus with minimum connections is eliminate
1 6 4 1 4
o B A 3 B
’ [ [“x\>_ —
7 ’—L// 2 7
~ ] Zlbus\\\_

Figure 13- ZIB implementation rule number 5
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Each PMU location is chosen individually using this algorithm. The following factor is used

to determine the optimal placement of a PMU at each step:

0NnNoQao=samax(B Q B & ) j=123é,n (3.1

Whered is an element in a modified connection matrix (A), @hdstheQ rowQ column
element in the connectivity matrix (Dyhe numberof options for observing a given bus is
shown by each row in the connectivity matrix. The quantity of connections for each bus is
indicated in a column. The number of choices in a row is equal to the sum of the items in that
row. A column's total numbeirf @onnections is equal to the sum of its elements. To identify
the new critical bus, every observable bus (its rows and columns) will be disregarded when the
first PMU is installed. A new matrix (B) is found by the algorithm using (A and D).

At first, matrices A and D are equ@ = D). Matrix A is modified to disregard the observable

buses for every iteratiofigure [L4] shows the algorithm displayed as a matrix.

Sum Each Raw

ﬁ-

(element)”

MATRIX (A) SUM UM’ MATRIX (D) NEW MATRIX (8)

Sum Each Column
T T

SUM

Select the maximum

optimal

Figure 14- CMA's matrix format [29]
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3.5 Testing for Validation

In this study|EEE9-bus, 14bus, 24bus, 30bus, 57bus, and 11®us test systems are used as
transmission systems for validation testing. Table 1 illustrates the OPP findings based on the
algorithm without taking ZIB into accountlescribing the optimal PMU locations required to
attain total system observabilitfhe table also shows the amount of computatiore (in
seconds)n each system, giving information about how effective the placement metAdetis.
algorithm is validated with MATLAB R2024a.

Table 1 - Optimal PMU placement results without ZIB in different IEEE bus systems

SYSTEM OPTIMAL PLACEMENT NUMBER TIME (S)
9-BUS | 3,4,7 3 0.0272
14-BUS |2,6,7,9 4 0.0209
24-BUS | 2, 3, 8, 1016, 21, 23 7 0.0317
30-BUS | 2, 3,6, 10, 11, 12, 18, 23, 25, 29 10 0.0344
57-BUS | 1,6, 9, 15, 19, 21, 24, 25, 28, 32, 3¢ 17 0.0379

38, 39, 41, 46, 50, 53
118 BUS | 3,5,9, 12, 13, 17, 21, 23, 25, 28, 34, 37,41, 45,49,52 32 0.0557
62, 64, 68, 71, 75, 77, 80, 85, 87, 90, 94, 101, 105,114
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Figures 5 and B present the IEEE-Bus and IEEE 14us systems, respectively, serving as
benchmarks for power system analysis without considetiBg. Phasor Measurement Units
(PMUs) are represented by the blue circles in the figures, which show where they are located

at particular buses.

PMU

Figure 15- IEEE-9 bus system (without considering ZIB), 3 PMUs

THREE WINDING
TRANSFORMER EgUIVAL ENT

(G) ceneratoRs

~—

%_
——
AKP 1% BUS TEST SYSTEM BUS CODE DIACRAM

Figure 16- IEEE-14 bus system (without considering ZIB), 4 PMUs

In Table 2, the optimal PMU placement for different IEEE mystems (with ZIB
consideration) are comparedhis inclusion is essential since it replicates more realistic

conditions in which certain buses do not contribute to power generation or consurtption.
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highlights the effect of ZIB on placement optimization by providing the number of PMUs
needed for full network observability for systems ranging frebu9to 118us, together with

the computational times attained.

Table 2 - Optimal PMU placement results with consideration of ZIB in different IEEE bus systems

SYSTEM OPTIMAL PLACEMENT NUMBER TIME (S)
9-BUS 4,7,9 3 0.0258
14-BUS | 2,6,9 3 0.0267
24-BUS | 2, 8, 13, 15, 16, 20 6 0.0179
30-BUS | 2, 3,10, 12, 15, 19, 28 7 0.039
57-BUS | 1,4, 9, 15, 19, 25, 28, 32, 38, 43, 5(C 13 0.0245

53, 56
118 BUS 3,9, 11,12,17, 21, 27, 29, 32, 34, 38, 41, 45, 49,52, 28 0.0482
62,72,75,77, 80, 85, 87, 90, 94, 1005, 110

Figuresl7and18depict the IEEE Dus and IEEE 14us systems, respectively, this time with
incorporating ZIB. These diagrams illustrate the impact of ZIB on the bus system

configurations, providing a more complex scenario for system stability analysis.
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PMU

Figure 17- IEEE-9 bus system (with considering ZIB), 3 PMUs
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Figure 18- IEEE-14 bus system (with considering ZIB), 3 PMUs

According to he Tablel andlrable2,short computation times demonstrated the efficiency of
the technique in the computational analysis of PMU placement across different bus systems.
Times ranged from 0.02 seconds for th@-Bus system to 0.0577 seconds for the-B13

system when Zero Injection Buses (&)Bvere excluded. ZIB implementation has a negligible
effect on these timings, somewhat raising them in smaller bus systems such aBBtlse 14

system and decreasing them slightly in larger bus systéhese fast computation times
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suggest that thalgorithm has reatime power system monitoring potentidlhe analysis
indicatesthat considering ZIBsin PMU placement reduces the number of PMUsrequired. ZIBs,
which neither consume nor produce power, do not need direct monitoring. Their presence
spreads observability throughoutthe grid without requiring PMUs on each bus, allowing the
network@ connectivity to be usedmore effectively.

To sum up, this chapter has explored the OPP problem in great detail and has shown how to
achievefull observability in power systems using practical approaches. Through the use of
algorithms like the CMA,it has been demonstrated how caesffective strategic PMU
placementmay offer vital monitoring featuresThe outcomes highlight the algorithm's
effectiveness, with calculation times appropriate for-tigaé applications, thereby confirming

the potential of these approaches to improve power grid stability and reliability.
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4. Wide Area Control (WAC) Strategy

4.1 Classification of Power System Stability

The quality of a power system that permitisustain a stable equilibrium while functioning
normally or to return to an acceptable operational state following a little or major disturbance
is known as power system stabiliBower system instability is frequently caused by equipment
losing synchronism, but it can also result from other factorsasadbrupt voltage dips brought

on by changes in load. Usually, the rotor and power angles between the machines show the
stability. Minor disruptions such as regular load variations can occur, to which the system
automatically adapts to maintain the apprdgrieltage and frequency. Major disruptions, on

the other hand, like transmission line problems or generator failures, drastically change the
voltage and frequency of the system and set off control mechanisms to bring it back to normal.
Power system stality is still a problem on a worldwide scale, and engineers' early efforts have
made it possible for us to comprehend and address it today. Modeling disturbances and applying

sophisticated simulations to precise stability studies are two ways to fincbes[38].

Power system stability has been categorized since it is impractical to examine system stability

as it is. The concept and broad classification of the stability problem are shown in Bigure 1

Power system stability
1
e Converter- Rotor angle Voltape Frequency
Beconancs Baity driven stability stablity subility stability
: Pt | | Slow ) Small- || Large- Sinall-
Hlectric Torsona interaction | | interaction Transien disturbance | | disturhance | | disturbance

— |

Shart term Long term Short term | | Long term

Figure 19 - Types of power system stability [40]
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4.1.1 Rotor Angle Stability

Rotor angle stability guarantees that, in the event of a disturbance, synchronous machines in a
power system stay in sync. In ordewutalerstand power outputariations brought on by rotor

angle oscillations, it is necessary to analyze how one machine's rotor angle varies in relation to
the others. Variations in power input have an impact on power output because they alter the
rotor angle, which is the anglerfoed by the stator's revolving magnetic field and rotating shatt.
Machines accelerate or decelerate in response to disturbances, which modifies the distribution
of the load and brings the system to a new equilibrium. On the other hand, synchronism may
be st as a result of large speed variations. Small signal stability and transient stability are two
categories for rotor angle stabilifihisthesis primarily focuses on issuesrelatedto small signal

stability.

4.1.2 Small Signal Stability

Small signal stability is the capacity of a system to maintain synchronization in the face of small
disturbances, such as variations in load and generation. Because ofnmalvthese
disturbances are, power system studies can use a linear system model eigenysdue
analysis. Two types of small signal stability exist: global and local stability. While global
stability deals with intearea oscillation® the interaction of generator groups in different
area® local stability deals with a single generator's tieacto small system changd3ue to

the fact thatinter-area oscillations are more complicated, they must be carefully dampened to
avoid getting worse. Effective tool®rf reducing these oscillations include compensators,
AutomaticVoltageRegulatordAVRSs), andPower SystemStabilizers(PSSs)41].

In this thesis themain focus is on damping thek®v frequencyoscillatiors in wide area of

power systenusing PSDAT MATLAB package toolbox.

4.2 Power System Dynamic Analysis Toolbox (PSDAT)

There are some methods which they used to study the dynamic behavior of an interconnected
power system including: frequency response analysis, modal analysis, andotiram
simulation. A system of Differential Algebraic Equations (DAEs) can be used to
mahematically model a mulinachine power system in the time domain. There are two ways

to solve these equations: explicitly and implicitly. Using a numerical technique like Euler's or

the trapezoidal method, thBifferential Equations (DEs) are transformexdto Algebraic
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Equations (AEs) in the implicit metho@he new equations are algebraic in nature and can be
solved numerically in parallel. In the explicit technique, AEs are solved separately for algebraic
variables and DEs are solved independently for state variables using numerical integration.
Other analgis types include frequency response and modal analyses for-sggnall
investigations, which need linearizing the nonlinear equations of the power system around an
operational point in order to describe the systestatespacePSDATwhich stand$or Power
System Dynamic Analysis Toolbaleveloped by Ismael Abdulrahman [33]agackage of
MATLAB -based and also Simulidkased progranit is a useful toofor academic studies and
educational purpose3he PSDAT models don't have any-foops and instead of thahe

system is vectorized, with vectors and matrices serving as the foundation for the DAES structure

that represents the system.

4.2.1 PSDAT Capabilities

PSDAT can simulate larggcale power systems with thousands of buses, in contrast to Power
System Analysis Toolbox (PSAT), which is best suited for smaller systems. PSAT necessitates
individual component representation, which means that many generatonshbtbcks, loads,

and transmission lines must be included in order to replicate a particular test system. In contrast,
PSDAT employs, independent of system size, a uniform block diagram structure (in Simulink)
or codedDAEs in MATLAB . Because every block and signal in Simulink is vectorized,
simulating various systems is made easier by simply requiring changes to fixed pafameters
such as the admittance matrix, which is already computed in MATIA&Ea result, PSDAT

offers comprehensive simulation capabilities for power systems in MATLAB and Simulink,

covering timedomain, modal, and frequency response analy3s}s [

In order to fully comprehend generator behavior in power systems, a comprehensive list of
electrical, mechanical, and contr@lated characteristics and variables is included in &ble
Theseparameters and variables are utilized in the analysis of the dynamics and control of

synchronous generators.
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Table 3- Parameters and variables for synchronous generator dynamics and control [33]

=| v. Stator resistance (pu) I% ¢+ Current magnitude of generator (pu)
4w : d-axis reactance (pu) DAngle of generator current (rad)
4w : d-axis transient reactance (pu) lm : d-axis current (pu)
1w : d-axis subtransient reactance (pu) L, : g-axis current (pu)
L, : g-axis reactance (pu) -t Admittance angléy (rad)
<, : g-axis transient reactance (pu) rg= Field voltage (py
<, : g-axis subtransient reactance (pu) T4 : Exciter input (pu)
H: Shaft inertia constant (s) ={=| : Feedback rate (pu)
& . Synchronous speed of the generator (rad/s) J,|u : Torque applied mechanically (pu)
m.: The time constant-éxis related t® (s) by = Steam valve position (pu)
Jm.: The time constant-dxis related to ~ (s) |F- - Control power input (pu)
4 4.: The time constant-gxis related t®© (s) 4 ;- : Quantity of speed regulation (Hz/pu
4 4.: The time constant-gxis related to ~ (s) T» o liREference voltage input (pu)
14— : Time constant of the amplifier (s) {| - : Saturation function
Al -, : Steam chest time constant incrementally (s) 1l; - : Torques of frictional windage
{|1| .~ Duration of steam valve (s) Angle of rotor (rad)
L_: Gain of Amplifier o0 : Generator's angular velocity (rad/s)
L_  Independent or settimulating constant T DComplex voltagghasor
[Fa- Transient internal voltages ofaxis (pu) V: Bus voltage magnitude (pu)
rm DTransient internal voltages ofakis (pu) : Bus voltage angle (rad)
rdinternal voltage (pu) |§1 DGenerator complex current phasor
mDamper winding 1d fluiinkages (pu)
gbamper winding 2q flutinkages (pu)

4.3 System Modeling

The Differential Algebraic Equations DAEs) of a multrmachine power system

with mmachines and buses can be written as follows [34]:
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4.3.1 Synchronous Generator

Y —= 0 -(® &)[O0- ( +® & O 0 )+0
Y —=- +0 -0 w ©O

Y —= 0 -(® ®)[0- ( +& &® 0O 0 )
Y —= +0 -® ® O

—=0 0

——="Y 0 O - O - 0 'O+

» & 00-7Y

4.3.2 Excitation System

Y —=-(0 Y O )O +

Y—=-Y —0O

Y —=-¢ +0 Y -——0 +0 (@ R

4.3.3 Turbine System
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4.3.4 Algebraic Equations (Stator and Power Flow)

0=Y O-& 'O - 0 + +osin( [) (4.12)
0=Y O+& O - 0O -——  +ocos( [) (4.13)
Owsin( [)+Owcos( [)+0 )

-B ww® cos( | =0 (4.14)
Owcos( [)-Owsin( [)+0 )

-B ww® sin| | =0 (4.15)
0 w)-B wod cos( | =0 (4.16)
0 W-B wnd sinf | =0 (4.17)

where for all state variables, machine inputs, and refereneds,2,é , m. For the load flow
analysis, théQQentries of the admittance matrix are utilized, —,"O "O are found by

solving (» + m) complex AEs for a given load power. Additionally, there should be a maximum

and minimum value for thé andd outputs.

4.3.5 Load Model

Loads consist of an equal amount of constant impedance, constant currenstadt power

The loadsare represented by the equation below [35].

C2
I

C2
|

([ey]
I

([ey]
I

(4.18)

where U and b are the active andoOréactive
and w are the steadgtate values of active power, reactive power, and voltage
magnitude acquired from load flow analysis prior to a disturbance.
When the loads are treated as constant power (velidgpendent), constant
current (voltagaedependent), and constant voltage (voltdgpendent), respectively,

these parameters may have a value of O, 1, or 2.
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4.3.6 Reference Angle

There should be a reference for the rotating components of a dynamic system. The angle
variables' plots continuously rise in the absence of a referencewi@ely-used tool is the
Centerof Inertia (COI), which is described as follows [34].

1 = ] = (4.19)

Whered =-—— . Since the angle variables in equations (4.12) through (4.17) are always

difference pairs, adding a reference for the angles is unnecessary because they cancel out each
other. To achieve an acceptable transformation, substitute the rotating] sign&br the
constant in equation (4.5). In this study, the rotating components of the system are

referenced by

4.3.7 Initial Conditions Calculation

Finding the initial values for state variables and constant inputs, as well as thessétady
values for algebraic variables, is the first step in solving a dynamic system. Calculating bus
voltage phasors®w = wQ is one aspect of this as well as generator output powers

0 +0 . MATPOWER is an opesource package in MATLAB that includes tools for
regular and optimal power flow and can be used for load flow analysis. To obtaimtitde
conditions for the state variables, put the derivative terms of the differalgeraic equations
to zero [36].Theprocess in which the initial values were computed is availabBSjn$everal
analytical control tools are used to analyze the behavior of systems, especially in dynamics.
Time domain analysispole-zero plots,modal analysisfrequency response analysis, and
participation factor mapping are some of these methods. To understand the dynamic properties
of the system, this study has used pmdeo plots, modal analysis, and frequency response

analysis.
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4.4 Modal Analysis [37]

A set of linear DAEs isbtained by linearizing the nonlinear DAEs around the operational point

{0, 0,0}

w="f(x,zu)

0=g(x,zu) (4.20)
y=h(x,zu)

wherex, z, u,andy represent the vectors of state variables, algebraic variables, inputs, and
outputs, respectively, arfdg, andh represent the vectors of differential equations, algebraic
equations, and output equations.

The set of equations that result from linearizing (4.20) around an operating gqiat {& }

is as follows:
Vo= — Yoo+ —Ja+ -0
T @ T a T 0
TR R, TR,
0 _T—§w+ —Jar =30 (4.21)

<, Qo . Qv ., Q, .
Vi N0+ =N+ L2
@ a - 0

The linearized DAEs can be expressed in the following -sigdee form by removing the
algebraic variable vector:

Yio= & Yoo+ 6 0

Yor 6 Yo+ 0Yo (4.22)

where the partial derivative matrices of the original system, as given in (4.20) can be expressed
in thefollowing form: A (state matrix)B (input matrix),C (output matrix), an@® (feed-forward

matrix).

6= —-— — — (4.23)
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4.4.1 Eigenvalue, Eigenvector, Damping Ratio, and Frequency

ThematricesA, B, C,andD are computed after the system in Simulink is linearized around an
operational point. The eigenvalues of the system { =7 ) and the righieft eigenvectors

from these matrices are found using the MATLAB software, wheiethe real part of the

eigenvalue () and] is the imaginary portion of. Then, using the formulas—) and

(|‘/|7Z p Tt Tt R respectively, the frequency in Hz and damping ratio in % for each

oscillatory mode are calculated

4.4.2 Mode Shape

Therelative activity between the modes and the state variables can be calculated using the mode
shape. It offers crucial details regarding the role that state variables play in the excitation of
critical modes. The polar plot of the linearized system's reggenvector matrix is the
mathematical representation of the mode sh&@msigning control solutions that improve
system stability and comprehending resonance events require a thorough analysis of the mode

shape

4.5 Frequency Response Analysis [37]

Apart from modal analysis, frequency response analysis is another key method for examining

the dynamic behavior of power systems, utilizing Bode, Nyquist, and Nichols diadranss.
closedloop system to be stable, the ogeap gain and phase margins derived from the Bode
diagram should be positive and sufficiently larggpical design values for gain and phase
margins are around 6 dB and 30° to 60°, with an average of about 45°, respettigdlyquist

and Nichols diagrams also provide insight inte fystem's stabilityn these approaches, the
critical poi nt i s TKeicritical pOinNt mustrbe far fraen the Wighals pot, p | o
while the Nyquist plot of the opdoop transfer function must not encircle it in order for a
closedloop to be stable.
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4.6 Simulation Results (Without controller)

This part uses the IEEEUs network as a test system. The generator and excitation system's
dynamic data, transmission lines, and power flow data are all locat¢gd]inFor the

IEEE 9bus, the machine sttbansient and turbine parameters are computegin |

To assess the stability of the systernsgéscenarios havieeen conductedithout presence of
controller using PSDAT packagecluding

- Tie-Line Scenario

- Bus DataScenario

- Power Systembmtegrated with a Renewable Energy Resource (FSE8hario

4.6.1 Tie-line Scenario Analysis

The MATPOWER simulation results for an IEEEuUs system with several area configurations

are shown in Table 4.

Table 41 Tie-lines analysis with total inter-tie flows and convergence time in various IEEE-9 bus configurations

SYSTEM AREAS & BUSES | P(MW) | Q(MVAR) | CONVERGENCE TIME (S)
ONE AREA - 0 0 0.06
TWO AREAS | Area1:1,4,5,6 145.6 3.8 0.07

Area 2:2,3,7,8,9

THREE AREAS| Area 1:1,4,5 140.2 24 0.08

Area 2:2,7,8

Area 3:3,6,9

A singlearea system demonstrated a quick &86éond convergence time and no w#era
flows. The interarea power flow was 145.6 MW and 3.8 MVAR with a convergence time of
0.07 seconds when tlsgstemwassplit into twoareagbuses 1, 4, 5, 6 in Area 1 and buses 2,

3, 7, 8, 9 in Area 2). Thdivision of the system into three areas (Area 1: buses 5, 4,
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Area?2: buses 2, 7, 8; Area 3: buses 3, 6, 9) produced a convergence time of 0.08 seconds, an
increase in reactive power exchange of 24 MVAR, and a somewhat restiiveghower flow

of 140.2 MW. The Newton's approach converged in four rounds across configurations,
indicating stable computing in spite of the system's increased subdivision. As aresult, The IEEE
9-bus system's overall stability is unaffecteddmyiding into different areas, although it does
cause a modest increase in convergence time anglegity in reactive power management.

The interarea power flows in the simulations are stable, with a slight drop in power transferred

as the number afreasncreases

The modes with insufficient damping are depicted in Fi@@rasing PSDAT packageor all
above-mentioned IEEE-9 bus configurations (OneArea, TwoArea, ThreeArea). As
illustrated1 1.014 +14.3a nd 1 0 . ‘B2 th&ltwaBlighfy8amped modes for this system.
These two modes have respectively frequencies of 2.37 Hz and 1.422 Hz and damping ratios
of 6.81% and 5.98%. When it comes to the modes, the phase angle offers the phase
displacement, while the mode shapeiagnitude indicates the level of contribution from the
state variables in the modes. As can be seen in Fifufleft), there is a 18@egree phase
difference between the rotor speed deviations of Generatorl and GeneBatnti@ating that
Generatorlswings against Generator82 Generator3 swings in opposition to the other two

generators for the second, lighttamped mode depicted in Figue (right).

Mode : -0.53552+8.9359i 3 Mode : -1.01376+14.859i

Damping ratio (%) : 5.9822 Damping ratio (%) : 6.8067 w1
Frequency (Hz.) : 1.4222 Frequency (Hz.): 2.3649 |—— , 2
90 1 90 4
120 08 60 120 = 60 ‘- w 3—
06 06
150 04 30 150 04 30
02 02
180 o > 0 180 -« 0
210 330 210 S50
240 200 240 300

270 270

Figure20- Visualizations of the mode shape for rotor speed state variables and lightly damped modes
of IEEE-9 bus systems (One-area, Two-area, Three-area)

Figure Z displays the frequency response analysis of the systemsAl@ag TwoArea,

ThreeArea) using PSDAT package, along with Bode and Nichols diagrams. The-tdoged
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transfer function for the Bode diagram (right) is stable because the phase and gain margins are
both positive and sufficiently large. The plot of the Nichols diagram (left) does not cross or get
close to the crucial point (180°,0foreover, the polzero map depicted in Figure 22 represents

all systems (Onarea, Twearea, Threarea), with all poles located on the {efind side of the

plane. This placement indicates that each system is stable, as poles inhb# [@éne are a

criterion for system sbility
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Figure 21- Frequency response analysis: Ni ¢ h @lotgléitsand Bode plot (right) Of all systems (One-area,
Two-area, Three-area)

Figure 22- Pole-zero map of all the systems (One-area, Two-area, Three-area)
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