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ABSTRACT

In biology the introduction next generation technology is increasing the amount of data generated rapidly. New sequencing machines are able to produce terabytes of genomic data in days and in later years the cost of storing data has become higher than to produce it. With enormous amounts of data arrives great opportunities, but also new challenges; how should biologists analyze and interpret the results? Going through terabytes of data manually is time consuming, and is in reality not practical. Because of this bioinformatics are working together with computer scientists to create programs that can parse, integrate, analyze and visualize data in ways that can aid the biologist to extract novel biological knowledge from it.

Most data exploration programs that have been created to help biologists are desktop applications. Desktop application has been having the advantage that it can benefit from a high performance and hardware support. However desktop applications require the user install a program and download the data to her local computer. If the program or data is updated, they must often be updated manually.

The web is evolving rapidly too, and we believe that we are close to an era where the distinctions between desktop applications and web applications will be relaxed. Web applications also solve of the problems desktop applications have. They do not require the user to manually download a specific program, they can download fresh data from a common repository and they can be accessed from most places on the planet. Further the applications can be updated without the user even noticing it, and new methods for creating visualizations can be added.

This thesis presents the design, implementation and evaluation of a scalable, interactive widget library for visualizing biological data. We investigate if JavaScript enabled web browsers are capable of creating visualizations that are comparable with what we could create using a desktop application.

We have fully implemented a widget able to visualize a heat map. This widget implements two ways for creating a heat map; the first one uses a traditional approach using styled hypertext markup language and the second uses the new HTML5 canvas.

We have conducted experiments with both of these approaches and found that it is possible to create scalable heat map visualizations with good performance. Previous versions of the same application were able to visualize a maximum of 50,000 data cells; the new implementation has been able to visualize 16,800,000 cells at which point we had shown almost every data cell we had available. This is enabled by using a pagination technique in which only partial amount of data is visualized in each page.

We have also evaluated the maximum number of cells we could have in a single page to be approximately 40,000 data cells. This creates a view consisting of 30,000x9,000 pixels, which is 117 times the size of a 1920x1200 pixels display.

The evaluation also explores which of the two approaches works best creating a heat map, and we found that the canvas performs better in almost all the experiments we have conducted.
After the work in this project we believe that it is possible to use web applications for visualizing many types of biological data. If the data can be split into smaller portions, like the heat map, we believe that browsers and JavaScript has become fast enough to handle generation of visualizations using the canvas.

We also believe that it is a good idea to porting applications as early as possible. Even though the HTML5 standard is not expected to be finished before 2020, much of its functionality is already implemented into browsers. Waiting for completion will only delay what could possibly be a fruitful online ecosystem for genomic research.
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</tr>
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<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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<td>Gigabyte ($1024^3$ bytes)</td>
</tr>
<tr>
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</tr>
<tr>
<td>HTML</td>
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</tr>
<tr>
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<tr>
<td>SPELL</td>
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</tr>
<tr>
<td>TB</td>
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</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
</tbody>
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1. INTRODUCTION

The research presented in this thesis is motivated by knowing that it could possibly help scientists gain new knowledge of the human body. If this happens to not be true, we at least gain some insight into how web applications can handle and visualize large amounts of data.

The amount of biological data is increasing rapidly. More than 7% of scientists asked in [K11] has used or created datasets larger than 1TB and about 20% has worked with datasets larger than 100GB. 55% report that they rarely use data from published literature or archival databases in their original research pagers.

Where does all this data come from? The human genome is estimated to consist of about 25,000 human genes. When thousands of researchers are conducting experiments on these genes an enormous amount of data is generated. They started by trying to find out why someone has blue eyes and others brown eyes. Now they are intensively trying to figure out why someone gets cancer and others not. Consider if each person who got cancer had a dataset with tests for their blood work. In Norway around 22,000 people get cancer every year and multiple tests are done [F05]. This alone creates large amounts of data.

“Visualizing biological data on computers is now widely used to help understand and communicate data, to generate ideas and to gain insight into biological processes.” [OGG10]

Computer scientists and biologists are working closely together to create applications that display data in ways that enables biology experts to find important patterns which would otherwise be very hard to find. These applications must analyze and interpret the data in ways that remove unnecessary information, but leave the important and interesting parts. Then these important data can be visualized to the user.

The usual approach has been to use desktop applications for visualizing the data. Desktop applications are compiled to machine code and have full access to a computer’s hardware. This provides desktop applications with higher performance than applications running inside a browser.

Web applications have traditionally incurred several restrictions which are not present for desktop applications. The applications had no access to the computers file system, ran on a single thread, restricted memory usage and had no graphical hardware support. These limitations have made it hard, if not impossible, to create applications that required heavy computations.

---

1 Graphical hardware support refers to the use of graphics cards to help render the web pages
However browsers are evolving and enormous effort has been put into making JavaScript faster. JavaScript as is the way browsers generate dynamic content. Further standards are emerging which to some degree removes all of the previous limitations.

Google Maps and Bing Maps are examples of applications exploring large amount of data. Google has also implemented the Mandelbort Set\(^2\) in JavaScript. Microsoft has created numerous tests\(^3\) that show the performance of JavaScript. Together these applications show that the browsers can work with large amounts of data and compute it.

We therefore believe it is possible to use web applications for visualizing biological data as well. Web applications also provide some advantages for free. Web applications enables users to collaborate over geographical areas, and this is important as researchers often come from different institutions and even continents [BWL06]. Another motivation for using web applications is their portability. Since the application is running inside a browser, it can be used from any operating system supporting modern browsers. Further no installation of third party programs is required for running the application.

Visualizing biological data in the browser is something that we have been working on before. The previous version, SpellWeb2, of the heat map had problems when trying to inspect all the data. The reason for this was quite simple; basically our raw test data are 900MB. That meant that a browser wanting to display all the data would need at least this amount of memory, not including the required memory for the visualization itself. Evaluation [J10] of the old application showed that memory requirements made it impossible to inspect all the values in the datasets.

In this project we seek to properly implement this heat map visualization enabling it to be truly scalable. Further we have started the work on a widget library, containing scalable and useful visualization widgets for presenting biological data. The idea is to provide an easy to use implementation of common visualizations which can be reused at several web pages. Different widgets within a page will be bound together through an event bus, giving the possibility for different views to interact in a way that could highlight results that was not otherwise apparent.

We have implemented a scalable heat map widget for exploring biological data. A heat map is a way to visualize colored values in a grid. In our particular case the values represents the outcome of tests on genes, and these gene tests are parts of different datasets. In practice a heat map can also be used for other applications, and some common examples can be found at [WIKI1].

A web page can add one or more instances of this widget, and these instances can send events to each other through the event bus. Each widget registers on itself on the bus, and events coming through it will be propagated to its listeners. A widget is responsible for handling an event itself, which means that new types of widgets can react differently to events.

\(^2\) http://juliamap.googlelabs.com/
\(^3\) http://ie.microsoft.com/testdrive/
We found the main change required to implement scalability was to split up the data into a number of smaller visualizations. The idea comes from the paging mechanism found in most modern search engines, like Google and Bing. When a user searches only the top 20 results are shown. The user has the ability to increase the number of results returned. If the user does not find what she is looking for in the first page, she can press a link to go to the next page.

Heat maps can follow a similar approach, but with the possibly thousands of rows and millions of columns, a heat map must be able to page in both vertical and horizontal directions.

The evaluation of the widget has shown that we are now able to visualize all the data we have available. This is 24000 genes within 700 datasets, giving a total of 16.800.000 individual cells. The widget should be able to scale to millions of datasets, making it capable of visualizing data for years to come.

We evaluated the maximum size for a single widget to be around 200 rows and columns, containing 40.000 cells of values. The size of this visualization is 30.000x9.000 pixels, which is 117 times the size of a 1920x1200 pixels display.

We have also started the work on another widget for visualizing dendrograms. This widget is unfinished, but we believe it is possible implement it in a scalable way too.
2. BACKGROUND

2.1 HEAT MAPS

Heat maps are typical solutions to visualizing biological data. In figure 1, an example of a heat map is seen. The genes are placed in rows, while different datasets are in the columns. Each cell in the heat map can have several *expression values* which represents the result of a test on that particular gene within that particular dataset. In the figure an expression value is a single color, green or red. The grey cells are datasets which does not include tests on that particular gene.

![Heat Map Image](image)

**FIGURE 1 - HEAT MAP FROM SPELLWEB2**

There are several other types of views that can be beneficial for biology experts. For a list of other biological tools, see [WIKI2], [WS08] or [NCD10]. Different types of biological visualization types can be seen at [WIKI3].
A dendrogram is often used to show hierarchical clustering, or relations, between different genes. It is a binary tree where every leaf node is a gene. Every parent of a node is either a connection between two leaf nodes or a connection between two clusters.

![Dendrogram from Java TreeView](http://jtreeview.sourceforge.net/examples/index.html)

Dendrograms have been implemented in several biological applications; this includes Java TreeView [S04] and HIDRA [HWD07]. Both of these are desktop applications. Figure 2 shows a screenshot from Java TreeView and the dendrogram can be seen on the left hand side that is outlined with a yellow border.

---

4 Figure from [http://jtreeview.sourceforge.net/examples/index.html](http://jtreeview.sourceforge.net/examples/index.html)
2.3 MOTIVATIONS FOR THIS PROJECT

In this section we explore what has been done prior to this project. We explore why previous versions of SpellWeb have not scaled and what we are focusing on to make it work this time.

SpellWeb\(^5\) was the first web application that used the SPELL algorithm [HHM07]. SPELL (Serial Pattern of Expression Levels Locator) is a query-driven search engine for large gene expression microarray compendia. Given a small set of query genes, SPELL identifies which datasets are most informative for these genes, then within those datasets additional genes are identified with expression profiles most similar to the query set.

SpellWeb was built using the Ruby on Rails framework, with a Java backend to perform the searches. It turned out that this application did not scale for the amounts of data it was provided with. The actual view content is created on the server side.

![Original SpellWeb](http://imperio.princeton.edu:3000/yeast/)

**FIGURE 3 - ORIGINAL SPELLWEB**

Other parts of the system were implemented in Java, and in 2006 Google released Google Web Toolkit (GWT) which enabled developer to implement web applications using Java as source code. SpellWeb was therefore ported to GWT by Lars Ailo Bongo. The design document states this reason for the port:

“The three main design requirements are: portability, high performance, and ease of extension. We believe the Google Web Toolkit (GWT) application design satisfies these three requirements. The code is portable, since GWT is already used by major Google applications such as Wave that runs on most devices with a JavaScript capable browser. GWT has better interactive performance than the Ruby-on-rails (used by the SpellWeb) since it moves the user interaction code from the server to the browser. In addition, the code is easy to understand and extend for developers since everything is programmed in

\(^5\) http://imperio.princeton.edu:3000/yeast/
Java, which is the language used in the other systems (DistributedSpell, Troilkatt, GoTermFinder, and MySpell)."

The idea was that the browser should get the data and create the view itself. It turned out that a straightforward implementation in GWT did not scale. [J10] explored the problem and concluded that the current approach did not scale because of memory requirements. Both of the mentioned web applications used a HTML table approach to paint the heat map.

In this project another approach for showing the values is used. As earlier version has shown it impossible to visualize all the data at once, we use pagination and visualize only a partial amount of the data in each page. To see other values, the user can use buttons to move around in the heat map. Also a new approach for rendering is implemented, using the new HTML5 canvas API.

Other projects have also worked on visualizing heat maps, and one of them is HIDRA presented in [HWD07]. This is a Java application that needs to run on the user’s computer, and the datasets must also be provided.

Daniel Stødle has ported HIDRA to work on the distributed Tromsø Display Wall, which uses a similar approach as described in [LCC00].

---

6 This document is placed on a server which requires the user to have a username and password. We are therefore not able to give a reference to it.
2.4 HOW BROWSERS GENERATE A PAGE

In this section we give a brief introduction for how a web page is actually created. It is intentionally written quite short, and if the reader is particularly interested we propose to look at [T09] and [W11].

To generate a web page the browser starts by connecting to a URL that the user inputs. This opens a socket and connects to the web server. This will trigger the server into sending back a response, which is normally hypertext markup language (HTML) representing the structure of the page. The browser now parses the HTML and builds the Document Object Model (DOM) required to work with the page.

![WebKit Main Flow Diagram](http://taligarsiel.com/Projects/webkitflow.png)

**FIGURE 4 - WEBKIT MAIN FLOW**

While parsing HTML it can find references to style sheets (CSS), scripts and pictures. Once the parser finds either CSS or scripts it needs to parse these too.

The browser puts together the HTML and CSS into a render tree. The render tree has the syntax for the correct order in which the elements should be displayed on the page and their dimensions. Once this tree has been completed, a layout system will go over it and calculate the actual positioning each element should have. An illustration of these steps can be seen in figure 4.

After completion the web page is ready for painting, and once this is done the page will be displayed to the user.

---

7 Figure from http://taligarsiel.com/Projects/webkitflow.png
2.5 DOCUMENT OBJECT MODEL

In this section we give an introduction to the Document Object Model. In its documentation [W3C05] the DOM is described as follows;

"The Document Object Model is a platform- and language-neutral interface that will allow programs and scripts to dynamically access and update the content, structure and style of documents. The document can be further processed and the results of that processing can be incorporated back into the presented page."

The DOM consists of HTML, CSS and scripts. HTML gives a web page content and structure, CSS is used to describe the look and formatting while scripts enables dynamic changes to the page.

![Diagram of a simple DOM illustration](image)

The DOM starts with a `<html>` element and ends with a `</html>` element. In the `<head>` section links to style sheets and scripts can be placed. It is however best to place `<script>` references at the bottom of a web page. The reason for this is that the parsing of a page stops once it meets a `<script>` tag, and it will instead it will execute the script. The content of the page is placed within the `<body>` tags.

[LDL08] argues that DOM XML is slowest when it is parsing and mediocre for adding or removing elements. [W11] propose to never have more than one thousand DOM elements at any given time. The reason is that each DOM element will require time for parsing, styling and layout by the browser, too many elements in a page will degrade the performance of the application.

---

8 Figure from [LDL08]
In this section we describe Google Web Toolkit. GWT is the framework which this project is built on, and is therefore of significant importance.

GWT is made to help developers create web applications without having to be experts at HTML, CSS and JavaScript. To do this Google has developed a compiler able to create web applications using Java as source code.

This compiler has several features that help creating fast and usable web applications. It in-lines methods, removes dead code, optimizes strings and more. It obfuscates code which is good for two reasons. It makes it harder to steal code, see [W10], since obfuscated code is harder to figure out. The other good reason is that it decreases the script size, making it faster to download and parse.

Further it compiles several different version of the application, where each of them is created for specific browsers versions. This means that the problem of older browsers not following standards is removed to some extent. A last thing to add is that optimizations to the compiler can create faster applications by just recompiling. This means that if Google releases a new version and it has been optimized this benefits our project as well.

Compilers [GOOGLE09] for optimizing JavaScript also exist which has several similarities with the GWT compiler. The difference is that GWT is able to analyze all code (HTML, CSS and JavaScript) because everything is within the Java source code. This enables the GWT compiler to do optimizations JavaScript compilers cannot.

Earlier versions of SpellWeb used GWT version 1.6. Since then Google has released several new versions, and the current version is GWT2.3. This version includes several new features, and one of them is the Cell API.

“Cell widgets (data presentation widgets) are high-performance, lightweight widgets composed of Cells for displaying data. Examples are lists, tables, trees and browsers. These widgets are designed to handle and display very large sets of data quickly. A cell widget renders its user interface as an HTML string, using innerHTML instead of traditional DOM manipulation.”

Another feature that has been released is the UiBinder, which enables developers to write a markup syntax containing calls to GWT code within HTML markup. This makes it much easier to separate the view from logic, making what we find to be a more clear and maintainable code.

It also has support for some of the HTML5 features that new browsers have implemented. This includes canvas, local storage, drag and drop, CSS3 features and more. A presentation of the features can be seen at [L11]. Since the APIs for HTML5 is not completed and not all browsers support them, these classes are marked as experimental.

Currently there are also other tools emerging that do the same thing as GWT. Microsoft is developing a tool called script# (script sharp) which compiles .NET to JavaScript. It

was presented in [K11], and the developer has released the source code to the public as of lately.

2.7 jQuery

GWT has frequent updates, but the framework still has some limitations. One of these are window managing. Third party APIs [J08] exist to help on this, but many of these require the client to download unnecessarily large scripts and contain large APIs that takes time to learn.

As this project is meant to support several views, it therefore needs some window managing. Because of this, jQueryUI\(^\text{10}\) has been added. JQuery is a well-known and highly used JavaScript API to help development of web applications. There are two features that we use in this project, drag able and resizable.

To make a HTML element drag able a simple call to `<element>.draggable()` is needed. To make an element resizable a similar call to `<element>.resizable()` is required. Because of its simplicity this is our current way to manage windows.

Google is currently implementing a version of jQuery for GWT called gQuery [C09]. The problem is that it was not finished, and did not support the UI operations required by our widgets.

In this section we describe the problems of evaluating web applications. Unlike desktop applications, there is not a direct access to the operating system. This means that we need to use monitoring tools, debuggers and APIs provided by the browser to find errors and performance bottlenecks.

A common way to evaluate the performance is to have timers set in JavaScript. The problem is that it does not give any actual information when it comes to page load time as it ignores the requests to the server and all the steps that have to be run before JavaScript can even be started itself.

Most browsers have a debugger for web-applications. Internet Explorer 9 has F12 developer tools, Firefox has several plugins in which Firebug is probably the most known, Opera has Dragonfly and Chrome has Chrome Developer Tools.

Most of these tools have quite similar appearance and functionality, which one to use is often of personal preference. In this project we have mainly used Chrome Developer Tools, and in figure 6 the layout can be seen.

It has the element tab which lets us inspect the DOM and change it. The resources tab has information about which files are used in the application. The network tab lets us inspect network communication. The scripts tab lets us inspect JavaScript, and set break points for debugging. The profiles tab can generate information about JavaScript stack size and which part of the JavaScript is executing a lot on the CPU. The audits tab can be used to inspect the page and look for common optimizations. Last is the console, which lets the developer write JavaScript directly into the current running environment.

In the end this gives a lot of information about how the web application is running inside the browser. However it has no information about how the operating system itself looks upon it. For this we have used the native Performance Monitor for Windows 7. It has a lot of options, in which CPU, memory usage and data transfer can be inspected.
User latency is an important quality benchmark for Web Applications. While JavaScript-based mechanisms can provide comprehensive instrumentation for user latency measurements within an application, in many cases, they are unable to provide a complete end-to-end latency picture.

The new navigation timing interface is currently in release candidate state. This means that it is ready to be implemented in browsers. Currently only Internet Explorer 9 implements this interface. The purpose of this API is to be able to analyze what happens before the HTML parsing is started in the browser. This will hopefully be a very nice feature to enable developers to see what happens before the page is actually read to be rendered.

Figure 7 - Events that can be fetched with the Navigation Timing Interface

http://www.w3.org/TR/2010/WD-navigation-timing-20101026/
3. ARCHITECTURE

3.1 Widget Library

We have focused on creating a widget library which consists of reusable, scalable components with the ability to interact with each other. Currently we have implemented a heat map widget and we have explored a solution for a dendrogram widget.

Each widget needs to implement a Java Servlet which can be placed in a servlet enabled web server. We use Apache Tomcat for this purpose. A Servlet is a Java class in Java EE that conforms to the Java Servlet API, a protocol by which a Java class may respond to HTTP requests. The servlet will hold data persistently and deliver it once the client side requests it. A developer can also implement long running methods on the server, but we have not done this because we want to utilize the power of clients.

The client side is implemented using GWT. Each widget can implement a handler for common events which are used to interact between the different widgets. The events are shared throughout the widgets by using an event bus, which was introduced in GWT2.2.

Currently we have implemented two events; these are geneclick and datasetclick. We support these events because of their ability to show interaction between separate heat map widgets and also with a dendrogram widget. The number of events can be easily extended by creating new ones, and adding a handler to any widget it makes sense for.
### 3.3 Model-View-Presenter Pattern

A common problem for large applications is that once it grows and becomes more complex, understanding the code and finding bugs becomes harder. In our heat map widget we have therefore used a design pattern, known as the model-view-presenter (MVP) pattern. We use this pattern because [R09] argues that it is best suited for GWT applications. It was first proposed for the first time in [P96].

![Diagram of the MVP pattern]

**Figure 8 - An Overview of the MVP Pattern**

The model represents the data layer where data is stored and processed. The presenter is a broker that handles events, fetches data and updates the view as it arrives. The view is responsible for anything a user can see and interact with. The presenter defines an interface, and this interface is what links the view with the rest of the application.

By using this pattern the code becomes easier to maintain and new developers looking at the code will grasp it quicker. By knowing how the widgets are put together, finding out where things happen should be easier.
3.2 HEAT MAP WIDGET ARCHITECTURE

In this section we look at the overall architecture for the heat map widget. We illustrate how the client and server interact to create the visualization.

The widget consists of a typical three layer structure that many web applications use. The three layers are user interface, processing and data layer. The process layer is both on the client and the server. The data layers is initially only on the server, but as the client caches data some of it will be moved over to save bandwidth and improve performance.

Figure 9 describes how the system works when it is operative. A client connects to the frontend server by sending it a string which contains a gene name. The frontend server parses the query and looks for errors. If none are found it sends the query to Distributed Spell which will find the identifiers related to this query. The identifiers are used to identify genes and datasets. This result is sent back to the frontend server which then returns it to the client. The client takes a portion of the identifiers and sends it back to the frontend server, which will fetch the data related to these identifiers. This data consists of gene names, expression values (see section 2.1), and any other information it needs about genes. We also return information about datasets, for example names, description and citation. This data is returned to the client, and a view can be created.

It is important to understand that we cannot send all the data in one call, because that could involve sending potentially multiple gigabytes of data.
We have added one optimization which is to send the data for the first page of a view along with the identifiers. This eliminates the added network latency for doing a second call before the view can be created.

---

**3.2.1 HEATMAP WIDGET**

In this section we will explain the design of the heat map widget in more detail.

The widget consists of several components. The user interface is running inside a browser, and consists of HTML, JavaScript and CSS. This client can send queries with genename(s) to a frontend server, which is implemented using Java and hosted in Apache Tomcat. This server is connected to a backend distributed ranking engine, called Distributed Spell (DS), which is also implemented in Java.

When a user uses the application to search, the query is at first sent to the frontend server. This server has a connection open to DS, and it hands the query over to it. DS implements the SPELL algorithm [HHM07] which ranks genes and datasets according to their relevance to the query gene(s). DS only returns identifiers of genes and datasets, meaning the client get an array of gene and dataset identifiers.

The ranking algorithm is the main reason that the heat map widget cannot easily be made up by pre-computed pictures, as in for example Google Maps. Each search is potentially unique, and there are \( \text{(number of datasets} \times \text{number of genes})! \) possible ways that the view could be created. For 4 genes and 3 datasets we have 12! giving 479,001,600 possible combinations for a single view.

When the client receives the identifiers, it splits it up into blocks. For instance consider the test datasets that is used containing approximately 24000 genes and 700 datasets. Trying to render all of this has been shown to be impossible as the client goes out of memory. This means that the size of the view needs to be smaller.
The client splits the identifiers into blocks, the size of one data block is set by the developer. The block size tells the client how much data it should fetch in one exchange between client and server. In figure 10 the relation between identifiers, data blocks and view pages can be seen. When the client then sends a request to the server, the server inspects the request and fetches the data related to these identifiers. Data is then returned to the client and it can create a visual representation as a heat map.

The most bandwidth intensive data is the expression values. An expression value is a floating point value that represents the outcome of a test done on a particular gene. As there is a high number of tests that can be performed, the number of expression can vary between zero and hundreds.

In the dataset GDS53 the gene BRCA1 has five expression values like this;
BRCA1 -0.609, -1.226, -0.482, 0.838, 1.480

In GDS266 there are 28 values for the same gene, and certain datasets have several hundred tests on some of the genes. This means that some pages require the server to load more data, transfer more data and the client needs to translate and render more values.

The heat map view is implemented using a pagination pattern. Pages can have varying size, and it does not necessarily have to be the same size as one data block. If these numbers are uneven, the client will fetch several blocks to generate the view. The interface has event handlers for paging in both horizontal- and vertical-axis. This technique enables the widget to inspect a larger number of genes and datasets then any previous version. The reason is that once a user goes to a new page the view is re-rendered and data for previous pages can be removed from the buffers.
It is however still possible to create a view so large that the browser will kill the web application, and in our evaluation we inspect the maximum size for this widget.

The widget also implements simple caching and pre-fetching of data for a particular search. The caching works by simply not removing data immediately as a user changes the current page. The pre-fetching works by realizing that it can be seen as likely that a user might want to look at pages in proximity. Therefore, the client can pre-fetch data for adjacent pages after it has created the view.

Implementing pre-fetching for a new search is on the other hand quite hard. To be able to do this, data for a large range of searches would be required. By inspecting the widget usage patterns speculative pre-fetching could be implemented. [MEH10] suggest a way of doing speculative pre-fetching. Each event handler could generate a shadow copy of what would happen when if the handler is invoked. The problem is that there is a very high number of possible search alternatives and there is no way of telling what it would be.

The actual view of the heat map has been implemented in two different ways. The first approach was to use a GWT CellTable and this works quite well for small views with less than 50 genes and 50 datasets. However as the view increases in size, the performance for a HTML table decreases. The reason for this is that as the table increases in size, the number of objects in the DOM increases accordingly.

![FIGURE 11 - DOM FOR A TABLE CONSISTING OF 10 GENES AND 10 DATASETS](chart.png)

12 This will in practice be compiled into a HTML `<table>`
In figure 11 the DOM for 10 genes and 10 datasets are shown. Each row has ten column elements. In each column there are number of expression values container elements for the expression values. If there is an average of five expression values for in each cell, 4,000 DOM elements are required to show the table. With a view of 50 genes and 50 datasets 1,000,000 DOM elements would be required.

For each element the browser gets a harder job creating the view. The reason for this is that if any changes are made to the page, the browser needs to parse the HTML over again and layout its new positions. With an excessively large number of elements the performance of this operation degrades.

This lead to another implementation of the view. With the emergence of the HTML5 canvas in GWT2.2 there is now a way to natively draw to a bitmap. An implementation of the heat map has been created using this canvas, and it turns out that it increases the performance in most situations. It also decreases the number of DOM elements up to 80 percent.
3.3 DENDROGRAM WIDGET ARCHITECTURE

The current dendrogram widget is unfinished, and during the development we have learned some lessons for how it should not be done. We are however sure that it is possible to create a scalable dendrogram widget that can be integrated into the widget library with more research.

In the following sections we describe what has been done so far, and why it currently is unfinished.

The architecture for the dendrogram widget is quite similar as the for the heat map. It consists of a GWT server and a client that creates a view using JavaScript. The following figure describes the current architecture.

![Dendrogram Widget Architecture](image)

**FIGURE 12 - DENDROGRAM WIDGET ARCHITECTURE**

The server starts by loading dataset files, which are configured in its constructor. This will parse the files, and create a binary tree structure which is the dendrogram in the server memory. The client can then request this tree using a provided interface. Once all the data is moved over to the client, it can parse this tree and create a visualization of it.
3.3.1 DENDROGRAM WIDGET

The dendrogram implementation utilizes the canvas API which arrived with GWT2.2 at February 11th 2011. We realized that we could port an implementation created for the Tromsø Display Wall, written by Daniel Stødle. His code is written in C++ and uses OpenGL to render the view in its environment. We have ported the code over to Java and GWT, where the server acts as a data service for the client. The client uses remote procedure calls to fetch data, and it uses the canvas to paint it.

The data is structured as a double linked list, where we have a head node with a left and right pointer. We can recursively parse this structure by checking if the left or right node is not null. If the left node is not null, we go left. If both are null, we know that we are at a leaf node. We then return, and go right.

The problem that we had is how we can scale the size of the dendrogram. Our test data consists of yeast genes, which are over 6000 genes.

If each leaf node took 20 pixels, and we had a space between them of 10 pixels we would need 6000*20 + 5999*10 which is 179,990 pixels in height. First of all the canvas does not work for this size, it defects when the canvas is around 50.000x500 pixels in size. Second a web page with a height of 180.000 pixels does not seem like a good idea.

![A PART OF A DENDROGRAM WITH 6000 GENES](image)

Further as we can see in the picture above the dendrogram becomes very dense. We therefore tried to split the data into smaller parts, and set new root nodes for the tree. Doing this gave us a dendrogram that can be seen in figure 14.
In practice it could work to create a dendrogram which consisted by several smaller trees. The problem is that a dendrogram is supposed to show the hierarchical clustering of the genes, and only looking at smaller parts would not enable the user to get the bigger picture.

This means that we intend to show the whole dendrogram. The maximum size for a canvas has yet to be found, all we can verify is that it does crash at sizes bigger than 50000x500 pixels. The documentation does not state any maximum size, the width and height variables are of type int. The theoretical limit should therefore be $2^{32} - 1 \times 2^{32} - 1$ pixels.

Because of this we have concluded that we need to do more research before we can actually implement a working dendrogram with several thousands of elements in the browser.
Our project support several widgets on the same page at once. Currently this is done by creating a separate visualization for each search, and binding them together using an event bus. In this project the heat map views does not share the data, and the reason is the way GWT stores values used in a CellTable. A more detailed explanation can be found in section 4.2.4.

The dark blue area at the top has a drag handler created by using jQuery. This enables a user to move the widgets around. On hover a view will increase its z-index to a value which places it in the foreground. The z-index is a CSS property which tells the browser where an element should be placed on the z-axis.
The views need to implement a way of communicating with each other in order to create integration. The events that are supported are *gene- and dataset-clicks*. We support these events because they are a nice way to show what we could do with interaction.

In the GWT2.2 Google implemented an abstract class called EventBus\(^\text{13}\). This bus supports exactly what this requirement needs, a way of sharing events throughout the whole application.

Any widget that wants to get events from other widgets registers itself on the bus, and implements their own handler for what to do when a certain event arrives. This means that widgets can handle a gene click in any way they want, all they know is that a gene click happened somewhere else in the application.

The number of events can easily be extended, they just need to be registered on the bus and any view that wants to listen to it needs to implement a handler.

Currently clicking genes and datasets headers highlight the selected value in any view that is currently showing them.

The views also support a way of inspecting values in more detail by hovering the cell with the mouse.

---

For instance if you clicked at the spot at the topmost left arrow in the dendrogram, the event would send out a “gene click on YAF9, gene click on MRPL24”. As we can see these genes are in the heat map, and a selection would then happen.
4. IMPLEMENTATION

The client side of SpellWeb has been completely re-implemented in this project. Earlier version did not scale and was using an old GWT API. Further the old code was becoming hard to maintain.

The new implementation utilizes the MVP-pattern to help creating cleaner and more modular code. An example of how this has worked out quite well was when the canvas view was added to the heat map widget. It only required the canvas to implement the same interface as the old view did, and the rest of the application required only minor changes.

The project also utilizes the UiBinder\(^\text{14}\) which was shipped with GWT2.2. It enables the programmer to create a declarative layout using XML syntax quite like HTML while keeping the logic in Java code. This separation keeps the code much more clear than it was before.

In the next sections we will present a detailed explanation of how the heat map widget works. We first look at data storage, how it is moved from storage to the client, and how we use the data to generate a view. The quick explanation is; model is responsible for keeping persistent data available, the presenter will fetch data from the model and the view will be created with data coming from the presenter.

At last we will present some implementation details for the dendrogram.

4.1. MODEL

In this section we explain how the model operates in the heat map widget. We look at what it does, and how it provides methods to move data from the server over to the client.

The model is responsible for storing data and fetching it once the client requests it. The server side currently consists of two separate Java modules. Distributed Spell is responsible for ranking genes and datasets. The other module is a Java Servlet running inside Apache Tomcat web server.

The client can communicate with the server through remote procedure calls (RPC). This is done by sharing an interface that the client uses for method calls and the server implements.

Figure 17 shows simplified class diagram for client server data communication. We define the two interfaces SpellWebService and SpellWebServiceAsync. SpellWebService extends RemoteService, which is a GWT specific interface for enabling RPC services on the server. The SpellWebServiceAsync interface is used by the client, and needs to map every method that the server interface provides. The asynchronous interface provides callbacks for the client to use. The client calls a provided method, and once it completes a callback is done with the requested data in its parameters.

As the web server starts it initializes a servlet defined in the application .gwt.xml file. This file provides the servlets constructor parameters. The parameters contain a system path for data files and an URL for finding Distributed Spell.

The servlet itself implements the SpellWebService interface, and we have defined three new methods for this project. This is getGeneIdentifiers(), getGeneIdentifiersAndFirstBlock and getRenderData().

The getGeneIdentifiers() method returns four arrays; gene identifiers, dataset identifiers, gene scores and dataset weights. GetGeneIdentifiersAndFirstBlock() returns all the previous and also fetches data for the first view in the same call. GetRenderData() returns data associated with the identifiers given in its parameter.

These methods use four classes to contain the data; SearchIdentifiers, HeatmapBlock, SpellGene and SpellDataset. The search identifiers are the arrays mentioned in the previous paragraph. A heat map block is a structure that contains a set number of SpellGenes and SpellDataset. What a SpellGene and SpellDataset contain can be seen in figure 17.

The server is running Java byte code while the client is running JavaScript. This means that they need a common format to exchange data. This is natively done in GWT by using JavaScript Object Notation (JSON), but it is possible to use other data-interchange formats too.

Currently the servlet loads all data into memory. The plan for a future server implementation is to place the data in Hadoop Distributed File System and Hadoop database. This will enable the server to scale because it does not need to keep all data in memory.
FIGURE 17 - SIMPLIFIED CLIENT/SERVER CLASS DIAGRAM
4.2 PRESENTER

The presenter is the part of the application that connects model and view. It is responsible for fetching data from the server and putting it into the view. It also handles events coming from its view or the event bus.

To create an instance of the presenter it needs three parameters; the view, a data service and an event bus. It then attaches itself to the view using the interface it provides.

The developer can now call the `go(HasWidgets container)` method on the presenter. The container is an element that is provided by developer to contain the heat map view. The presenter will send a request to the server, through the data service, containing a query consisting of one or several gene names. This will make the servlet fetch the identifiers from DS. When the identifiers return to the client, the presenter sends a new request for data required to make the first page of the heat map. If this request is successful the presenter will add event handlers and place the data into the view.

There are a number of methods and classes involved in creating the first page in a view. Let’s look at the call stack required.

1. `Presenter.getSearchIdentifiers()`
2. `SpellWebService.getGeneIdentifiers()`
3. `Presenter.getRequiredData()`
4. `HeatmapFetcher.executeCallbacks()`
5. `SpellWebService.getRenderData()`
6. For each result – `Presenter.addBlockToProviders()`
7. On all received – `Presenter.allDataRecieved()`
8. `Presenter.refreshView()`

In the following sub sections we will go through each of these calls and explain in more detail what each them does.

4.2.1 IDENTIFIERS

The first call we do will request gene and dataset identifiers from the server. It uses the data interface to send a gene name to the server and the number of genes and datasets that it wants to be compared.

The actual call is asynchronous and has the signature:

```java
SpellWebService.getGeneIdentifiers(String orgId, String queryStr, int maxScores, int maxWeights, int evGenes, int evDsets, AsyncCallback<GeneSearchIdentifiers> callback)
```

The request can simply fail or succeed, so any AsyncCallback has defined the two methods `onFailure(Throwable caught)` and `onSuccess(T result)` where `T` is the result type.

When the call returns with a success it sets the gene ids, the dataset ids and creates two hash maps. These maps are defined with gene ids or dataset ids as keys, and return the related scores for the particular key. When this is completed, the presenter puts the data into views for later usage. At this point the presenter will call its `getRequiredData()` method.
4.2.2 DATA

The getRequiredData() method is a convenience call to get data from the server. It will do the next call to the server and requests data to generate a page. The method signature is \texttt{getRequiredData(int startRow, int stopRow, int startColumn, int stopColumn)}. This method uses the parameters to find the correct gene and dataset identifiers.

Once the correct ids are found they are sent over to the HeatmapFetcher. This class is responsible for doing callbacks to the server to get data related to the identifiers.

It defines two types of callbacks, the HeatmapCallback and the HeatmapPrefetchCallback. The standard callback is used to get data which the client needs to render the current page, while the pre-fetch callback is used to get data that might be used on page change or increase of page size.

Once the callbacks are set up, they are sent over to the server which will find the correct data and return it. On successful calls, the HeatmapFetcher will call on the addBlockToProvider() method in the Presenter class. Once all callbacks are completed, it will call the allDataRecieved() method.

4.2.3 ADDING DATA TO THE PROVIDERS

The heat map has three different views which require data. These are the horizontal header which shows dataset information, the vertical header which shows gene information and the heat map container itself. These can be seen in figure 18.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{heatmap.png}
\caption{The three views that require data in the heat map widget. The red zone is the horizontal header, the green zone is the vertical header and the yellow zone is the heat map container.}
\end{figure}
Once the data are arrived, each row will be stored as an entry in a list structure. Each column is an entry in a hash map. Once new data arrives there are two alternatives for what can happen. If the row does not exist a new hash map is created and put into the list. Then the values for each column are put into that hash map. If the row already exists, the existing hash map is fetched, and the new columns are put into it.

4.2.4 CLIENT DATA STORAGE

The data model has in some ways been forced upon the widget because of the way CellTables and their data providers are linked in GWT. Any CellTable must be linked to an AbstractDataProvider<T>.

There are only two implementations of this abstract class which is the ListDataProvider and AsyncDataProvider. Both of the implementations are list based, where each entry in the list represents one row in the view. We believe this implementation is not well suited for a view where each column in the table is of the same type of data.

In the heat map each cell is of the same type. This lead to a design where each entry in the data provider is a LinkedHashMap. Figure 19 illustrates the client data storage. There are several good properties with using a LinkedHashMap. First of all it gives constant-times for get() and put() operations assuming the hash function disperses the elements properly among the buckets. This makes it easy to hold track of elements as the key used is the dataset ids and since there can be no duplicate keys, duplicate data does not go into the map.

![Figure 19 - Illustration of the Client Data Storage](image)

Last is the special property of the linked hash map; it can be easily used as a cache. Since there is a linked list holding order of when elements first appeared in the map, it is possible to make the map remove old elements when a certain threshold is reached. In practice this means that old data will be removed automatically as new data arrived, keeping memory usage down.
Since the LinkedHashMap will remove data automatically, it means that we could page along the horizontal axis theoretically an unlimited number of times without going out of memory.

The vertical axis removes data in another way. In the next section we present the pager which is used to know what the current offsets are in the view. Each time we page vertically there is a method that removes data from the hash maps on page x-2 while going down, and x+2 while going up. This enables us to keep memory usage low, but we are not removing the actual hash map itself so there is some overhead.
4.3 HEAT MAP PAGER

The pager is an important class for the widget. It is basically responsible for knowing what the view is currently displaying. It keeps track of the index for the first column and last column, and it the same for rows. It also knows how many rows and columns should be displayed on a page.

This means that any events that make the view change regarding any of these values must use the pager to update its boundaries.

In figure 20 we can see three outlined areas. The red zone is used to increase or decrease the number of rows in the view by five, while the yellow zone does the same for columns. Both of these events are handled in the ViewSizeEventHandler class.

The green zone is used to change the current page in the directions the buttons indicate. These events are handled in the PagingEventHandler.

The pager has four methods which the views can use to find the current offset values; getIndexOfFirstColumn(), getIndexOfLastColumn(), getIndexOfFirstRow() and getIndexOfLastRow(). By using these, they know which data should currently be displayed to the user.
4.4 VIEWS

In the following sections we describe how the view of the heat map widget is created. We detail the different modules it is composed of and relate it to the presenter.

The view for the heat map widget is defined in the two files HeatMapView.java and HeatMapView.ui.xml. This class implements the following interface which the presenter defines:

```java
public interface IHeatmapDisplay2_0 {
    IHeatmapTable getHeatmapContainer();
    IHeatmapHorizontalHeader getHorizontalHeaderContainer();
    IHeatmapVerticalHeader getVerticalHeaderContainer();
    IHeatmapPager getPagerContainer();
    HasClickHandlers getAddRowsButton();
    HasClickHandlers getRemoveRowsButton();
    HasClickHandlers getAddColumnsButton();
    HasClickHandlers getRemoveColumnsButton();
    HasClickHandlers getNewSearchButton();
    HasText getNewSearchTextBox();
    void setStartColumn(int columnStart);
    void setStartRow(int startRow);
    void setNumberOfRows(int numberOfRows);
    int getNumberOfRows();
    void setNumberOfColumns(int numberOfColumns);
    int getNumberOfColumns();
}
```

As we can see the interface requires the class to return four interfaces and a number of UI elements. The UI elements are self-explanatory by looking at the method names.

The three topmost interfaces are highlighted in figure 18, and the last interface is the green zone in figure 20. As we can see the complete view consists of four modules, and the layout is defined in the HeatMapView.ui.xml file. This file contains XML syntax much like HTML and it also defines a number of CSS rules.

The reason we split the view into separate modules was to make it easier to use the widget to display data which did not involve genetics. The idea was that we could provide a widget that would let a developer use the heat map container, but provide other headers. We have later realized that the widget is currently made in such a way that it does need a lot of refactoring before this would be possible.

We provide two implementations of the IHeatmapTable interface. The first one uses a similar approach as the older versions did, using a GWT CellTable. Google presented that the Cell API was faster than older implementation of HTML tables, however the implementation did not perform as well as we hoped for.

Another approach was therefore implemented. It uses the HTML5 canvas API, which is currently in an experimental phase. In practice this means that certain browsers might not support it or that it could change in the future.

In the following sections we first describe the class that translates the expression values to colors, then we present the two different heat map modules, and last we explain the headers.
To create the colors in the heat map a simple class has been made. Initially it is constructed with an argument to set the color setting that is wanted. The default version is red-green, but can be extended to support other colors. An important aspect for supporting other colors is color blindness. According to [M08] 7% of American males are color blind in some way. This means that these persons can have a hard time using a particular color scheme.

The translate method takes in an array of expression values, and runs it through a method to generate the appropriate color values.

This class currently also has a bug that needs to be fixed. We have been working with two types of biological data, one is yeast and the other is human. We started evaluating the widget using the yeast datasets, but once we realized that it scaled for this data we changed to the larger human datasets. The problem was that we did not realize that the human genes also required an additional method which yeast did not use. This method instead returned the color value for grey (#AAAAAA), which is the same value that is used for missing data. This made us falsely believe that we were missing data. This gives an important lesson; create an exception when a method is not actually implemented.
4.4.2 TABLE VIEW

The table view is generated using the CellTable implementation provided by Google. Thereby the main components are a data provider, a cell implementation, CSS resources and the cell table class itself.

The data provider has already been explained in section 4.2.4, so here we focus on the cell, style sheet and how it all works together. The CSS rules are defined just as we would use any other style sheet, and are can be used on the table by adding it in the constructor.

The HeatmapTableView implements a GeneCell, and in its render method the actual visualization of a cell is generated. Each cell has an input object, GeneMap, which is the linked hash map that has all the data for a particular row. By finding the index in the table, and adding that with the pagers start column, the actual index of the cell can be found. Then by using the dataset id at this index, a key into the hash map is fetched and the actual data for a particular cell can be found. For example, with a view size of five, page three has a start column of 15. If we want the key for this cell, it can be obtained from datasetIds[15], and we can then use genemap.get(datasetIds[15]) to obtain the expression values.

The cell table itself has a reference to which row it is currently on. This means that the pager only needs to keep track of columns for this type of view. In the section 4.4.3 we will look at the canvas view which also requires us to keep track of both row and column offset.

FIGURE 21 - 20 GENES AND 10 DATASETS RENDERED WITH A HTML TABLE
A cell table handles adding rows and columns in two different ways, which can be inspected by looking at the source code for the cell table and its related classes.

When the table is adding new rows, a complete redraw is not done according to this comment from the HasDataPresenter class in GWT.

// Remember the inserted range because we might return to the same
// pageStart in this event loop, which means we won't do a full
// redraw, but still need to replace the inserted nulls in the view.

When we are adding columns however, the table is completely redrawn. This means that adding new columns is a more expensive operation than adding new rows. However as we shall see in the evaluation part both operations are quite slow when the number of rows and columns increase to a certain size.

Another problem with the cell table is that we cannot explicitly control its rendering. This means that any browser painting will not be done before the complete table is ready for visualization.
When implementing the heat map widget we first did not intend to use the canvas. The main reason for this was the fact that it first appeared in GWT 2.2. This version was released February 11th 2011, around one month after this project had started.

Once the table version was implemented we were able to demonstrate that it would scale for small views, but we realized that it did not perform very well when creating views with more than 50 rows and columns. Especially it performed badly when we added new rows or columns on an existing visualization. The main reason for this is the amount of DOM elements the table implementation created.

At this point in time we had also started to look at a dendrogram implementation, and implementing the dendrogram using standard HTML elements did not look promising. In relation to this we had started working with the canvas API, and realized it could also be used for the heat map widget.

The first problem of using the canvas we engaged was the how to fetch events that it we required it to implement. We wanted to be able to show detailed information for cells in the same way we had implemented in the table version.

After discussing this problem with Lars Ailo Bongo and talking with some developers at the IRC channel for GWT on irc.freenode.net, it turned out that handling events was easier than expected. By attaching an event handler on the containing DOM element, and using this elements relativeXPosition() and relativeYPosition() simple arithmetic’s could be used to calculate which row and column the mouse was currently at.

**FIGURE 22 - 20 GENES AND 10 DATASETS RENDERED WITH A CANVAS**
The canvas is very reliant on the pager to keep track of both row and column offset and uses it in all render operations. The reason for this is that we did not have any API to build on; the implementation is completely made from scratch.

This actually gave us a very nice control of how the rendering is done. Unlike the table, rendering can be done incremental which means that we can use timeouts for rendering only portions of the heat map at once. This leads to a much better user experience as the page does not freeze while the JavaScript is working. It also gives feedback to the user as portions of the view can be seen appearing within each timeout.

Further the total size of the canvas can easily be calculated using \textit{column width \times number of columns} and \textit{row width \times number of row} in the first portion of the refresh call. Because of this the browser does not need to parse HTML and calculate layout more than once for the whole canvas.

Another feature of the canvas makes it perform faster than the table implementation for every test that involves adding rows or columns. There is however a memory payment for increasing this performance. According to the canvas documentation any changes to width or height will reset it, making old data disappear. This required us to do double buffering, where we buffer the previous view in a temporary canvas, and then copy the old bitmap into the new canvas. While the old canvas has not been garbage collected by the JavaScript engine, it will require the memory of the old view and the new view. The performance is boosted by the fact that it is much quicker to copy a bitmap then to run the render method for the whole view over again.

\textbf{FIGURE 23 - DOUBLE BUFFERING WITH THE CANVAS. YELLOW PART IS BUFFERED, RED PART IS RENDERED}

Figure 23 shows an example of what happens when we add rows to the canvas. Since the yellow part has already been created we save its content in a buffer. Then we copy this over into a new canvas and register the offset. Then we start drawing new values from the offset till we reach the bottom.
4.4.4 HEADERS

Both of the headers currently are implemented as cell tables, and the interfaces for them can be seen in the code listings.

```java
public interface IHeatmapHorizontalHeader {
    CellTable<HashMap<Integer, ?>> getTable();
    void setPager(HeatmapPager pager);
    void setDatasetIds(int[] datasetIds);
    void setDatasetContributions(HashMap<Integer, Float> contributions);
    void setDatasetDetailedInformation(DatasetMap datasetMap);
}
```

The horizontal header currently reacts to two user events; `mouseover`- and `click` events.

The mouseover event creates a floating display that renders more information about the current dataset. The click event calls the method in the presenter responsible for handling a dataset click event, containing a dataset identifier. This in turn sends the identifier out on the event bus and any handler listening for dataset click events will do their work.

```java
public interface IHeatmapVerticalHeader {
    CellTable<GeneMap> getTable();
    void setPager(HeatmapPager pager);
    void setGeneIds(int[] geneIds);
    void setGeneRanks(HashMap<Integer, Float> ranks);
}
```

The cell currently reacts to a `click` event. This event calls the method in the presenter for handling gene click events, containing a gene identifier. This sends the event to the presenter which sends it to the event bus and any listening handler.

In practice a future version should implement these headers using a canvas instead. This would make it easier to implement zoom functionality for the heat map.
4.5 DENDROGRAM

In the following sections we describe our implementation of the dendrogram widget. The dendrogram uses the canvas, and we do believe that it very hard to implement it with any other approach.

The code is currently in a test phase, and does not utilize the MVP-pattern or implement any event handlers. The data to load must also be explicitly set in the server constructor.

As with the heat map widget, the dendrogram code needs to provide two interfaces for data transfer. These are called DendrogramService and DendrogramServiceAsync, and they currently only provide one method;

```java
public interface DendrogramService extends RemoteService {
    public DendrogramData getDendrogramData();
}
```

We will now describe the data structures, how the server works and what the client does.

### 4.5.1 DATA STRUCTURES

As we can see in the code above the data service only provides a single method that returns DendrogramData. This class contains a DendrogramNode root and LinkedList<DendrogramNode> leafNodes.

A DendrogramNode contains an id, a correlation and a name. Each node also has three links, which are DendrogramNode left, DendrogramNode right and DendrogramNode parent. It also has x and y coordinates which indicates where it is placed on the canvas surface.

The whole dendrogram can be traversed by starting at the root and moving to the left and right nodes. A leaf node is found when both of the links are null.

### 4.5.2 SERVER

In this section we describe how the server parses the data files and creates an in memory dendrogram.

To create the data structure the server needs to parse two files; data.CDT and data.GTR.

The CDT file contains all leaf nodes, with their name and ids. We create a HashMap<String, DendrogramNode>. For each entry we find in the CDT file we put it into this map, and use the id as key. From now on we will refer to this map as the leaf map. Once the file is parsed we have created a structure which contains all the leaf nodes, but we don’t have any relation between them.
This is found in the GTR file. This file contains all the node connections, and each row consists of a node id, the id of its left link, the id of its right link, and its correlation. The correlation is a value for how strongly two nodes are related to each other. We therefore create a new HashMap<String, DendrogramNode>, in which we put all the nodes into, using the id as key. We will from now on refer this map as the connection map. We have two maps, one contains every leaf node and the other contains connections between them.

We now create an iterator for the keys in the connection map. Then we iterate through all the keys and fetch nodes from the connection map. We know following about these nodes:

- If the current node has a left link in the connection map we fetch it. We create a link between them by setting current node->left to fetched node, and fetched node->parent to current node.
- If the current node does not have a left link in the connection map, it must have a node in the leaf map. We then fetch this leaf node, and set the leaf node->left and node->right to null. We also set the leaf node->parent to the current node.
- If the current node has a right link in the connection map we fetch it. We create a link between them by setting current node->right to fetched node, and fetched node->parent to current node.
- If the current node does not have a right link in the connection map, it must have a node in the leaf map. We then fetch this leaf node, and set the leaf node->left and node->right to null. We also set the leaf node->parent to the current node.

After all this is done, we should have created all the connections between the nodes, and the dendrogram is almost complete. Only one part remains, and that is to find the root node. If the creation of the dendrogram was correct, there should be a single node which does not have a parent. We therefore iterate over the keys again, and find this root.

4.5.3 CLIENT

Once the server has created the dendrogram, it is ready for being transferred over to the client. The client can call on the getDendrogramData() which is provided in the data service.

Once all the data is transferred, the client is ready to create a canvas for visualizing the dendrogram. As we wrote DendrogramData contains a LinkedList<DendrogramNode> leafNodes. We know that all of the leaf nodes are to be aligned vertically. We can therefore start by placing these nodes into the canvas, using an arbitrary number of pixels between them. We also put the coordinates for its placement on the canvas into each leaf node.

---

15 If this is not true, then there is an error in the files we are parsing and the dendrogram cannot be created.
Once all of the leaf nodes are put into the canvas, we need to create the links between them. The DendrogramData also provides link to the root, and this our entry point into the connections. We recursively parse the dendrogram by following the left and right links. We start by moving left, which will in the end give use the topmost leaf node.

We then know that the y coordinate for the parent of two nodes should be placed at \((\text{leftNode->yCoordinate} + \text{rightNode->yCoordinate}) / 2\). The x coordinate is based on the parents correlation compared to the correlation of the two child nodes. The current implementation does a quite poor job when it creates the x coordinates, which leads to a dendrogram looking like the ones in figure 13 and 14.

We continue parsing the dendrogram until we have set the x and y coordinates for each node. Once this is done the last part is to draw the lines between all the nodes.

4.5.4 MAKING IT WORK

The main reason that we did not finish the dendrogram was because we observed that the canvas crashed once the dendrogram reached a size threshold. We have later realized that we could have used the scale method the canvas provides. By scaling down each pixel, we could have created a dendrogram that fit into the canvas limits.

We are certain that it is possible to create a working implementation which builds on the current solution, but for now it still stands as challenge.
5. WIDGET FUNCTIONALITY

In this section we are looking at what functionality the heat map widget implements. We want to identify what we are actually evaluating in section 6.

The following figures are from a search for the gene CTR9 in the yeast datasets with 50 gene and 50 dataset identifiers. The outcome of different data fetch sizes are explained in text. The view size is set to 5 rows and columns, and adding rows or columns will add 5 rows or columns.

5.1 A NEW SEARCH

1. The user opens the webpage containing the heat map widget.
2. The user specifies the gene(s) she wants to search for.
3. The browser renders the heat map.

FIGURE 24 - CREATING A NEW SEARCH WITH THE HEAT MAP WIDGET

The client connects to the server and gets 50 genes and 50 datasets identifiers. These identifiers are sent back to the client. The client split these identifiers into blocks of size 5 genes and 5 datasets.

Example: The client requests 50 genes and 50 datasets identifiers. The client gets these and split these identifiers into blocks of 10 genes and 10 datasets. You then have 50 genes * 50 datasets / 10 genes * 10 dataset (block size), which gives us 25 blocks.

The client now inspects how many blocks it needs to generate the view which consists of five rows and five columns. It finds that it only needs to fetch one data block, and
sends the first block of identifiers to the server. The server returns the data, and the client can now generate the view.

5.2 A NEW PAGE

1. The user inspects the data which has arrived and wants to see the next 5 datasets.
2. The user clicks on the “RIGHT” button, which moves the view one page to the right.

![Figure 25: Paging Horizontally with the Heat Map Widget](image)

The client checks whether or not it has the required data to present the next page. If we follow the previous example where we fetched 10 genes and datasets per call, it would find out that it had the required data and render the data immediately.

If the data was not at the client, it would inspect the identifiers and find the ones for gene 0-5 and dataset 5-10. It would then send a request to the server, and as the data arrived it would generate the view.
5.3 ADDING COLUMNS

1. The user inspects the data which has arrived and wants to see the next 5 datasets.
2. The user clicks on the “+” button in the upper right corner, which adds five columns to the current view.

![Diagram of adding new columns with the heat map widget]

The client checks whether or not it has the required data to present the next page. If we follow the first example where we fetched 10 genes and datasets per call, it would find out that it had the required data and render the data immediately.

If the data was not at the client, it would inspect the identifiers and find the one for gene 0-5 and dataset 5-10. It would then send a request to the server, and as the data arrived it would add the columns.
5.4 SELECTING GENES AND DATASETS

1. The user wants to highlight the second dataset and second gene because she saw something interesting.
2. The user clicks on the second gene header, and the second dataset header.

Once the user clicks on the gene header for sey1, the gene click event is invoked. The handler inspects the gene identifier, and sends it out on the event bus. Each view that has registered itself on the event bus with a handler for the gene click event gets the id of this gene. The handler for the heat map is to outline the selected gene, and will do so by setting a white color around the selected gene row.

The dataset click event works in a similar way.

If the user uses paging or adds new rows or columns, the selected genes or datasets are still be highlighted.
5.5 DETAILED INFORMATION

1. The user wants detailed information of a cell or dataset.
2. The users hover the cell or dataset

FIGURE 28 - GETTING DETAILED INFORMATION IN THE HEAT MAP CELLS

The widget implements a popup if the user hover a cell in the heat map or a cell in the horizontal header. The outcome can be seen in the figures 28 and 29.

FIGURE 29 - GETTING DETAILED INFORMATION IN THE HORIZONTAL HEADER
In the following section we describe how we have evaluated the heat map widget. We start the evaluation by describing the methodology for the experiments. In the sections after this we look at scalability, maximum view size, data transfer size and time, render time for different view sizes and finally the performance when adding new rows or columns.

6.1 METHODOLOGY

The experiments that have been performed have been done with a client computer at the University of Tromsø, while the server has been at Princeton University in USA. The reason is that we get real world latency.

We measured the latency to the server at Princeton to 133ms round trip using the Windows 7 ping utility. This means that any data request has a minimum overhead of approximately 133ms.

The client PC is a relatively new desktop computer with an Intel i5 2500K 3,33GHz quad core processor, 2x4GB DDR3-1337 memory modules and a 1 gigabit network card.

The client is running Windows 7 and tests are performed using Google Chrome. To monitor resource usage the inbuilt Performance monitor in Windows 7 has been used. The client is uses a fresh start up of Windows 7, and the only running programs are Chrome and any monitoring tools required.

The server is running an Intel Xeon E5430 2,66GHz quad core processor, 2x16GB DDR2-800 memory modules and an Intel® PRO 1 gigabit network card. The hard drives are 4x Seagate 1,5TB disks.

The server is running CentOS 5.3, and we are running a clean install of Apache Tomcat 6.0.32 as web-server. The server itself is a shared computer meaning that other could be doing tasks at the same time. We did however check if anything was running for every test except the one conducted in section 6.2. The reason for this is that it ran for 2,5 hours.

Evaluating a web application can be a tedious task. With a synchronous application a call to getTime() can be done before and after a method is called, and an exact time can be fetched. In GWT lots of the code is asynchronous, which gives the problem of knowing when an operation is definitively finished. At the same time the browser itself is running two separate engines for JavaScript and rendering, and it is currently not possible to get information from the rendering engine in JavaScript.

To be able to evaluate the application several different tools were used. Timers were placed directly into the JavaScript code to time before and after methods are called. While this does not work at all places, and it does not get hold of rendering information it does give the best timing from a script perspective. Further the Chrome Developer Tools has been used to analyze the latency and size of different block sizes. Last the
inbuilt Performance Monitor in Windows 7 has been used to analyze CPU, memory and bandwidth usage seen for the operating systems perspective.

There is also another limiting factor in heat map widget at the moment, which is the ranking algorithm server. For large comparisons it can use a few seconds. Because of this we have created a real search on the genes BRCA1, BRCA2 and copied the identifiers into a file on the server. This means that DS is not actually involved, and the setup can be seen in figure 30.

FIGURE 30 - EVALUATION SETUP
Further we created a test suite to test different setups on the view, see figure 31. On this page there are 4 columns, where the green represent data variables, the red represent view variables, the yellow has a number of different automatic tests, and the blue field gets output from JavaScript.

The five tests do the following.

1. It fetches the number of identifiers set in the data settings. Then it loads in data it requires to show the first page set in the view size settings. It then pages downwards, while downloading new data, until it reaches the last row. At this point it sets the row offset to 0, and pages right. Then it pages down to the last row again. This continues till it has been through all the identifiers.

2. It adds rows until it reaches the “Last row” parameter set in the test column. If the number of gene identifiers is lower than “Last row” the test does not work properly.

3. It adds columns until it reaches the “Last column” parameter set in the test column. If the number of dataset identifiers is lower than “Last column” the test does not work properly.

4. It pages downwards until it has rendered the row which is set in the “Last row” parameter in the test column. If the number of gene identifiers is lower than “Last row” the test hangs in an infinite loop.

5. Not implemented.
6.2 SCALEABILITY

None of the earlier versions of SpellWeb has been able to render all values in the yeast datasets, which consists of around 6000 genes and 112 datasets. The new implementation is able to render all the values in these datasets without removing any data from the client’s data structures. To give it a challenge we therefore evaluate if it can render all values in the human datasets which consists of around 24,000 genes and 700 datasets. The total amount of data is around 900MBs.

We should mention that we do in fact not show all the values. There are actually 24328 genes and 712 datasets. However there is a potential bug at the last row or column, and to make sure the experiment did not crash because of this we used rounded numbers.

The view size is set to 25 genes and 25 datasets, while fetching blocks of size 50 genes and 25 datasets. The test starts at the top with gene one and dataset one, and moves down to gene 24000. Once it reaches the bottom, it moves up to gene one again, and starts at dataset 25. This same routine runs until it reaches gene 24000 in dataset 700.

Figure 32 shows the average memory usage for Chrome was approximately 76MB of memory, with a maximum of 88MB. In practice this means that we were able to inspect 16,800,000 cells of data.

The reason this works is because we are removing the data for currentpage-2 each time a new page is rendered. Further the LinkedHashMap is set to have a maximum of 400 entries. In practice this limits the view to a maximum of 400 columns.
Figure 33 shows that CPU usage is shaped as a wave which at first sight was puzzling. It turns out that the reason for this is the amount of data each page has. The ranking algorithm places the most important genes at the top, and this is also the area with most data. In the figure 34 the network interface usage can be inspected.

What we can see is that when data transfer is low, the CPU usage is high and vice versa. The reason for this is that when there are low amounts of data, it arrives much faster. Because of this the widget has to draw a new page very often. When the data is high, transfer time is higher. While the widget is waiting for data, the CPU is mostly idle which gives a lower average CPU usage.
There are currently a few things that will stop the application from being able to show an unlimited amount of data.

The identifiers that are acquired for each search are never removed. Since each of these normally takes around 4 bytes of data, the view application cannot handle it if these where to become too high. However, having one million gene and dataset identifiers should still only take around 2MB of memory.

Further the application keeps one LinkedHashMap for each row. In the situation where data is removed, the hash map itself is not removed as this would disturb the order of the list maintaining the order of the rows. Assuming each of these empty hash maps required 1KB of memory, the human genome would require 25KB of memory which means this will quite likely not become a large problem in the near future.
In this section we evaluate what the maximum view size for the heat map widget is. In theory this should be limited by the amount of memory that is required to show a view. The settings are quite simplified for this test. We are running NxN identifiers, NxN block size and NxN view size. Because the identifiers set the limit for paging, this means that no more than one page could have been shown with these settings.

![Memory usage for different views](image)

**FIGURE 35 - MEMORY USAGE FOR DIFFERENT VIEWS**

As the figure shows the canvas uses less memory for every size except the first one. The reason for this is the DOM size. The number of heap objects for 200 rows and 200 columns is approximately 1.1 million objects for the canvas implementation. The table based implementation has approximately 5.5 million objects which are around 80% more.

We can also see that the maximum size for a table is around 300x300, which uses around 1.6GBs of memory. In all test that we have performed Chrome shuts down the application once it uses approximately 2GB of memory.

The canvas stops working at a certain size. Two things can happen: the canvas goes blank, or Chrome crashes. We have not been able to identify the reason for this, but...
since the canvas implementation is still under development it will hopefully be fixed in later versions. For a 200 rows and 200 columns view the canvas is 30000x9000 pixels large and we assume that this is not a regular use case.

FIGURE 36 - JAVASCRIPT HEAP INSPECTION FOR A VIEW OF 200 COLUMNS AND 200 ROWS USING A CANVAS

FIGURE 37 - JAVASCRIPT HEAP INSPECTION FOR A VIEW OF 200 COLUMNS AND 200 ROWS USING A HTML TABLE

If we consider that the application is running the exact same code except for the view, we can see that it has around 4.4 million objects only for representing the DOM. This would be HTML <tr>, <td> and <div> elements that the canvas version does not need.
In this section we identify how much data is transferred for different block sizes, and how long this takes to transfer. This is important to identify so that we can recommend what the settings should be for the widget.

**FIGURE 38 - TRANSFER SIZE FOR DIFFERENT DATA BLOCK SIZES**

The first thing we can notice in this figure is the big gap between actual size and compressed size. The ratio goes from 66% compression for the smallest block to around 80% for the largest block. This is a very significant number and shows that the floating point values transferred has a good potential for compression.

Currently no native compression API exist for client usage in GWT, however there exist at least one external module\textsuperscript{16} which could be used to compress the data in browser memory. However as the creator writes: "The code works, but LZMA was not designed to run in a web browser as Javascript. Processing at higher compression levels (which use lots of memory) and/or with huge files may cause your browser to explode."

We conclude that we would like browser vendors to implement a standard compression algorithm that could be used.

The figure above shows the time it takes from sending till the data has arrived at the client. The sending has an average of 0 milliseconds for all data sizes, so it is not shown in the figure.

As we can see the times for sizes 25 genes 25 datasets and lower are all under one second in transfer time. According to usability expert Jacob Nielsen [N93] "1.0 second is about the limit for the user's flow of thought to stay uninterrupted, even though the user will notice the delay. Normally, no special feedback is necessary during delays of more than 0.1 but less than 1.0 second, but the user does lose the feeling of operating directly on the data"

Further we can notice that as the amount waiting does not grow in the same way as the receiving. Once the data size grows, the time to retrieve the values on the server gets a more significant time than it does for low values, while the receiving time increases non-linearly.

The reason for this is likely to be the way the TCP [WIKI4] is implemented. For small data amounts it is likely that the slow-start will stop the bandwidth to getting to its max speed, while with larger sizes the speed will increase.
6.5 VIEW SIZE AND RENDER TIME

In this section we are looking at how long time it takes to render a view. We use Chrome Developer Tools and look at when the method for generating the view starts. We also look at what the browser is doing after it is done with the JavaScript portion of getting the view on the screen.

In the figure 40 we can see a comparison of how well the canvas and table implementation uses for different screen sizes.

![Figure 40 - Canvas and HTML Table Total Render Time](image)

In all cases the canvas is faster and we can that the gap between them increases along with the view size. The reason for this is that the browser has to do more work after the script portion is done with the table implementation. In the next figure we can see what the browser does after it has completed using JavaScript to generate the HTML for the view.
Once the HTML is ready the browser needs to parse it. We can see that this parsing takes almost 8 seconds for a 200 rows and 200 columns view, which is more than the total time for the canvas. Further it also has to do layout after the HTML parsing is done, adding another 2 seconds.

The canvas on the other hand uses less than 10 milliseconds for parsing and approximately 1 millisecond for layout in every test. The reason for this we could see in figure 36 and 37. The table implementation has 4,4 million more elements to parse for a view of this size, and according to [LDL08] parsing the DOM is slow.
6.6 ADDING ROWS OR COLUMNS

In this section we assume that all the data is actually at the client. This is done by setting the data block size to a value that is greater than the final size of the view. We also have set a JavaScript timeout of 100 milliseconds between each call for adding new rows or columns to not freeze the browser in a JavaScript loop.

Figure 42 presents a test where we initially have 5 rows and 25 columns. We then add 5 rows, until we stop at 200 rows and 25 columns.

![Adding rows](image)

**FIGURE 42 - JAVASCRIPT TIMINGS FOR ADDING ROWS**

As we can see the JavaScript timings shows that the canvas performs better at every step. The reason is likely to be that we are buffering the previous visualization, see section 4.4.3. However this illustration does not nearly give the complete time required to add rows. If we summarize the total time spent running JavaScript the canvas uses 4,3 seconds and the table uses 11,8 seconds. We have also inspected the time used in Chrome Developer Tools and the actual total time is 8,5 seconds for the canvas and 45,24 seconds for the table. The reason for this is that the table requires the browser to parse HTML and set the coordinates for each element when we add new rows. The canvas does not require this extra job.

Figure 43 is a test where we initially have 5 columns and 25 rows. We then add 5 columns, until we stop at 200 columns and 25 rows.
As we can see the canvas performs better in this context too. The total time spent in JavaScript is 7.5 seconds for the canvas and 16.7 seconds for the table. If we look at the numbers from Chrome Developer Tools the total time for the canvas is 12.6 seconds, while the table version uses 55.1 seconds.
7. DISCUSSION

7.1 TABLE OR CANVAS

In most of the test that we have performed both the table and canvas has worked fairly well. Still we conclude that the widgets like the heat map should start using the new functionality of the browsers if possible.

The reasons are several and we shall look at some of them here. First of all the canvas implementation of the widget performs better than the table implementation in almost every step in the evaluation. The only place where the canvas does not work better is when we were testing the maximum size of a view. It uses less memory, but either stops drawing or crash the browser.

Another reason for using the canvas is that the developer has full control of the rendering. For example it is not possible to implement incremental rendering with the CellTable without actually changing its code. This means that nothing will be displayed on the page before the whole table is ready for layout and painting.

We also need to implement a particular data interface for the CellTable, which in this widget does not work as well as we hoped. The CellTable required a ListDataProvider to work. The problem with using a list as a common data source is that we need to keep track of order. If two views were to share the same list, they need an internal mechanism to keep track of where a row is actually placed in its own view.

Another approach that could have been used would be to use a hash map to also keep order of rows. Since the gene identifiers could have been used as a key, they would keep order themselves. In practice this would enable the widgets to utilize the same data source, saving a lot of memory when using several views.

In figure 44 we can see 200 genes and 100 datasets with less than 1920*1080 pixels. This was easily implemented by using the scale method of the canvas. Doing this dynamically using the table based version would likely require quite some amount of work.
FIGURE 44 - SHOWING 200 GENES AND 100 DATASETS WITH 1920X1200 PIXELS USING THE CANVAS
7.2 RECOMMENDED SETTINGS

Seen from a user perspective it is important that the application is fast and responds quickly to events. It is also important that the JavaScript engine does not get the chance to freeze the render engine for more than a maximum of some hundred milliseconds. In the following text we describe what we would recommend for a user that is watching a single heat map widget.

First of all we recommend always using the canvas if possible. It has better performance in all aspects and it can do incremental rendering. This means that even for large views it will not freeze the browser.

We propose to use a maximum data fetch size of 25 genes and 25 datasets. This has shown to give a transfer time of around one second, which is a fair load time for a web page. We also recommend enabling pre-fetching of data, which will load data for adjacent pages after the current page has been rendered. If we can assume that a user looks at a page for a minimum of two seconds, it is likely that every other page is loaded before the user tries to show them. This is because the four other pages can be requested in parallel, and if the server is not busy they should all arrive within this timeframe. If the user pages before this she will have to wait for the data to arrive before the screen renders itself.

When it comes to the view we purpose that the user should use any size that would give them approximately one screen size for a single page. A view of 25 columns and 25 rows has a size of 2720x1032 pixels and takes around 420 milliseconds to render. Given that the user can control the view size by adding or removing rows or columns, a standard view size of around 10 columns (1220 pixels) and 25 rows (1032 pixels) would be a nice fit between performance and size.

When it comes to a practical maximum view size we recommend it to be around 100 genes and 100 datasets. Our evaluation has shown that the time required for transfer data is around 3.5 seconds per page at this size which is quite a long time to wait. However if we enable pre-fetching of data, and we assume that a user looks at a page for at least 5 seconds we can assume that the data transfer will not be a big problem. The render time for a view of this size is around 2.5 seconds, but as the canvas does incremental rendering the top values can be inspected before the whole page is created.

The reason we call this a practical maximum view size is because the canvas has a tendency to stop working when the size is larger than this. We have not been able to debug Chrome when this happens, so we are not able to identify the reason for this fault. A view of 100 rows and 100 columns has a size of 10220x3282 pixels, or around 14 screens for a 1920x1200 pixels display. Hopefully this is enough for most users at the moment.
8. CONCLUSION

In this project a highly scalable widget library for biological visualizations has been started. We have fully implemented a heat map widget, and demonstrated that it can currently visualize 24000 genes and 700 datasets with an average memory usage of 70MB in Chrome. The total amount of raw data is approximately 900MB.

Further we have looked at two different implementations for the heat map visualization, one which uses a styled HTML table and the other using a HTML5 canvas. This has shown that the HTML table approach works well for smaller visualizations with less than 50 rows and columns, but as these numbers increase its performance degrades significantly compared to the canvas version. The impact is highest when a user changes the view size. The canvas can buffer its old content and only render the new values. The table has to reparse the HTML tree and do a new layout which is a time consuming process.

We conclude that developers trying to solve similar problems should use a canvas or WebGL based solution. It has better performance and it is much more versatile compared to using a HTML table.

After the work in this project we believe that it is possible to use web applications for visualizing many types of biological data. If the data can be split into smaller portions, like the heat map, we believe that browsers and JavaScript has become fast enough to handle generation of visualizations using the canvas.

We also believe that it is a good idea to porting applications as early as possible. Even though the HTML5 standard is not expected to be finished before 2020, much of its functionality is already implemented into browsers. Waiting for completion will only delay what could possibly be a fruitful online ecosystem for genomic research.
In this section we outline directions for future work on our heat map widget and web applications in general.

The first thing any widget needs is a solid server side code. We have been focusing on the client side, but web applications consist of two sides. In our evaluation we disconnected from the ranking server (Distributed Spell). The reason for this was that it gave an overhead of up to a few seconds for getting hold of gene and dataset identifiers. To speed up this it needs to implement caching. If a gene has been searched for once, the identifiers for this should be saved in memory or to a file.

With the new HTML5 file API we could cache identifiers on the client as well. The current quota that can be storage locally for each web page is around 5MBs. If we assume that each identifier can be saved with 4 bytes, we would need $24000 \times 4 + 700 \times 4 = 109000$ bytes, or 109KBs to save identifiers for one search. With 5MB we could then store identifiers for around 45 complete searches locally.

We have also been experimenting with a zoom for our heat map visualization, and as the canvas implements a scale method this was very easy. To truly implement this we need to convert the headers which are still using a table approach.

We also propose that the HTML table based heat map view should be dropped. Even though every browser does not support the canvas, we can display a message for users to get a supported browser. If this was done, we could implement an important change, which is to share data amongst several heat map widgets. See sections 4.2.4 and 7.2 for more information about this problem.

We believe we are starting to see that web applications is going in a direction where it can start implementing functionality that was earlier only possible using desktop applications. For now a browser uses context switches on single thread for page rendering and JavaScript. If we had the ability to use web workers\(^\text{17}\), which lets the browser spawn new threads for JavaScript, we could generate several visualizations in parallel or generate portions of a large visualization in parallel. This is done in the JavaScript Mandelbrot implementation created by Google.

New APIs are also coming for local storage which will let a developer save data at the client. Currently this is set to 5MB, but Google suggests letting the browser ask a user if it would like to save more than this. If the user agrees an application could save more data, and enable a truly offline “web application”.

Implementations using hardware acceleration is also coming, which will enable the GPU to take over work for the canvas and WebGL. This will enable higher frame rates, and games like AngryBirds\(^\text{18}\) are currently working flawlessly in Chrome since this has been implemented.

\(^{17}\) http://dev.w3.org/html5/workers/
\(^{18}\) http://chrome.angrybirds.com/
BUGS

We have written several thousand lines of code in this project, and we are sure that there are several bugs there. In this section we list the ones we know about.

If the identifiers search size is set to a number that does not divide to zero with the view size it can lead to a bug when trying to display the page that has the last columns and rows.

Searches on human datasets currently do not always show the correct color values. The reason is that we were not familiar enough with the actual data and thought the missing color values were missing data.

There is a bug when selecting genes and columns after the first page in the heat map using the canvas implementation.
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