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Abstract 

Transition metal (TM) catalysts are indispensable in industrial operations and organic synthesis 

due to their unique properties, such as variable oxidation states, rich coordination chemistry, 

and ability to enable electron transfer processes. These properties allow them to activate a 

diverse range of substrates by lowering activation energies, and the catalysts can be fine-tuned 

to enhance chemo-, regio-, and stereoselectivities for desired products. One of the prominent 

and requisite uses of TM catalysts is in the conversion of CO2 to higher-value products. 

With the advent of climate change, scientists are looking for renewable carbon sources to 

replace fossil fuels. One promising option is CO2, a non-toxic and highly abundant greenhouse 

gas. However, the use of CO2 in chemical synthesis is limited due to its kinetic and 

thermodynamic stability. TM catalysts have the potential to address these challenges, making 

the study of these catalysts vital for developing effective CO2 activation processes. Nonetheless, 

their complex electronic structures, ligand coordination dynamics, assorted reaction pathways, 

broad spectroscopic signals, and environmental sensitivity make it difficult to study them 

experimentally. Computational chemistry, with its explanatory and predictive power, can help 

elucidate their intricate behaviors and interactions. 

In this thesis, I examined TM-mediated processes using computational chemistry techniques, 

particularly density functional theory (DFT), to identify transient species like intermediates and 

transition states, and to understand their nuclear and electronic structures. My research included 

an analysis of the factors leading to enantioenriched carbamate formation from CO2, catalyzed 

by an Ir-based complex (Paper I). Another study investigated the CO2-insertion mechanism into 

diverse Pd-alkyl complexes and its relationship with the experimentally observed reaction 

kinetics, in close collaboration with an experimental group from Yale University (Paper II). I 

also collaborated with Aarhus University to examine diverse mechanistic pathways for a Ni-

catalyzed aryl-alkyl cross-coupling reaction with CO (originating from CO2) insertion (Paper 

III). Additionally, I employed state-of-the-art computational techniques, involving ab initio 

molecular dynamics simulations (AIMD), to precisely predict 19F nuclear magnetic resonance 

(NMR) chemical shifts in a Ni-fluoride complex (Paper IV). 
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1 Introduction 

1.1 Importance of transition metal complexes 

Transition metals (TMs) are a range of elements in the periodic table that have partially filled 

d-orbitals in their elemental or cationic form. The availability of d subshells allows TMs to form 

bonds with atoms or atomic groups, known as ligands. The resulting transition metal complexes 

(TMCs) are known as coordination complexes, where the TM acts as the coordination center 

and is surrounded by ligands. Ligands generally coordinate with TM by donating a lone pair of 

electrons, forming a two-electron, two-center dative covalent bond. 

TMs have closely spaced ns and (n-1)d orbitals, allowing them to lose or share multiple 

electrons simultaneously. This enables TMs to exhibit variable oxidation states, thereby 

enhancing their reactivity. Additionally, their versatile coordination numbers and geometries, 

along with stabilization mechanisms such as ligand field effects, π-backbonding, and chelation, 

permit them to make stable complexes with diverse ligands. These characteristics contribute to 

TMCs being one of the largest groups of compounds, both naturally occurring and artificially 

manufactured. The properties of TMCs are heterogeneous, influenced by the properties of the 

metal (oxidation state, type, and coordination number) and the ligands (electron-donating 

ability, denticity, polarity, and size), which collectively affect the chemistry of a TMC. 

The heterogeneity of TMCs contributes to their omnipresence around human life, including 

agriculture (as pesticides and insecticides), industries (as catalysts, nanomaterials, and 

reagents), medicine (in pharmacology), and the arts (as dyes and pigments), etc. TMCs have a 

profound place in catalysis, serving as one of the main pillars for modern organic synthesis, 

owing to their ability to attain multiple oxidation states and form complexes with reagents 

throughout a catalytic cycle. The reactivity and selectivity of a TMC can be fine-tuned by 

changing the chemical environment, such as the type of donating atom or the size of the 

coordinating ligand. Thereby, TMCs have the potential to contribute to the development of new 

synthetic methodologies for forming manifold molecular scaffolds with high regio-, chemo-, 

and stereoselectivity.1 

The sensitive response of TMCs to their chemical environments results in increased complexity 

of the corresponding catalytic cycles and the opening of additional reaction pathways, making 

their study difficult. Therefore, a combination of synthetic chemistry, advanced chemical 
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theory, computation, and kinetic study is required. Over the last two decades, computational 

simulations have significantly contributed to the research and fundamental comprehension of 

catalytic processes.2,3 An overview of popular TM-catalyzed reactions is shown in Figure 1.1. 

 

 

Figure 1.1 The common chemical processes catalyzed by TMs. (R = alkyl/aryl, Nu- = Nucleophile, E+ = 

Electrophile) 

 

Computational methods are crucial for rationalizing reaction mechanisms and interpreting 

spectroscopic data. The use of advanced quantum chemical methods, especially density 

functional theory (DFT), is well-suited for studying intricate reaction pathways, identifying key 

transition states and intermediates, and providing vital information regarding kinetic and 

thermodynamic energies. Computations enable the elucidation of existing chemical processes 

and the development of new ones. In this thesis, I will employ advanced quantum chemical 

methods to explore reaction mechanisms catalyzed by TMs with a focus on CO2 incorporation, 

and to accurately predict the 19F nuclear magnetic resonance (NMR) chemical shifts of a TMC. 
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1.2 CO2 reduction using transition metal catalysis 

Carbon dioxide (CO2) is naturally used by plants via photosynthesis to form oxygen (O2) and 

organic matter, while O2 is consumed by living beings that release CO2 via respiration. For the 

majority of human history, this cycle maintained uniform CO2 concentrations around 280 ppm 

in the atmosphere.4 Then humans, in the pursuit of a better quality of life, entered the industrial 

era, which led to deforestation for industrial expansion and increased use of fossil fuels for 

energy. These activities led to uncontrollable anthropogenic CO2 emissions, disrupting the 

relatively balanced CO2-O2 cycle, and increasing the CO2 concentration in the atmosphere by 

75% since the industrial revolution.5 According to Mauna Loa Observatory in Hawaii, the mean 

CO2 concentration in the atmosphere for June 2024 reached 427 ppm.6 As a greenhouse gas, 

CO2 has an immediate effect on global warming, sea levels, biodiversity, and poses other 

environmental challenges.7 

Climate change is a global concern, and the development of carbon capture, storage, and 

utilization (CCUS) has become one of the main pillars to reduce our CO2 footprint. Although 

the deployment of CO2 in chemical synthesis alone will not significantly reduce climate change, 

CO2 is a valuable C1 feedstock due to its abundance, nontoxicity, low cost, and sustainability. 

Additionally, humans need to find alternate carbon sources, as the fossil fuels are non-

renewable and will deplete soon. The interest in the scientific community for converting CO2 

to higher-value products is increasing, yet its potential in chemical synthesis is underexplored. 

Currently, a few well-known industrial processes employing CO2 include the production of 

methanol, urea, and carbonates.8 However, these processes consume almost negligible amount 

of the total CO2 available and supply only a few products needed by our society.9 

The utilization of CO2 as a chemical synthon is challenging due to its high thermodynamic and 

kinetic stability. The highest oxidation state of carbon in CO2 and its delocalized electronic 

structure make it thermodynamically stable, whereas kinetic inertness arises due to its poor 

coordination ability and the symmetrical non-polar structure.10 Thereby, converting CO2 

generally requires high energy (e.g., high temperature and/or high pressure), rendering the 

process expensive and non-scalable at a commercial level. The CO2 reduction process can be 

made more energy-efficient by lowering the activation energy of the process using a suitable 

catalyst.11 Employing a TMC-based catalyst is a lucrative and sensible choice due to its 

versatility and tunable selectivity, as discussed in Section 1.1. The special issue 
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"Organometallic chemistry for enabling carbon dioxide utilization" featured 22 articles that 

discussed various metal-catalyzed reactions for CO2 activation.12 Of the 15 metals used, 11 

were TMs, highlighting the prominent role TMCs play in the valorization of CO2 in chemical 

synthesis. 

When it comes to CO2 reduction, it can be categorized in two ways. First, CO2 can be directly 

reduced to simpler products, such as with hydrogen, giving products like formic acid, methanol, 

methane, and CO. These products can be used as building blocks or solvents for synthesizing 

larger molecules, as well as fuels. Second, CO2 can be used as a reagent in the synthesis to form 

an array of vital chemical scaffolds like carbamates, carbonates, carboxylic acids, and 

derivatives. These can be used to build larger molecules, like polymers, or can constitute a final 

product themselves. In this thesis, I will explore the second strategy of CO2 activation, focusing 

on the formation of carbon-carbon (C-C) or carbon-heteroatom (C-N/O) bonds. A generalized 

mechanism of TM-catalyzed CO2 activation and varying possible interactions between TM and 

CO2 are shown in Figure 1.2. 

 

 

Figure 1.2 a) A generalized mechanism of TM-catalyzed CO2 activation and, b) few ways that TM and 

CO2 might interact. CO2 is drawn nonlinear to indicate its activation by the TM. (M = TM, X = N/O/C, ---

- = possible non-covalent interaction) 
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1.3 Objective of the thesis 

The objective of this thesis is to provide mechanistic insights into the chemical processes 

involving TM catalysts using the predictive and rationalizing capabilities of quantum-chemical 

methods. The investigation of reaction mechanisms is crucial for fine-tuning the TM catalyst to 

enhance the efficiency and selectivity (chemo-, regio-, and stereo-) of the underlying process. 

The short time scale of chemical reactions makes it difficult to study mechanisms 

experimentally. With the constantly increasing computational power and advancements in 

solving complex mathematical algorithms, the utilization of computational chemistry methods 

for rationalizing chemical reactions is indispensable. Thus, we employed computational 

modeling and simulation, working collaboratively with experimental groups to gain insight into 

the elementary processes of reactions. 

This work aimed to study TM-catalyzed reactions that incorporate CO2, or its reduced form 

CO, as a reagent for generating value-added products, such as carbamates and ketones. We 

studied processes with homogeneous catalysts as they provide a large number of reactive sites 

and a defined active species. Additionally, we studied factors leading to precise 19F NMR 

resonance calculations for a TM-fluoride complex. The scientific objectives were manifold: 

 

1. Understand the selectivity-determining factors that lead to the regio- and 

enantioselective formation carbamates using CO2 as a reagent, facilitated by an Ir-based 

catalyst (Paper I, Chapter 3). 

2. Conduct a mechanistic study of CO2 insertion into various Pd-alkyl complexes, 

explaining the reasons behind experimentally observed differences in reaction kinetics 

(Paper II, Chapter 4). 

3. Inspect the mechanistic pathway that led to the formation of aryl-alkyl ketones by a Ni-

catalyzed cross-coupling reaction of alkyl esters and aryl boronic acids, with the 

incorporation of CO originating from CO2 (Paper III, Chapter 5). 

4. Understand the factors influencing accurate 19F NMR chemical shift calculation of a Ni-

fluoride complex, considering an ensemble of structures (Paper IV, Chapter 6). 
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2 Computational Methods 

 

2.1 Computational modelling of reaction mechanisms 

Computational chemistry is a subfield of chemistry that utilizes physics-based techniques and 

mathematical algorithms to simulate chemical processes. One of the key uses of computational 

chemistry is the prediction of reaction mechanisms using electronic structure theory based on 

quantum mechanics. A reaction mechanism is the study of the breaking and forming of bonds 

in a certain order during a reaction that results in the production of a different chemical product. 

Understanding the mechanism behind a chemical reaction is vital for enhancing the substrate 

scope, selectivity, and robustness of a reaction, as well as designing new reactions with 

sustainable reagents. 

A chemical reaction is mainly defined by the relative energies of reactants, products, 

intermediates, and transition states that are calculated along the minimum energy path 

connecting reactants and products. The thermodynamic feasibility of a reaction can be deduced 

from the Gibbs free energy difference between the optimized geometries of the reactant and the 

product. From the kinetic perspective, a computed mechanism is sensible if the difference 

between the highest energy transition state and the lowest energy intermediate (rate-limiting 

barrier) along a certain reaction path is feasible at the temperature and pressure at which the 

experiments were conducted. The rate-limiting barrier corresponds to the slowest step in the 

reaction, which becomes the rate-determining step (RDS). 

In addition to energies, molecular geometries of intermediates and transition states obtained 

through geometry optimizations are vital for predicting and rationalizing reaction mechanisms. 

Geometries give detailed structural information that affects the reactivity, stereochemistry, and 

energy aspects of the reaction. By examining these geometries, chemists can understand the 

sequence of steps in a reaction, the activation energies, and the factors that control selectivity 

and yield. Computational chemistry methods are crucial in accurately determining these 

geometries, thus facilitating a deeper comprehension of complex chemical reactions. 

The energies of reactants, products, intermediates, and transition states of a chemical reaction 

are obtained from the potential energy surface (PES). A PES is an important concept in 

computational chemistry that describes the energy of a system as a function of the coordinates 
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of its atoms. The stationary points on the PES correspond to the minima and first-order saddle 

points, representing intermediates and transition states, respectively. The first derivative of the 

potential energy relative to the atomic coordinates, known as energy gradient, is zero for each 

stationary point on the PES. For differentiating minima and first-order saddle point, the second 

derivative of energy relative to atomic coordinates is calculated, known as Hessian or force 

constant matrix. Reactant, intermediate, and product correspond to minima, and they have all 

positive force constants or Hessian eigenvalues. Transition states are linked to first-order saddle 

points, having one negative Hessian eigenvalue along the reaction coordinate of interest and 

positive eigenvalues in all other directions. 

To relate the activation energy (𝛥𝐺≠) and the rate constant (𝑘) of the RDS, the following Eyring 

equation13 is used: 

 

𝑘 =  
𝜅𝐾𝐵𝑇 

ℎ
𝑒

−𝛥𝐺≠

𝑅𝑇  
2.1 

 

where 𝑘 is the rate constant, 𝜅 is the transmission coefficient, 𝐾𝐵 is the Boltzmann constant, ℎ 

is the Planck constant, T represents the temperature, 𝑅 is the gas constant, and 𝛥𝐺≠ denotes the 

Gibbs activation energy or the computed energy barrier. 

As discussed in the next section, the geometry optimization of intermediates and transition 

states using quantum chemical calculations typically only provides electronic energies at 0 K. 

Gibbs free energies can be calculated by taking into account the contributions from the zero-

point energy, thermal corrections to enthalpy, and entropy. These contributions are generally 

obtained by performing a frequency calculation on the optimized geometry. The calculated 

Gibbs free energies account for vibrational, rotational, and translational degrees of freedom, 

providing a more complete thermodynamic picture. The entropic contribution accounts for the 

randomness of a system and is usually calculated using the ideal gas approximation.14 

The vibrational contribution to Gibbs free energy involves the zero-point vibrational energy 

(ZPVE) and the temperature-dependent vibrational energy, typically calculated by employing 

the harmonic vibrational frequency approximation. The temperature dependence of additional 

energy contributions, such as translational and rotational energies, is considered by the thermal 
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correction term. It is usually negligible in comparison to the vibrational contribution and can 

be disregarded in many situations, particularly at low temperatures. 

 

2.2 Computational Methods 

In the previous Section 2.1, I discussed the concepts involved with finding stationary states of 

a reaction along a certain pathway on the PES. In this section, I will be discussing the 

computational methods and approximations commonly used to obtain the molecular geometries 

and energies with quantum chemical calculations. 

 

2.2.1 Schrödinger equation 

The simulation of particles at the atomic level, such as electrons and nuclei, involves applying 

the principles of quantum mechanics. The Schrödinger equation describes the motion and 

evolution over time of quantum mechanical systems, like atoms and molecules. For bound 

systems like atoms, where the energy does not depend on time, we utilize the time-independent 

Schrödinger equation15: 

 

𝐻̂𝛹 = 𝐸𝛹  2.2 

 

Here, 𝐻̂  represents the Hamiltonian operator that captures the total energy of the quantum 

system, 𝛹(𝑟, 𝑅)  is the wave function that describes the quantum states of the system as a 

function of the position of electrons (𝑟) and nuclei (𝑅), and 𝐸 denotes the corresponding energy 

eigenvalue. 

The Hamiltonian operator, 𝐻̂  consists of the different terms constituting the kinetic and 

potential energies: 

 

𝐻̂ =  𝑇̂𝑛 + 𝑇̂𝑒 + 𝑉̂𝑛𝑛 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒 2.3 
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where, 𝑇̂𝑛 is the operator for nuclear kinetic energy: 

 

𝑇̂𝑛 = − ∑
1

2𝑚𝑎
𝛻𝑎

2 

𝑁𝑛

𝑎=1

 

2.4 

 

𝑇̂𝑒 is the operator for electronic kinetic energy: 

 

𝑇̂𝑒 = −∑
1

2
𝛻𝑖

2 

𝑁𝑒

𝑖=1

 

2.5 

 

𝑉̂𝑛𝑛 is the operator for nuclear-nuclear potential energy: 

 

𝑉̂𝑛𝑛 = ∑ ∑
𝑍𝑎𝑍𝑏

|𝑅⃗ 𝑎 − 𝑅⃗ 𝑏|
 

𝑁𝑛

𝑏>𝑎

𝑁𝑛

𝑎=1
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𝑉̂𝑒𝑒 is the operator for electronic-electronic potential energy: 

𝑉̂𝑒𝑒 = ∑∑
1

|𝑟 𝑖 − 𝑟 𝑗|
 

𝑁𝑒

𝑗>𝑖

𝑁𝑒

𝑖=1
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𝑉̂𝑛𝑒 is the operator for nuclear-electronic potential energy: 
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𝑉̂𝑛𝑒 = − ∑ ∑
𝑍𝑎

|𝑅⃗ 𝑎 − 𝑟 𝑖|
 

𝑁𝑒

𝑖=1

𝑁𝑛

𝑎=1

 

2.8 

 

Here,  

(𝑖, 𝑗) and (𝑎, 𝑏) runs over electrons and nuclei, respectively 

𝛻2
  is the Laplacian operator (

𝜕2

𝜕𝑥
+ 

𝜕2

𝜕𝑦
+ 

𝜕2

𝜕𝑧
)  

𝑚𝑎 is the mass of nuclei 𝑎th nucleus 

𝑍 is the nuclear charge 

𝑅⃗  and 𝑟  are the nuclear and electronic coordinates, respectively 

𝑁𝑛 and 𝑁𝑒 are the number of nuclei and electrons, respectively 

 

However, the Schrödinger equation cannot be solved analytically for more than two-particle 

systems. The complexity of the equation increases quickly as the number of interacting particles 

increases. We have to include some approximations for solving the Schrödinger equation for 

many particle systems. The most common approximation used in most of the quantum 

chemistry methods is the Born-Oppenheimer approximation,15 which states that nuclear motion 

can be neglected relative to the electron as nuclei have a significantly larger mass than electrons.  

Due to the considerable mass difference, nuclei is considered as stationary point charges relative 

to electrons, and the electronic Schrödinger equation is solved for electrons moving in an 

electrostatic field generated by the nuclei. The resulting electronic Hamiltonian operator is 

given as: 

 

𝐻̂𝑒 = 𝑇̂𝑒 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒 2.9 

  

The electronic Schrödinger equation formed after substituting 𝐻̂𝑒 in equation 2.2 is given as: 
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(𝑇̂𝑒 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒)𝛹𝑒 = 𝐸𝑒𝛹𝑒 2.10 

 

2.2.2 Variational principle 

The variational principle in quantum mechanics provides a powerful framework for finding 

approximate solutions to the Schrödinger equation, particularly for many particle systems 

where finding exact solutions is impractical or impossible. The principle can be mathematically 

expressed as follows: 

𝐸𝑡𝑟𝑖𝑎𝑙 ≥ 𝐸𝑜 2.11 

⟨𝛹𝑡𝑟𝑖𝑎𝑙|𝐻̂|𝛹𝑡𝑟𝑖𝑎𝑙⟩

⟨𝛹𝑡𝑟𝑖𝑎𝑙|𝛹𝑡𝑟𝑖𝑎𝑙⟩
 ≥  

⟨𝛹𝑜|𝐻̂|𝛹𝑜⟩

⟨𝛹𝑜|𝛹𝑜⟩
 

2.12 

 

where, 𝐸𝑡𝑟𝑖𝑎𝑙 represents the energy corresponding to the trial wave function, 𝛹𝑡𝑟𝑖𝑎𝑙 and 𝐸𝑜 is 

the true ground state energy corresponding to the exact wave function, 𝛹𝑜. 

The principle states that 𝐸𝑡𝑟𝑖𝑎𝑙 can be either greater or equal to the true ground state energy, 𝐸𝑜. 

The key idea behind the variational principle is that by varying the trial wave function, we can 

systematically approach the exact ground state energy, 𝐸𝑜 . The best approximation to the 

ground state energy is obtained when the trial wave function provides the lowest possible 

energy, i.e., when it is closest to the true ground state wave function. 

 

2.2.3 The Hartree-Fock method 

The Hartree-Fock (HF) method is a well-known approach in quantum chemistry and is closely 

connected to the variational principle. In the HF method, we seek to approximate the ground 

state wave function for a many-electron system, often referred to as the HF wave function, by 

constructing a single Slater determinant. The ground state wave function is systematically 

approximated using the variational principle. The Slater determinant ensures that the anti-

symmetry of the wave function is maintained, as mandated by the Pauli exclusion principle.15 
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The HF method approximates that an electron navigates in a mean field generated by other 

electrons, effectively disregarding explicit electron-electron repulsions and simplifying the 𝑉̂𝑒𝑒 

term in equation. The fundamental HF equation is expressed as: 

 

𝐹̂𝑖𝜙𝑖 = 𝜀𝑖𝜙𝑖 2.13 

 

where, 𝐹𝑖  is the Fock operator for i-th electron, 𝜙𝑖  denotes the orbital containing the i-th 

electron, and 𝜀𝑖 signifies the energy of the i-th electron. The energy, 𝐸 and the Fock operator, 

𝐹̂𝑖 are represented as: 

 

𝐸 = ∑ℎ𝑖 + 
1

2
 ∑∑(𝐽𝑖𝑗 − 𝐾𝑖𝑗) + 𝑉𝑛𝑛

𝑁𝑒

𝑗=1

𝑁𝑒

𝑖=1

𝑁𝑒

𝑖=1

 

2.14 

𝐹̂𝑖 = ℎ̂𝑖 + ∑( 𝐽̂𝑗 − 𝐾̂𝑗 )

𝑁𝑒

𝑗

 

2.15 

  

where, ℎ̂𝑖 represents the kinetic and potential energies of a single electron, whereas  𝐽̂𝑗 and 𝐾̂𝑗 

represent the coulomb and exchange operators, respectively, describing the interaction of an 

electron within the mean field of other electrons. 

The HF method is termed a mean-field approximation, as the electron-electron repulsion is 

accounted in an average manner. This stems from the utilization of a single Slater determinant 

for representing the trial wave function. The energy of each electron can be calculated using 

Equation 2.13, and the variational principle can be used to minimize the energy (Equation 2.12). 

The energy is systematically minimized, iterating over better approximations of the trial wave 

function, 𝛹𝑡𝑟𝑖𝑎𝑙. Eventually, based on a certain threshold value, we assume that the ground state 

wave function, 𝛹𝑜 is approximated. The HF method is often referred to as Self-Consistent Field 

(SCF) theory due to its iterative nature.15 
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While the HF method offers speed, its accuracy is limited due to the mean-field approximation 

regarding electron-electron repulsions. Advanced wave function methods, such as MP 

Perturbation Theory, Configuration Interaction, and Coupled Cluster, consider explicit electron-

electron interactions.15 However, these methods are beyond the scope of this thesis. We will 

focus on Density Functional Theory (DFT), a method extensively employed in this thesis. 

 

2.2.4 Density Functional Theory 

Density Functional Theory (DFT) proposes that the energy of a system can be calculated from 

its electron density (𝜌), suggesting that the complexity of finding the energy by computing the 

wave function using the Schrödinger equation can be avoided. The wave function methods have 

a degree of freedom of 3N (N = number of electrons), whereas the electron density has only 3 

degrees of freedom, irrespective of the number of electrons. Hohenberg and Kohn in 1964 

postulated that the ground state electronic energy can be calculated completely by the electron 

density, 𝜌.16 They proved that the lowest energy, 𝐸𝑜 is uniquely defined by the ground electron 

density, 𝜌𝑜: 

𝐸𝑜 = 𝐸[𝜌𝑜] 2.16 

  

The total electronic energy of the system as a function of 𝜌 is defined as: 

 

𝐸[𝜌] =  𝑇[𝜌] + 𝑉𝑛𝑒[𝜌] + 𝑉𝑒𝑒[𝜌] 2.17 

 

where, 𝑇[𝜌] represents the kinetic energy functional, 𝑉𝑛𝑒[𝜌] is the nuclear-electron interaction 

energy functional, and 𝑉𝑒𝑒[𝜌] denotes the electron-electron interaction energy functional. The 

nuclear-nuclear repulsion energy counterpart is a constant within the Born-Oppenheimer 

approximation. 

Using the HF method (Equation 2.14), the 𝑉𝑒𝑒[𝜌]  term is further divided into Coulomb and 

exchange parts, 𝐽[𝜌] and 𝐾[𝜌] (implicitly incorporating electron correlation energy). The 𝑉𝑛𝑒[𝜌] 

and 𝐽[𝜌] functionals are represented by their classical expressions: 
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𝑉𝑛𝑒[𝜌] =  − ∑ ∫
𝑍𝑎  𝜌(𝑟)

|𝑟 − 𝑅𝑎|
 𝑑𝑟

𝑁𝑛

𝑎=1

 

2.18 

𝐽[𝜌] =  
1

2
∬

𝜌(𝑟)𝜌(𝑟′)

|𝑟 − 𝑟′|
 𝑑𝑟𝑑𝑟′ 

2.19 

  

The functionals of the kinetic and exchange energies (𝑇[𝜌] and 𝐾[𝜌]) are not known exactly 

and were approximated by considering a uniform electron gas (Thomas-Fermi model). The 

approximation of the uniform electron gas worked only for the valence electrons in specific 

metallic systems but produced significant errors for atoms and molecules. The exact 

expressions for 𝑇[𝜌] and 𝐾[𝜌] are still under development, and are referred to as orbital-free 

DFT.15 However, the most fundamental formulation of DFT currently is the Kohn Sham (KS) 

DFT. 

The orbital-free DFT poorly represented the kinetic energy, and the problem was solved by 

including atomic orbitals by Kohn and Sham.17 Thus, Kohn and Sham laid the foundation for 

the introduction of orbitals in DFT.  The inclusion of orbitals increased the degrees of freedom 

from 3 to 3N (N = number of electrons), and the electron correlation term re-appears as a 

different term. In KS DFT, the kinetic, electron-nuclear, and Coulomb electron-electron 

energies are represented by considering a single Slater determinant, as in the HF theory. The 

exact kinetic energy functional calculated using a single Slater determinant, 𝑆  consisting of 

MOs, 𝜙𝑖 is expressed as: 

 

𝑇𝑠[𝜌] =  ∑⟨𝜙𝑖|−
1
2𝛻2|𝜙𝑖⟩

𝑁𝑒

𝑖=1

 

2.20 

  

Notably, it is not the true kinetic energy functional as a small correction term is missing, leading 

to the following discrepancy: 𝑇[𝜌] − Ts[𝜌] . Also, there are missing terms in the electron-



 

16 

 

electron interaction energy functional, resulting in the following discrepancy: 𝑉𝑒𝑒[𝜌] −  𝐽[𝜌]. 

These differences form the exchange-correlation functional: 

 

𝐸𝑋𝐶[𝜌] = (𝑇[𝜌] − 𝑇𝑠[𝜌]) + (𝑉𝑒𝑒[𝜌] −  𝐽[𝜌]) 2.21 

  

The first expression represents the kinetic correlation energy, whereas the second expression 

shows the potential correlation energy plus the exchange energy, respectively. A general DFT 

energy expression using KS theory is given as: 

 

𝐸𝐷𝐹𝑇[𝜌] =  𝑇𝑠[𝜌] + 𝑉𝑛𝑒[𝜌] +  𝐽[𝜌] + 𝐸𝑋𝐶[𝜌] 2.22 

  

The kinetic energy functional forms a significant amount of the total energy, but it is unknown 

in the orbital-free DFT methods. So, a small inaccuracy in the kinetic energy functional leads 

to a large absolute error in the total energy. On the other hand, the exchange-correlation 

functional is unknown in the KS DFT methods, but due to its minor contribution to the total 

energy, inaccuracies in the functional are less sensitive to results. The missing exchange-

correlation energy functional is generally parameterized either using high-quality ab initio 

methods, experimental results, or a combination of both. The goal is to find a suitable set of 

parameters for EXC[𝜌].  

Different DFT methods vary by the choice of the functional form of the exchange-correlation 

energy. While many hundred DFT functionals have been proposed, only a tiny subset of these 

is widely used. J.P. Perdew suggested “Jacob’s ladder”, which proposes that the quality of DFT 

functionals improves as one goes each step up the ladder.15 This approach can be used to 

systematically differentiate the numerous proposed DFT functionals. Now, I will discuss 

different levels of DFT functionals, with varying approximations for the exchange-correlation 

energy. 

 



 

17 

 

2.2.4.1 Local Density Approximation (LDA) 

LDA assumes that the exchange-correlation energy density at any point is a function of the local 

electron density, assuming the electron density in a uniform electron gas. Since the electron 

density is not uniform in molecules, this approach usually underestimates the binding energies 

and performs over-delocalization of electrons. LDA is generally poor for calculating molecular 

and reaction energies but can be used for bulk materials or systems where computational 

efficiency is important.18 The examples of LDA functionals include the original Perdew-Zunger 

LDA,19 the Ceperley-Alder LDA,20 and the Perdew-Wang LDA.21 

 

2.2.4.2 Generalized Gradient Approximation (GGA) 

GGA functionals consider exchange-correlation energy as a function of the local electron 

density and its gradient, accounting for the spatial variation of the electron density. So, GGA 

functionals go one step ahead of LDA and thus provide better accuracy for molecular properties 

like bond lengths, bond angles, and reaction energies.22 Examples include Perdew-Burke-

Ernzerhof (PBE)23 and Becke-Lee-Yang-Parr (BLYP)24,25 functionals. 

 

2.2.4.3 Meta-Generalized Gradient Approximation (Meta-GGA) 

These functionals go even further and includes kinetic energy density in addition to the local 

electron density and its gradients. Meta-GGA functionals give good accuracy for systems with 

complex electronic structures and strong correlation effects. Common Meta-GGA functionals 

include the Tao-Perdew-Staroverov-Scuseria (TPSS)26 functional and the Minnesota family of 

functionals (M06,27 M06-2X,28 etc.). 

 

2.2.4.4 Hybrid functionals 

Hybrid functionals combine the density exchange-correlation with a portion of the exact HF 

exchange on top of GGA or meta-GGA functionals. The addition of HF exchange increases 

computational cost but also improve accuracy. These functionals are used for computing more 

accurate molecular properties, especially for systems with excited electronic states and strong 
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correlation effects. Popular hybrid functionals include the B3LYP24,25,29 and PBE030 

functionals. 

 

2.2.4.5 Range-separated functionals 

The range-separated functionals dissociate the short-range and long-range electron-electron 

interactions and treat them separately. The motivation is to improve the traditional hybrid 

functionals while balancing computational power. These functionals are useful for systems with 

highly delocalized correlation effects. Examples include the CAM-B3LYP31 and ωB97X-D32 

functionals. 

 

2.2.4.6 Double hybrid functionals 

The “double” in double hybrid functionals refers to the incorporation of both exact exchange 

and added correlation terms. These functionals improve upon the limitations of hybrid 

functionals that include exact HF exchange, as they can underestimate dispersion interactions 

and other non-local correlation effects. For example, B2PLYP33 functional is a double hybrid 

functional that combines the B3LYP hybrid functional with a perturbative second-order 

correlation correction (PT2). 

 

2.2.5 Dispersion Corrections 

Dispersion interactions, or London dispersion forces are a type of van der Waals forces that 

come into play due to the formation of an instantaneous dipole in non-polar or weakly polar 

molecules. This instantaneous dipole distorts electron clouds in the neighboring atoms, 

resulting in an attractive intermolecular interaction. Dispersion interactions play a prominent 

role in the stability and properties of molecular systems, biological macromolecules, condensed 

phases, and materials.34 Aromatic rings form significant dispersion interactions in chemical and 

biological systems, and these majorly include π…π, C-H…π, anion…π, and cation…π 

interactions.35 

Dispersion interactions are inherently non-local, as they depend on the location of electrons in 

remote parts of the system. Due to the long-range nature of the dispersion interactions, they are 
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difficult to implement in the standard DFT methods. A popular way to include these interactions 

is by adding an empirical dispersion term to the DFT energy as implemented by Truhlar and 

Grimme.36 Truhlar28 induced empirical dispersion using an intrinsic parameterization in the 

Minnesota functionals. Grimme developed varying versions of empirical dispersions, including 

D237, D338, and D3(BJ)39. These empirical dispersion corrections can be added to the DFT 

functionals giving DFT-D methods. 

The inclusion of dispersion corrections is crucial for proper description of molecular 

geometries, their energies, and other properties. Various computational studies have analyzed 

and described these interactions in the past years.34,40 Dispersion corrections are especially 

important in the asymmetric catalysis, as studies have shown that non-covalent interactions can 

be responsible for the formation of a specific enantiomer.41,42 Dispersion interactions are also 

essential to describe metal-ligand binding energies accurately. For example, in a Ru-based 

reaction, the binding energy of the phosphine ligand was underestimated by around -25 

kcal/mol by BP86 and B3LYP functionals, and an accurate energy was obtained through 

dispersion corrected functionals.43 In this work, I have mainly used Grimme’s D3(BJ) empirical 

dispersion correction. 

 

2.2.6 Basis Sets 

Basis sets are a combination of mathematical functions, called basis functions, that represent 

the electronic wave function in a molecule or atom. The HF and DFT methods discussed above 

utilize basis sets to represent the distribution of electrons in different regions of space. Basis 

sets provide a way of approximating the true wave function at a computationally tractable cost. 

Basis sets can be systematically improved in their size or sophistication to produce more 

accurate results. The accuracy and computational cost can be balanced by choosing a suitable 

basis set.15 

Basis functions consist of atomic orbitals like Gaussian-type orbitals (GTOs), Slater-type 

orbitals (STOs), or numeric atomic orbitals. GTOs are relatively faster as their integrals are 

simpler to compute, whereas STOs provide better accuracy but their integrals are more 

sophisticated to compute. A linear combination of GTOs can be used to approximate the 

accuracy to STOs, offering faster calculations. Generally, the higher the number of basis 
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functions per electron, the better the basis set. Various types of basis sets are utilized in quantum 

mechanical calculations, some of their features are given below: 

Minimal basis sets: The smallest basis set having one basis function for each atomic orbital. 

These include STO-NG type orbitals, such as STO-3G, in which a linear combination of three 

Gaussian-type orbitals is used. They are fast but lack adaptability to complex electronic 

structures due to limited flexibility. 

Split-valence basis sets: Valence electrons are crucial in chemical reactions as they are directly 

involved during the bond forming and breaking steps. In the split-valence basis sets, additional 

basis functions are added to the valence electrons as compared to the core electrons. For 

instance, the Pople44 basis set 6-31G employs two basis functions for valence electrons, whereas 

one basis function for core electrons. The 6-31G is a double-ζ basis set as it utilizes two basis 

functions per valence electron. Similarly, there are triple-ζ, quadruple-ζ, and higher basis sets. 

Polarization Functions: These are additional basis functions with higher angular momentum for 

a given atom than the minimal basis set. The polarization functions enhance flexibility and 

polarizability of the electron density, crucial for bond formation/breaking process, molecular 

geometry, and electron cloud distribution. These functions are indicated by “*” or “P” generally. 

For example, the 6-31G(d,p) basis set adds d-functions for non-hydrogen atoms and p-functions 

for hydrogen atoms. In Dunning’s45 correlation-consistent basis set, cc-pVDZ, polarization 

functions are inherently considered.  

Diffuse Functions: These are additional basis functions added to properly represent electrons 

that are far away from the nucleus, especially important for anions, excited states, systems with 

lone pairs, and weak interactions like van der Waals forces or hydrogen bonding. These 

functions, denoted by “+” or “aug”. For example, the 6-31++G basis set includes diffuse 

functions for both heavy and hydrogen atoms. The Dunning basis set, aug-cc-pVDZ includes 

diffuse functions. 

The accuracy of electronic structure calculations depends heavily on the choice of basis set. 

Larger basis sets with more basis functions provide a more flexible representation of the 

wavefunction and can capture finer details of molecular properties. However, larger basis sets 

also increase computational costs. Therefore, the choice of basis set size depends on the specific 

system being studied and the desired level of accuracy. 
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Another important aspect related to basis set is the basis set superposition error (BSSE).15 BSSE 

is the artificial lowering of electronic energies when the basis set on a molecular fragment atom 

uses the basis set of another nearby fragment to represent its electron cloud. The problem arises 

because of the use of finite basis sets, allowing the interacting fragments to use basis functions 

of each other, which were missing in the isolated fragments. This makes the overall basis set 

for the complex more extensive than the isolated fragments. The prominent solution for BSSE 

is the counterpoise correction (CP). CP mitigates BSSE by recalculating energies of fragments 

in the presence of ghost basis sets of another fragment(s). Generally, BSSE is significantly 

reduced as one uses larger basis set. 

For simplifying the treatment of core electrons in basis sets of heavier atoms, a pseudopotential 

or effective core potential (ECP) is used.15 ECP substitutes the explicit core electrons by a 

potential, allowing for faster calculation of electronic structures. The core electrons are not 

involved in chemical bonding or reactivity, and thus can be replaced by a potential that mimics 

their effect on the valence electrons. The effective potential considers both the electrostatic 

nuclear attraction and the mean repulsion of the core electrons.  

The use of an ECP lowers the computational cost by focusing primarily on the more relevant 

valence electrons. This becomes crucial for heavier atoms, for example, Pt has 78 electrons and 

employing ECP allows considering only 10 valence electrons explicitly in the computations. 

Additionally, the relativistic effects of core electrons become significant for heavier elements, 

and ECPs can include relativistic corrections. This provides a simpler way to consider 

relativistic effects rather than restoring to full relativistic calculations. The popular examples of 

basis sets that incorporate ECPs are LANL2DZ46 and Stuttgart/Dresden (SDD)47,48. In this 

thesis, I have used SDD basis set and the corresponding pseudopotential for Ir, Pd, and Ni 

atoms. 

 

2.2.7 Ab initio molecular dynamics 

Molecular dynamics (MD) simulations are used to model time evolution of a molecule. In MD 

simulations, the following Newtonian equation of motion is solved numerically15: 
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𝐹𝑖({𝑅𝑖}) = 𝑚𝑖

𝑑2𝑅𝑖

𝑑𝑡2
= −𝛻𝐸𝑖({𝑅𝑖}) 

2.23 

  

Here, Fi, Ri, mi, and Ei represent the force, position, mass, and interaction potential function of 

the 𝑖-th atom, respectively. 

The force on each atom of the system is calculated using a suitable force field in classical 

molecular dynamics. The positions and velocities of atoms are updated at each time step based 

on the forces acting on them, and the system is propagated forward in time. Ab initio molecular 

dynamics (AIMD)49 simulations merge classical molecular dynamics with electronic structure 

calculations spontaneously, allowing for the correct representation of the dynamic behavior of 

molecules at the quantum mechanical level.  

The forces on atoms at each time step are computed using ab initio electronic structure methods 

like DFT, HF, and post-HF methods by solving the electronic Schrödinger equation (Equation 

2.10). The equations of motion are then integrated to propagate the system forward in time by 

updating the positions and velocities of atoms. The Born-Oppenheimer approximation is often 

employed in AIMD simulations, allowing for the treatment of electronic and nuclear motions 

separately. The electronic Schrödinger equation is solved at each time step to obtain the 

electronic wavefunction and energy, whereas nuclear motion is treated classically. 

 

2.2.8 Solvation 

The majority of chemical reactions take place in a liquid solution, facilitating the reaction by 

solvation of the reacting molecules. In computational chemistry, the inclusion of the solvent is 

vital for the accurate calculation of energies and other properties of the system. The effect of 

the solvent can be simulated in a reaction by either an implicit or explicit solvent model. 

 

2.2.8.1 Implicit solvation 

Implicit solvation models consider a continuous polarizable medium of the solvent surrounding 

the solute molecule. The solute is placed in a suitably shaped hole/cavity in the continuous 

medium of a specific dielectric constant. The charge distribution of the solute polarizes the 
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medium by inducing charge moments, which reflect on the molecule, generating electrostatic 

stabilization. The hole can be simply spherical or elliptical, simplifying the computation of the 

interactions. A more realistic representation of the hole will be molecular-shaped, generally 

formed by interlocking spheres on each nucleus of the solute. 

The quantum description of the solute involves the calculation of its electronic wave function 

and the corresponding electric charge moments. The electric moments induce polarization in 

the solvent medium, which in turn acts back on the molecule, tuning the electric charge 

moments as the wave function responds, and so on. Thus, interaction between the solute and 

the solvent medium must be considered in an iterative fashion, leading to various Self-

Consistent Reaction Field (SCRF) models. Polarizable continuum model (PCM)50 is a well-

known such model, which forms a molecular-shape cavity of the solute in the dielectric 

medium. The cavity is formed by interlocking spheres based on the atomic van der Waals radii 

multiplied by a specific empirical factor. The PCM model considers a comprehensive 

representation of the electrostatic potential and parametrizes the effect of the cavity based on 

the van der Waals surface area.15 

 

2.2.8.2 Explicit solvation 

In an explicit solvation model, as the name suggests, solvent molecules are considered explicitly 

during simulations. The explicit solvent molecules account for exhaustive solute-solvent 

interactions, allowing a more realistic representation of the chemical processes with enhanced 

accuracy of calculations. The problem with this approach is the considerable rise in 

computational cost due to the increase in the number of atoms to be computed and the required 

conformational sampling of the system to obtain an appropriate average of the solute-solvent 

interactions.  

The explicit solvent molecules are advantageous in certain situations, such as hydrogen bonding 

between solute and solvent, solute-solvent complex formation, or highly polar or charged 

systems. In cases where these kinds of interactions are expected, a handful of explicit solvent 

molecules can be used at the appropriate positions along with the implicit solvation model. The 

computational cost can also be reduced by combining different levels of theory, like the 

Quantum Mechanics/Molecular Mechanics (QM/MM) method.15 In this hybrid model, a critical 

part of the system (like a reactive site) can be modeled with the more accurate QM method, and 
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the surrounding environment can be modeled with classical mechanics. The system is usually 

divided into two regions, QM and MM.  

 

2.3 Methods employed in this thesis 

The method used for computing the geometries and ground state energies of intermediates and 

transition states is based on DFT. DFT offers a good balance between accuracy and 

computational cost, and has been widely used for the modelling of chemical reactions with 

acceptable accuracies.51,52 

I performed optimizations of intermediates and transition states, followed by frequency 

calculations. The presence of zero and one imaginary frequency confirmed the optimization of 

intermediates and transition states, respectively. Dispersion corrections play a vital role in 

computing the accurate energies of complexes (Section 2.2.5), so I have employed the D3BJ 

empirical dispersion correction from Grimme39 during optimizations and frequency 

calculations. The complexes were computed without any truncations or symmetry constraints. 

For Paper I-III, the hybrid DFT functional PBE023,53 was used along with the D3BJ39 empirical 

dispersion for geometry optimizations, frequency calculations, and single point energy 

calculations. These calculations were performed with the Gaussian 16 software.54 We decided 

to choose the PBE0  functional (with empirical dispersion), due to its consistency with 

experimental results for iridium-55, palladium-56, nickel-56, and several other TM-mediated 

reactions.57–59 Now, I will outline the differentiating computational protocol used in each paper 

of this thesis. 

In Paper I, the SDD basis set along with its pseudopotential47,48 was used for the iridium metal, 

and def2-SVP48,60–62 basis set was used for the rest of the atoms. The single-point calculations 

were performed using the SDD basis set and its pseudopotential for the iridium and def2-

TZVPP48,60–62 basis set for the rest of the atoms. The experimentally used solvent, toluene, was 

included in calculations using the PCM50 implicit solvation model. CP2K software63 was used 

for the ab initio molecular dynamics (AIMD) simulations of complex B (Paper I). 

For Paper II, the basis set used for locating intermediates and transition states was SDD (with 

ECP) 47,48 and def2-SVP48,60–62 for palladium metal and the rest of the atoms, respectively. The 

single-point calculations were performed with SDD(f) (with ECP and an additional f function), 
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and def2-TZVPP48,60–62 basis sets for palladium metal and the rest of the atoms, respectively. 

The PCM solvation model of benzene was used in simulations. 

For Paper III, pc-1 and pc-2 basis sets from Jensen64–67 were employed during geometry 

optimizations and single point calculations, respectively. These basis sets were used for all 

atoms except the nickel metal, for which the SDD47,48 basis set along with its pseudopotential 

was used. The implicit solvation model (PCM) of toluene was used. 

For Paper IV, we performed ab initio molecular dynamics (AIMD)49 simulations and nuclear 

magnetic resonance (NMR) calculations, in addition to geometry optimizations. The workflow 

of these calculations can be divided into two categories: static and dynamic calculations. The 

static calculations involved NMR computations on a single structure obtained through 

geometry optimization, whereas NMR calculations for the dynamic part were performed on an 

ensemble of structures obtained through AIMD simulations. Now, I will discuss the 

computational protocol used for each type of computation. 

The geometry optimization was performed using the PBE0/TZ2P level of theory,23,53,68 along 

with Grimme’s D338 empirical dispersion. Scalar and spin-orbit relativistic effects at the two-

component (2c) level were implemented using the Zeroth-order regular Hamiltonian 

(ZORA),69–71 as implemented in the ADF72 program. The implicit solvation model of benzene 

was implemented using the COSMO solvation model.73 Further, the core electrons were 

represented using a small ECP. 

AIMD simulations were conducted by incorporating explicit benzene molecules using the 

CP2K63 program. The initial model, created with Packmol,74 featured solute complex 

surrounded by 50 benzene molecules in a 20.4 Å cubic box, matching a solvent density of 0.87 

g/mL. Periodic boundary conditions were applied with a 0.25 fs timestep. Simulations utilized 

the PBE23 exchange-correlation functional and a DZVP75 Gaussian and auxiliary plane-wave 

basis set (250 Ry cutoff), treating core electrons with Goedecker–Teter–Hutter 

pseudopotentials76 and including Grimme’s D338 dispersion correction. The model, consisting 

of solute and solvent molecules, was equilibrated using a microcanonical ensemble (NVE) to 

an average temperature of 298K, followed by a 30 ps production trajectory in a canonical 

(NVT) ensemble at 298K, regulated by the CSVR77 algorithm. From this, 180 snapshots were 

randomly selected for dynamic NMR modeling with and without explicit solvents. The AIMD-
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derived geometries were used without further optimization to focus on the chemical shifts of 

the thermodynamic ensemble of structures. 

The 19F NMR shielding tensors and chemical shifts were calculated using the PBE23 functional 

and all-electron Slater-type orbitals (STO) TZ2P68 basis set. Relativistic effects were accounted 

for with the 2c-ZORA method,69–71 as implemented in the ADF program. The gauge-origin 

problem was resolved using the gauge-invariant atomic orbital (GIAO) method.78 For 

comparison with experimental data, all calculated shieldings σ(19F) were converted to chemical 

shifts δ(19F) relative to trichlorofluoromethane, computed at the same theoretical level (CFCl3, 

calculated σ(19F) = 144.01 (2c-ZORA)solv, 144.64 (NR)solv, 141.6 (2c-ZORA)gas). For dynamic 

calculations using AIMD snapshots, the final chemical shift value was averaged across an 

ensemble of structures. 

Non-covalent interactions (NCI) were analyzed using the NCIPLOT 4.0 program79 (Paper I 

and IV). The program-generated density and gradient files were used to create an isosurface 

displaying the interactions, visualized using the VMD program.80 The gradient isosurfaces (s = 

0.3 au) are colored on a blue-green-red scale corresponding to values of sign(λ2)ρ, ranging from 

-3 to 3 au. Blue indicates strong attractive interactions, green represents weak van der Waals 

interactions, and red indicates strong repulsive interactions. 
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3 Paper I: Ir-catalyzed enantioenriched allylic 

carbamate formation from CO2 

 

3.1 Asymmetric catalysis 

Enantiomers are pairs of molecules that are non-superimposable mirror images of one another. 

They play a crucial role in the pharmaceutical industry, as the therapeutic properties of a drug 

can be specific to a particular enantiomer. One of the enantiomers can be effective in curing a 

problem, while the other enantiomer can be inefficient or have adverse side effects. A notorious 

example is the thalidomide drug, which was sold as a racemic mixture in the 1960s to cure 

morning sickness. However, only one of the enantiomers was effective for the symptoms, while 

the other caused side effects.81 Unfortunately, the consumption of thalidomide by pregnant 

women lead to several birth defects.82 Notably, most of the small molecule drugs approved by 

the Food and Drug Administration (FDA) in 2020 were chiral.83 Therefore, it is essential to 

selectively form the enantiomers. 

Enantioselective (also known as asymmetric) synthesis is the process of selectively making one 

enantiomer over the other by using chiral catalysts or additives. The popularity of asymmetric 

synthesis with transition metal catalysts has surged since the 2001 Noble Prize in Chemistry, 

which was awarded to Knowles and Noyori for their exceptional work on asymmetric 

hydrogenation and to Sharpless for his pioneering contribution to asymmetric catalytic 

oxidation reactions. Chiral transition metal catalysts have become the forefront tool for 

synthesizing enantiopure drugs in modern organic chemistry.84 

There is a constant need to produce new efficient asymmetric catalysts, and to improve the 

enantioselectivity and substrate scope of already known asymmetric catalysts for a better 

quality of life. The quantum mechanical calculations, especially those using DFT, provide an 

effective way to study the reaction mechanism for catalytic reactions at a reasonable cost-to-

performance ratio. Besides validating reaction pathways, DFT can complement predicting 

reagents that improve a reaction based on calculated reaction profiles and can speed up the 

process of designing new catalysts.85,86 
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3.2 Enantioenriched carbamate from CO2 

Carbon dioxide (CO2) is an odorless, colorless, relatively non-toxic, and non-flammable gas, 

and it is abundantly present in the atmosphere due to anthropogenic sources like the generation 

of electricity and heat, transportation, manufacturing, and agricultural practices. CO2 has the 

highest share of greenhouse gases in the atmosphere and is the primary driver of climate change. 

Carbon capture, utilization, and storage (CCUS) offers a way to mitigate CO2 emissions and 

reduce the existing amounts of CO2 from the atmosphere.87 An example is the company Carbon 

Recycling International in Iceland, which converts CO2 emitted from a geothermal power plant 

to methanol, a green fuel, and a widely used solvent.88  

The high abundance and harmful climate effects of CO2 presents a golden opportunity for 

chemists to use it as a C1 synthon for generating value-added products. Owing to the 

thermodynamic stability and kinetic inertness of CO2, catalysts are often a good choice for 

reducing it to products of higher value.89–91 As stated in the previous section, enantioenriched 

products are crucial for pharmaceutical industries, medicinal chemistry, material science, and 

agrochemistry, and thus forming chiral products from CO2 is important. There are some 

catalytic enantioselective reactions reported in the literature using CO2 to generate chiral 

carboxylic acids,92 esters,93 carbonates,94 and carbamates.95  

Organic carbamates are a significant group of compounds present in bioactive species, 

pharmaceuticals, and agricultural chemicals.96,97 They are versatile molecules present as 

directing or leaving groups, and intermediates in organic synthesis. Additionally, among the 

various high-energy nucleophiles, amines are energy-efficient candidates for the chemical 

fixation of CO2 through C-N bond formation.98 Despite this, the catalytic formation of chiral 

carbamates from CO2 remains largely underexplored, with only a handful of examples in the 

literature. Recently, progress in this area has been made: Jiang and coworkers synthesized 

enantioenriched axially chiral carbamates with CO2 via a Cu-based catalyst.99 Additionally, 

Ryuichi et al. performed enantioselective formation of 2-oxazolidinones by CO2 utilization.100 

Zhao and coworkers101 synthesized branched allyl carbamates via an enantioselective reaction 

with CO2 (Scheme 3.1 (R1)). The process uses cinnamyl chloride, propyl amine, CO2 and 

DABCO as reagents in the toluene solvent and converts them to major product 3. The reaction 

is catalyzed by the iridium metal coordinated to chiral phosphoramidite (L1) and 1,5-

cyclooctadiene (COD) ligands. The formed product 3 is an enantioenriched branched allyl 
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carbamate with 94% ee of he (R)-enantiomer. In a different work from the same research 

group,102 the authors used the same reagents and catalyst, except switching DABCO and toluene 

with K3PO4 and DMSO, and reported the formation of 3 with 35% ee for the (S)-enantiomer 

(Scheme 3.1 (R1)). 

 

 

Scheme 3.1 The asymmetric allylic substitution reaction employing an iridium-based catalyst 

coordinated to a chiral phosphoramidite ligand (L1)  and COD to generate 3 with R1) 94% ee (R),101 and 

R2) 35% ee (S).102  

 

The opposite enantioselectivity from two studies employing the same (S,S,Sa)-L1-Ir catalyst 

suggests that the enantioselectivity is either wrongly inferred or can be easily perturbed by the 

environment, like with a change in solvent or base. The computational methods can aid in 

deducing the reaction mechanism and thus rationalizing the selectivity. It is also interesting to 

find the role of the iridium catalyst and the amine for activating CO2 towards the reaction. In 

this project, we set out to investigate the mechanistic details and selectivity-determining factors 

using computational methods. My contributions to this project were the simulations with 

computational methods, literature search, data visualization and analysis, conceptualization, 

and authoring of the text for the draft leading to Paper I. In this chapter, I will be discussing 

the computational findings of the project and only mention experimental results when a 

comparison is required. 
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3.3 Studied Mechanisms 

We chose cinnamyl chloride and propyl amine as the model substrates for studying the reaction 

mechanism in Paper I because they gave excellent yield and selectivity for product 3, and were 

relatively simpler to compute than most other substrates.101 Based on my computations, we 

present two probable mechanisms, presented in Scheme 3.2. The activated catalytic complex is 

formed by the coordination of bidentate COD and bidentate phosphoramidite ligands. The 

phosphoramidite ligand forms a cyclometalated ring around the iridium metal, coordinating via 

a phosphorus and a carbon atom, which is assumed to be the active catalytic species (Scheme 

3.2a).103,104 The vacant site of the activated catalyst is occupied by the cinnamyl chloride via a 

π-interaction, giving the initial complex A. 

Mechanism I begins with the SN2-type oxidative addition105 of the cinnamyl chloride, giving 

(η3-allyl)iridium(III) complex B with a computed barrier of 15.1 kcal/mol (Scheme 3.2a). The 

dissociated chloride ion makes weak non-covalent interactions with the ligands in B. The 

optimized geometry of the corresponding TS for oxidative addition is shown in Figure 3.1a. 

Further, we assume that the propyl amine performs a nucleophilic attack on CO2 to form a 

carbamic acid adduct stabilized by DABCO through hydrogen bonding (F). Subsequently, the 

formed carbamate attacks through the nucleophilic oxygen on the benzylic carbon of the Ir-

bound allyl to give product complex C. The barrier for the nucleophilic attack of carbamate on 

the allyl is 17.6 kcal/mol, and the optimized TS is shown in Figure 3.2a. We propose that the 

chloride ion leaves with the DABCO-proton pair (G) during this step. A molecule of cinnamyl 

chloride replaces the branched allyl carbamate product in C, concluding the proposed catalytic 

cycle in mechanism I. 

In mechanism II (Scheme 3.2b), the propyl amine replaces cinnamyl chloride in A to give 

complex B1 in the first step. The amine attacks the incoming CO2 to form a carbamate 

zwitterion via an outer sphere TS, i.e., the iridium metal does not interact with CO2 during the 

nucleophilic attack by amine. However, iridium makes non-covalent interactions with the 

hydrogen atom of the amine in the TS as shown in Figure 3.1c. The barrier for carbamate ion 

formation is 21.3 kcal/mol. The resulting complex C1 has higher energy than the CO2 insertion 

TS by 2.1 kcal/mol. DFT underestimates the barriers sometimes,106–108 and this can be the 

probable reason behind the higher energy of the intermediate than the TS. 
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Scheme 3.2 The computed mechanisms, a) I, and b) II for the Ir-catalyzed allylic substitution reaction 

to form the enantioeneriched allyl carbambate. Free energies computed at 298 K (values in kcal/mol, 
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PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). The 

energetic reference state for the mechanistic cycles is complex A. 

 

I was unable to locate an inner-sphere TS, where iridium interacts with CO2 directly during 

carbamate zwitterion formation. Next, we propose that DABCO abstracts a proton from the 

carbamate ion and leaves the reaction cycle along with the dissociated chloride ion from the 

incoming cinnamyl chloride. This results in the formation of complex E by the coordination of 

carbamate and η1-allyl ligands. The intramolecular attack of carbamate on the benzylic carbon 

of allyl gives the product complex C (same as in Mechanism I). The branched allyl carbamate 

product is formed by its replacement by cinnamyl chloride from C. 

 

 

Figure 3.1 The optimized transition state geometries for a) the oxidative addition of cinnamyl chloride 

(TSA-B) and b) the nucleophilic attack of carbamate on the allyl (TSB-C), corresponding to the mechanism 

I. The TS geometry for c) the nucleophilic attck of the amine on CO2 (Mechanism II, TSB1-C1). The 

relevant distances in the TSs are given in Å.  The geometries computed at 298 K (values in kcal/mol, 

PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). 

 

The two computed mechanisms present different intermediates for the reaction we are studying. 

Overall, the intermediates in mechanism I (Scheme 3.1a) are lower in energy than the 

mechanism II (Scheme 3.2b). Specifically, the intermediates formed from A in two mechanisms 
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are B and B1, having energies of 3.3 and 11.5 kcal/mol, respectively. This suggests that B will 

be present abundantly in the reaction mixture compared to B1. The CO2 insertion barrier for 

carbamate ion formation in mechanism II is 21.3 kcal/mol, which is 3.7 kcal/mol higher than 

the nucleophilic attack barrier in mechanism I. Additionally, the mechanism I agrees with the 

previously studied mechanisms in the literature.104,109,110 These factors suggest that mechansim 

I is more favorable and therefore it will be studied further in this chapter. 

 

3.4 Configurational Study 

The amount of one enantiomer present in excess over the other enantiomer is defined as ee (eq. 

3.1). In computational chemistry, the ee is evaluated from the energy difference between the 

pair of diastereomeric TSs (ΔΔG‡) using the formula given in the equation 3.2. 

𝑒𝑒 𝑒𝑥𝑝(%) =  
[𝑅] − [𝑆]

[𝑅] + [𝑆]
∗ 10 

 

3.1 

𝑒𝑒𝑡ℎ𝑒𝑜(%) =  
1 − 𝑒−∆∆𝐺#

𝑅𝑇⁄

1 + 𝑒−∆∆𝐺#
𝑅𝑇⁄

∗ 10 

 

3.2 

 If there are more than two closely lying diastereomeric TSs, then ee is calculated as a sum over 

all these TSs. Figure 3.2 displays a generalized plot between ΔΔG‡ and ee at 298 K. The ee 

increases steeply for low values of ΔΔG‡, as an ee of 69 % is achieved at only 1 kcal/mol. The 

ee is quite sensitive to the ΔΔG‡, especially for the values lower than 2 kcal/mol, as a small 

change in ΔΔG‡ leads to a significant change in ee. This suggests that the method used for 

computing TSs should be accurate and the energetically lowest lying pair of TSs should be 

taken into account. 
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Figure 3.2 The plot of difference between the pair of diastereometric TSs (ΔΔG‡) and ee at 298 K. The 

data for the graph was generated using the eq. 3.2. 

 

The computed mechanism I (Scheme 3.2a) has TSs at two steps, i.e., the oxidative addition of 

cinnamyl chloride (TSAB), and the nucleophilic attack of carbamate (TSBC). In both the TSs, 

six coordination sites of iridium are occupied by three ligands, namely, COD, L1, and allyl, and 

are arranged in an octahedral fashion.111 The ligands can be present around iridium in eight 

different arrangements (I-VIII) as shown in Figure 3.3. To account for the most stable TSs for 

calculating the ee, we computed TSAB and TSBC with isomers I-VIII. 

The TSAB renders two possible arrangements of the allyl ligand in complex B, generating a re 

or si face of the trigonal benzylic carbon atom of the allyl. The resulting complexes are denoted 

as Bre and Bsi, and are represented in Figure 3.4. The nucleophilic attack of the carbamate to 

the re and si faces, occurring from the top of allyl, gives a R or S configuration of the product. 

Thus, we computed two TSs for each isomer of TSAB, amounting to sixteen TSs in total (Table 

3.1). 
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Figure 3.3 The eight isomers of the iridium complex considered for evaluating TSAB and TSBC. The Ct 

and Cb labels in blue color represent the terminal and benzyl carbon atoms of the allyl ligand, and green 

labels represent the phosphorus and carbon atoms of L1, and the black curve corresponds to the COD 

ligand. 

 

 

Figure 3.4 The isomer II of (η3-allyl)iridium(III) complexes, Bre and Bsi. The re and si modes correspond 

to the re and si faces of the benzylic carbon atom of the allyl accessible for nucleophilic attack from the 

top view of the allyl. 

 

Similarly, for each isomer of TSBC, there are two possible TSs, leading to R and S enantiomers 

of 3. The carbamate nucleophile can have many conformations of its own, mainly due to the 
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flexible propyl chain. It is difficult to locate all the possible TSs accounting for conformations 

of the carbamate, so we considered chloride as the model nucleophile for TSBC since it has no 

inherent geometric flexibility. We computed sixteen TSs for each carbamate and chloride 

nucleophile. The respective barriers for all the TSs corresponding to TSAB and TSBC are shown 

in Table 3.1. 

 

Table 3.1 The computed barriers for TSAB and TSBC for isomers I-VIII. The TSBC corresponding to 

carbamate and chloride nucleophiles are denoted by cb and Cl, respectively. 

TSAB ΔG‡
re

a ΔG‡
si

a 

TSAB-I 22.3 20.0 

TSAB-II 20.3 15.1 

TSAB-III 21.7 28.9 

TSAB-IV 22.6 24.7 

TSAB-V 27.5 22.3 

TSAB-VI 20.1 n.d.a 

TSAB-VII 33.0 28.8 

TSAB-VIII 26.5 29.6 

   

TSBC ΔG‡
R ΔG‡

S 

TSBC-Icb 23.4 25.0 

TSBC-IIcb 17.5 17.6 

TSBC-IIIcb 25.6 27.5 

TSBC-IVcb 27.6 30.1 

TSBC-Vcb 24.9 23.1 



 

37 

 

TSBC-VIcb 23.8 n.d.a 

TSBC-VIIcb 28.7 29.6 

TSBC-VIIIcb 32.0 27.5 

TSBC-ICl 20.2 23.6 

TSBC-IICl 16.0 13.1 

TSBC-IIICl 21.3 21.7 

TSBC-IVCl 23.3 21.0 

TSBC-VCl 19.8 19.8 

TSBC-VICl 20.4 22.4 

TSBC-VIICl 26.0 22.9 

TSBC-VIIICl 24.0 25.2 

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-

D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). a(n.d. = TS could not be optimized) 

 

The TSAB for the re mode of the allyl shows that isomers II and VI have low barriers (20.3 and 

20.1 kcal/mol), while for the si mode, isomer II has the lowest barrier (15.1 kcal/mol). The 

TSBC for both carbamate and chloride nucleophiles clearly shows that isomer II is favored 

energetically for the R and S enantiomers. Thus, isomer II is most favorable for both TSAB and 

TSBC. The isomer II has the benzylic carbon atom of the allyl trans to the phosphorus atom of 

L1. The terminal carbon atom of the allyl and the carbon atom of L1 are trans to the COD. A 

previous experimental study proposes isomer IV as the most likely, where benzylic carbon and 

phosphorus atoms are cis to each other.111 The variation in the preferred isomer can be due to 

the different ligands and allyl substrate in our study. 
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3.5 Energy Profile 

An energy profile diagram for mechanism I (Scheme 3.2a), with the preferred isomer II for the 

intermediates and TSs, is shown in Figure 3.5. The energy profiles are shown for the re/R and 

si/S pathways. The starting complexes, Are and Asi differ in energy by 2.5 kcal/mol, with the 

latter being more stable. The TSAB favors the si mode of allyl binding by 5.2 kcal/mol, 

compared to the re mode. The resulting complexes, Bre and Bsi are close energetically. 

 

 

Figure 3.5 The energy profile diagram for the reaction under study (Scheme 3.1). Gibbs free energies 

computed at 298 K (kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-

SVP,SDD[Ir](PCM)). The profiles depicted in dark yellow, and blue represents the formation of the (R) 

and (S) enantiomers of 3, respectively, whereas the grey profile corresponds to 4. The energetic 

reference state for the energy profile is complex Asi. 

 

The nucleophilic attack of the carbamate on the benzylic carbon atom in the Bre and Bsi 

complexes via TSBC(R) and TSBC(S) forms the R and S enantiomers of 3, while the attack on the 

terminal carbon atom via TSBC(t) forms 4. The TSBC(R), TSBC(S), and TSBC(t) generate the 

products CR, CS, and Ct respectively. For the R enantiomer, TSAB(re) has a higher barrier than 

TSBC(R) by 2.8 kcal/mol, making the former the rate-determining step. In contrast, TSBC(S) is 

the rate-limiting step for the S enantiomer due to the higher barrier than TSAB(si). Notably, TSAB 

is an intramolecular reaction step where the coordinated cinnamyl chloride undergoes oxidative 
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addition, whereas TSBC is a bimolecular step in which the incoming nucleophile attacks the 

allyl species. The computations give different computed errors for TSAB and TSBC owing to 

their varying nature, and this indicates that TSAB and TSBC may not be directly comparable. 

 

3.6 Enantioselectivity 

The computed barrier difference between TSBC(R) and TSBC(S) with the carbamate nucleophile 

is merely 0.1 kcal/mol, while it is 5.2 kcal/mol between TSAB(re) and TSAB(si) (Figure 3.5). TSAB 

favors the si mode of allyl binding, and thus the computed mechanism predicts S as the major 

enantiomer of 3. For the chloride nucleophile, the TSAB(si) and TSBC(S) are more stable by 5.2 

kcal/mol and 2.9 kcal/mol than the TSAB(re) and TSBC(R) (Table 3.1). Hence, the chloride 

nucleophile also favors the S enantiomer, suggesting that selectivity is not dependent on the 

nature of the nucleophile. 

As stated in Scheme 3.1(R2), the S enantiomer of 3 is observed when DABCO and toluene are 

switched with K3PO4 and DMSO.102 Toluene and DMSO have dielectric constants of 2.38 and 

46.83 at room temperature. Due to the significant difference in the polarity of the two solvents, 

we computed the isomer II of TSAB  and TSBC in the DMSO solvent with the cinnamyl chloride 

substrate. The TSBC was computed with the carbamate nucleophile. The barriers in the two 

solvents are reported in Table 3.2. 

 

Table 3.2 The computed barriers of TSAB  and TSBC (isomer II) in the toluene and DMSO solvents. The 

TSBC was computed with the carbamate nucleophile. 

TS ΔG‡
Toluene

a ΔG‡
DMSO

a 

TSAB(re)-II 20.3 12.2 

TSAB(si)-II 15.1 8.4 

TSBC(R)-IIcb 17.5 8.8 

TSBC(S)-IIcb 17.6 8.4 

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-

D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). 
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The barriers are lower in DMSO due to the higher stabilization of charged species like the 

chloride and the carbamate in a more polar solvent. The relative trend of barriers is similar 

across the two solvents, with TSAB(si)-II favored over TSAB(re)-II, while the TSBC(R)-IIcb and 

TSBC(S)-IIcb have similar barriers, predicting the S enantiomer in both the solvents. 

Zheng and coworkers101 reported the formation of R (94% ee) enantiomer of 3 (Scheme 

3.1(R1)). The authors deduced the stereochemistry of 3 by comparing it to the X-ray structure 

of another product, (R-1-(4-Bromophenyl)allyl isopropylcarbamate (4i)). As the configuration 

of 3 was determined only by analogy, it may be incorrectly assigned. To study the effect of a 

different substrate on the enantioselectivity, we computed the isomers I-VIII of TSAB  and TSBC 

with the same allyl substrate as in 4i, i.e., 4-Bromo-cinnamyl chloride, and the corresponding 

barriers are shown in Table 3.3. The TSBC was computed with the chloride nucleophile since it 

gave similar results as the carbamate nucleophile (Table 3.1), and it is simpler to compute. 

 

Table 3.3 The computed barriers for TSAB and TSBC for isomers I-VIII with 4-bromo-cinnamyl chloride 

as the substrate. The TSBC was computed with chloride, the model nucleophile. 

TSAB ΔG‡
re

a ΔG‡
si

a 

TSAB-I n.d. 20.2 

TSAB-II 20.9 15.5 

TSAB-III 22.7 32.4 

TSAB-IV n.d.b n.d.b 

TSAB-V 28.1 n.d.b 

TSAB-VI 19.9 n.d.b 

TSAB-VII 32.2 29.0 

TSAB-VIII 26.9 29.2 

   

TSBC ΔG‡
R

a ΔG‡
S

a 
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TSBC-Icl 19.7 20.2 

TSBC-IIcl 16.1 13.4 

TSBC-IIIcl 21.9 23.2 

TSBC-IVcl 25.9 20.2 

TSBC-Vcl 20.1 19.5 

TSBC-VIcl 19.5 23.2 

TSBC-VIIcl 25.9 23.1 

TSBC-VIIIcl 24.3 24.8 

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-

D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). b(n.d. = TS could not be optimized) 

 

The computed barriers show a clear preference for the isomer II for both TSAB  and TSBC, which 

is analogous to earlier results (Table 3.1). For TSAB, the si-mode of the allyl binding has lower 

barrier by 5.4 kcal/mol than the re mode. The barrier difference closely matched with the earlier 

value of 5.2 kcal/mol with cinnamyl chloride as the substrate (Table 3.1). The TSBC favors the 

S enantiomer by 2.6 kcal/mol, which is like the cinnamyl chloride substrate with the chloride 

nucleophile (Table 3.1). Additionally, both the allyl substrates predict TSAB as the rate-

determining step for R and S enantiomers with the chloride nucleophile. The TSAB  and TSBC 

has lower barriers for the S pathway, predicting the formation of S enantiomer of the product. 

Thus, both 4-bromo-cinnamyl chloride and cinnamyl chloride favor the S enantiomer based on 

my computed results. Overall, under all computed conditions, my results predict the formation 

of S enantiomer of 3. 

 

3.7 Results with other DFT functionals 

To check the robustness of the results, I computed the isomer II of TSAB  and TSBC with two 

additional functionals. The computed barriers with the PBE0-D3BJ, B3LYP-D3BJ, and 

ωB97XD functionals are shown in Table 3.4. The absolute barriers are slightly different, but a 



 

42 

 

similar trend of relative barriers is seen across the three functionals. A clear preference for the 

si mode of allyl binding is noticeable, as the barriers of TSAB(si)-II are lower than TSAB(re)-II by 

5.2, 4.6, and 3.7 kcal/mol for the PBE0-D3BJ, B3LYP-D3BJ, and ωB97XD functionals 

respectively. 

 

Table 3.4 The computed barriers of TSAB  and TSBC (isomer II) with the different functionals. The TSBC 

was computed with the carbamate nucleophile. 

TS ΔG‡
PBE0-D3BJ

a ΔG‡
B3LP-D3BJ

a ΔG‡
ωB97XD

a 

TSAB(re)-II 20.3 14.8 20.5 

TSAB(si)-II 15.1 10.2 16.8 

TSBC(R)-IIcb 17.5 12.2 17.4 

TSBC(S)-IIcb 17.6 12.7 17.5 

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-

D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). 

 

The TSBC shows a similar trend of barriers for the nucleophilic attack of carbamate on the re 

and si modes. The three functionals showed a small difference in barrier values between the 

TSBC(R)-IIcb and TSBC(S)-IIcb. The results show a preference for the formation of S enantiomer of 

3. Additionally, all the functionals predict TSAB as the rate-limiting step for the R pathway, and 

TSBC as the rate-determining step for the S pathway. Overall, we conclude that our results are 

reproducible across the different functionals. 

 

3.8 Formation of side products 

The formation of the linear achiral carbamate 4 was reported as a side product in the 90/10 ratio 

of 3/4.101 The attack of the carbamate nucleophile on the terminal carbon of the allyl via TSBC(t) 

generates 4 (Figure 3.5). TSBC(t) has a higher barrier than TSBC(S) by 1.5 kcal/mol, which 

amounts to about a 93/7 ratio of 3/4. So, my computations predict a similar amount of 4 as the 

experiment. I analyzed the non-covalent interactions between the carbamate nucleophile and 
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the rest of the species in TSBC(t) (Figure 3.6). The weak van der Waals interactions (in green) 

are present between the carbamate and L1 in TSBC(t), as well as attractive (in blue) and repulsive 

(in red) interactions between the carbamate and the allyl groups. TSBC(t) has a higher barrier 

than TSBC(S), likely due to increased steric hindrance encountered by the carbamate as it attacks 

the more inwardly positioned terminal carbon atom of the allyl in TSBC(t), whereas it attacks 

the benzylic carbon atom of the allyl in TSBC(S). 

 

 

Figure 3.6 The non-covalent interactions between the carbamate nucleophile and the rest of  the 

catalyst complex of a) TSBC(t). The gradient isosurfaces (s = 0.3 au) are colored on a blue-green-red 

scale corresponding to values of sign(λ2)ρ, ranging from −3 to 3 au. Blue indicates strong attractive 

interactions, green represents weak van der Waals interactions, and red indicates strong repulsive 

interactions. A dashed black line is drawn between the atoms forming bonds and the ligands are labelled. 

 

The experiments observed the side product 5 with 13% yield.101 I studied the formation of 5 

from complexes A and B in the proposed mechanism (Scheme 3.3). The nucleophilic attack of 

the propyl amine on the benzylic carbon of the allyl in A has a barrier of 40.4 kcal/mol, which 

is unfeasible under the reaction conditions. The attack of amine on the allyl in B has a barrier 

of 20.9 kcal/mol. The DABCO abstracts a proton from the formed complex F2 to give the 

Ir

N

O

C

P Allyl

Carbamate

TSBC(t) (ΔG≠ = 19.1 kcal/mol)

COD

L1



 

44 

 

product complex E2. However, the barrier for B to C is lower by 3.3 kcal/mol than the barrier 

for B to F2, indicating that the formation of 5 from B is difficult. Hence, we propose that 5 is 

formed from 3 without the involvement of the iridium complex. 

 

 

Scheme 3.3 The computed mechanism for formation of side product 5 (Scheme 3.1). Gibbs free 

energies computed at 298 K (kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-

SVP,SDD[Ir](PCM)). The energetic reference state for the mechanistic cycle is complex A. 

 

3.9 Conclusions 

To conclude, we performed a computational study of the Ir-catalyzed enantioselective and 

regioselective formation of the branched allyl carbamate using CO2. Mechanisms I and II were 

computed and it was found that I is favorable because it is preferred energetically and is similar 

to the proposed mechanisms in the literature. The mechanism involves the oxidative addition 

of the cinnamyl chloride (TSAB) followed by the nucleophilic attack of the carbamate on the 

benzylic carbon of the Ir-bound allyl (TSBC). The eight possible isomers (I-VIII) of the catalytic 
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complex were computed for TSAB  and TSBC, and isomer II was found to be energetically 

favorable. The re and si binding of the allyl in TSAB has a barrier difference of about 5 kcal/mol. 

However, the nucleophilic attack of the carbamate on the re and si modes has similar barriers. 

The model nucleophile, chloride gave similar results as the carbamate suggesting that the 

product selectivity is independent of the nature of the nucleophile. The rate-limiting step was 

found to be TSAB for the pathway leading to R enantiomer, and TSBC for the S enantiomer with 

the carbamate nucleophile. For the chloride nucleophile, TSAB is the rate-determining step for 

both the enantiomers. The computed results predict the S enantiomer of 3 as the major product. 

The results were reproduced using three different DFT functionals. The formation of the side 

product 4 appears to be restricted due to the steric hindrance between the carbamate nucleophile 

and the phosphoramidite ligand in the TSBC(t). The formation of the side product 5 was found 

unfeasible from the computed mechanism suggesting that it might be produced from 3 without 

the involvement of the iridium complex. Our results play a crucial role in comprehending the 

enantioselectivity and regioselectivity of the allylic carbamate formation. 
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4 Paper II: CO2 insertion into palladium alkyl and aryl 

complexes 

 

4.1 CO2 insertion into Pd-alkyl complexes 

CO2 is a cheap and abundantly available gas, but its thermodynamic and kinetic stability pose 

a challenge to employing it as a carbon synthon.112 In order to activate CO2 and convert it into 

products with higher value, catalysts are commonly utilized.113 In particular, catalysts based on 

transition metals are a promising approach towards triggering CO2 to participate in a 

reaction.9,114 One of the earliest instances of CO2 reduction through catalysis was the 

hydrogenation of CO2 using transition metal catalysts.115,116 

For many transition metal catalysts, an important elementary step in the CO2-conversion 

reactions is the insertion of CO2 into an M-E σ-bond (E = H, OR, NR2, CR3, etc.) to generate a 

product containing an M-OCO2 bond.117. Late transition metals (groups from 8 to 12) are usually 

used, as they form weaker M-OCO2 bonds, facilitating the bond cleavage of M-OCO2 bond, and 

making the CO2 transformation easier.117 CO2 insertion into a metal-alkyl bond is particularly 

important as the cleavage of the M-OCO2 bond would generate C-C bond forming products from 

CO2, which are considered a high-priority research area by the United States Academy of 

Sciences.118 

Recently, Hazari and coworkers synthesized stable palladium and nickel complexes that can 

insert CO2 into metal alkyl bonds under mild reaction conditions.119 The complexes are 

supported by the RPBP pincer ligand (RPBP = B(NCH2PR2)2C6H4
−; R = tBu, Cy), and the trans-

influence of the strongly donating central boryl atom facilitates CO2 insertion. This study 

overcame earlier issues of high reaction temperatures and longer reaction times to insert CO2 

into group 10 metal alkyl bonds.120–122 For example, Wendt and coworkers inserted CO2 into 

the palladium-methyl bond of the (tBuPCP)-Pd-Me complex (tBuPCP = 2,6-

C6H3(CH2P
tBu2)2).

123 However, the reaction took two days at 353 K and 4 atm pressure of CO2. 

Raskatov and coworkers replaced palladium with nickel, but the reaction time increased to 7 

days at 423 K and 1 atm pressure of CO2.
124 On the other hand, complexes supported by RPBP 

pincer ligand enabled CO2 insertion at room temperature and 1 atm pressure of CO2, and the 

reaction took 10 minutes to 6 hours.119 
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In a follow-up study, the group of Hazari investigated the rate of CO2 insertion into various 

palladium alkyl and aryl complexes supported by the RPBP pincer ligand. We collaborated with 

them and computationally studied the mechanism of CO2 insertion in the different complexes 

to understand origins of the varying rates. The resulting combined experimental and 

computational study led to Paper II. In this study, I computationally studied the insertion of 

CO2 into the Pd-C bond for experimentally synthesized complexes and some model complexes 

(Figure 4.1). 

 

 

Figure 4.1 The palladium complexes for which the insertion of CO2 in the Pd-C bond is studied 

computationally (Paper II). The complexes are supported by the RPBP pincer ligand (RPBP = 

B(NCH2PR2)2C6H4
−; R = tBu, iPr, and Me). The abbreviation for complexes is given in the brackets. 

 

To understand the effect of substituents on the rate, we varied the alkyl substituents on the 

phosphorus atom of the pincer ligands to generate model complexes. The rate of CO2 insertion 

was studied experimentally for the complexes with a tert-butyl (tBu) substituent on the 

phosphorus, whereas complexes with isopropyl (iPr) and methyl (Me) substituents were only 
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studied computationally (Figure 4.1). My contributions to this project were performing and 

analyzing all the computations, as well as co-writing the computational results and the 

employed methodology. In this chapter, I will discuss the computed results in detail and mention 

the experimental findings only for complementing or comparing to the results from 

computations. 

 

4.2 Mechanisms of CO2 insertion 

Previous studies have proposed that CO2 insertion into palladium-methyl complexes proceeds 

via two mechanisms: (i) the SE2 pathway (outer sphere) or (ii) 1,2-insertion (inner sphere).119,125 

The outline of two pathways for palladium alkyl complexes is shown in Figure 4.2. The outer 

sphere pathway takes place in two steps, with the first step being the nucleophilic attack of the 

Pd-bound carbon atom of the alkyl on CO2 to form the C-C bond to generate a carboxylate-

palladium ion pair bound through the C-H σ-bond. The carboxylate rotates via TS2 to give the 

product. 
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Figure 4.2 The outline of the a) SE2 (outer sphere) and b) 1,2-insertion (inner sphere) pathways of CO2 

insertion into pincer-supported palladium-alkyl complexes. For Pd-Me, the outer sphere pathway is 

lower in energy, with the initial nucleophilic attack of the methyl on CO2 as the rate-limiting step. 

 

In an inner sphere pathway, a four-membered transition state is formed, and the subsequent 

bond formation of Pd-O and C-C occurs while the Pd-C bond is being broken. The palladium 

carboxylate product is generated in one step, and CO2 interacts with palladium at the TS. A 

previous study from our group shows that for the tBuPBP-supported Pd-Me complex, the outer 

sphere insertion of CO2 is favorable and the initial nucleophilic attack of the methyl group on 

CO2 is rate-determining, whereas the TS for acetate rotation has a significantly lower barrier.119 

Thus, for comparing the rates of CO2 insertion for the palladium alkyl and aryl complexes, we 

computed only the first TS of the SE2 pathway in this project. 

 

4.3 The energy profile 

The energy profile for CO2 insertion into the Pd-CH2CH3 bond is shown in Figure 4.3. The 

barrier for the outer sphere pathway is lower than the inner sphere pathway by 8.3 kcal/mol, 

showing a clear preference for the former. The computed barrier of 17.7 kcal/mol for the outer 

sphere pathway is consistent with the experimentally determined barrier of 20.0 ± 2.0 kcal/mol 

(Paper II). We think that the bulky t-Bu substituents on the pincer ligands destabilize the 

approach of CO2 closer to the metal center, thus leading to a higher barrier for the inner sphere 

TS. Figure 4.4 displays the optimized geometries of the respective transition states of TS_Out 

and TS_Inn. In TS_Inn, the oxygen atom is in close proximity to the palladium, whereas in 

TS_Out, there is no direct contact between the two. The palladium interacts with both the 

hydrogen atoms of Cα in TS_Out, while there is just one interaction in TS_Inn. Both TSs have 

non-covalent interactions between the oxygen atoms of CO2 and the hydrogen atoms of the 

pincer and alkyl ligands.  
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Figure 4.3 The computed energy profile for CO2 insertion into the tBuPBP-supported palladium ethyl 

complex via 1,2-insertion (inner sphere) and SE2 (outer sphere) pathways. The route for the β-hydride 

elimination of the ethyl is also shown. Free energies computed at 298 K (values in kcal/mol, PBE0-

D3BJ/def2-TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3BJ/def2-SVP,SDD[Pd](PCM) level of theory). 

 

 

Figure 4.4 The optimized geometries of transition states for the a) outer sphere and b) inner sphere 

pathways of CO2 insertion into 1-Et. c) The transition state for the β-hydride elimination of the ethyl 

ligand. The non-covalent interactions made by CO2 are displayed by red dotted lines. The relevant 

a) b) c)
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distances are given in Å. Free energies computed at 298 K (PBE0-D3BJ/def2-

TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3BJ/def2-SVP,SDD[Pd](PCM) level of theory). 

 

The barrier for the β-hydride elimination of the ethyl to generate a Pd-hydride complex and 

ethylene is 32.3 kcal/mol, indicating that the process is unfeasible (Figure 4.3). The β-hydride 

elimination was also not observed experimentally, which agrees with our computed result 

(Paper II). Figure 4.4 displays the corresponding transition state for β-hydride elimination. The 

steric congestion and rigidity of the pincer ligands might destabilize the syn co-planar 

arrangement of the Pd-Cα and Cβ-Hβ bonds required for the β-hydride elimination. This may be 

the likely cause of the unfavorable β-hydride elimination in this instance. 

 

4.4 Comparison of CO2 insertion in the tBu-substituted complexes 

We computed the barriers of CO2 insertion via the inner sphere and outer sphere pathways for 

different palladium alkyl and aryl complexes supported by the tBuPBP ligand. Table 4.1 shows 

the respective barriers for the two routes and their differences. The CO2 insertion was studied 

both experimentally (in the group of Hazari) and computationally for 1-Me, 1-Et, 1-nPr, 1-Ph, 

1-Bn, and 1-OMeBn, whereas 1-iPr, 2-Ph, and 1-CF3Bn were only studied computationally. The 

outer sphere pathway for C-CO2 bond formation is unanimously favorable, with the difference 

in the barriers between the two pathways ranging between 4.7 and 11.0 kcal/mol. 

 

Table 4.1 Computed barriers for inner sphere and outer sphere insertion of CO2 into various palladium 

alkyl and aryl complexes supported by the tBuPBP ligandc. 

Complex TS_Inna TS_Outa Difference 

(tBuPBP)Pd(CH3) (1-Me) 25.0 19.4 5.6 

(tBuPBP)Pd(C2H5) (1-Et) 26.0 17.7 8.3 

(tBuPBP)Pd(CH2CH2CH3) (1-nPr) 26.5 21.8 4.7 

(tBuPBP)Pd{CH(CH3)2} (1-iPr) 28.7 28.0 0.7 
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(tBuPBP)Pd(C6H5) (1-Ph) 34.6 n.d.b - 

(tBuPCP)Pd(C6H5) (1’-Ph) 46.0 n.d.b - 

(tBuPBP)Pd(CH2C6H5) (1-Bn) 31.3 20.3 11.0 

(tBuPBP)Pd(CH2-4-OMeC6H4)  (1-OMeBn) 30.8 20.5 10.3 

(tBuPBP)Pd(CH2-4-CF3C6H4)  (1-CF3Bn) n.d.b 20.6 - 

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3BJ/def2-

TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Pd](PCM) level of theory); bn.d. = TS could 

not be optimized; c tBuPBP = B(NCH2P tBu2)2C6H4
−; tBuPCP = 2,6-C6H3(CH2PtBu2)2 

 

Based on the computed barriers of 1-Me, 1-Et, and 1-nPr, the rate of CO2 insertion follows the 

order, 1-Et > 1-Me > 1-nPr, which is consistent with the experimentally observed trend in the 

rate of these complexes (Paper II). Since all three complexes follow the outer sphere pathway 

of CO2 insertion, the difference in rates is not related to the mechanism. The TS geometries of 

1-Me, 1-Et, and 1-nPr for the outer sphere pathway are shown in Figure 4.5. The Pd-Cα distance 

is higher in 1-Et and 1-nPr (2.36 and 2.38 Å) than in 1-Me (2.29 Å), probably due to the smaller 

size of the methyl than ethyl and propyl. On the other hand, the Pd-OCO2 distance is larger in 1-

Me (4.58 Å) than in 1-Et and 1-nPr (4.08 Å), which is due to the orthogonal and coplanar 

arrangement of CO2 with respect to the Pd-Cα in the former and latter complexes, respectively. 

The percent buried volume (VBur) based on the crystal structures of 1-Me, 1-Et, and 1-nPr are 

86.9%, 87.7%, and 88.2%, respectively (Paper II). VBur accounts for the quantitative evaluation 

of steric properties, and it shows that the steric congestion increases in the order, 1-Me < 1-Et 

< 1-nPr. Although the increase is not significant, the absolute values of VBur indicate that the 

complexes are very congested, suggesting that a small change in steric can have a significant 

effect on the reactivity. This is also evident from the Gibbs free energy for the formation of the 

carboxylate complexes (ΔG° = −22.9 kcal/mol for 1-Me, −26.2 kcal/mol for 1-Et, and -27.5 

kcal/mol for 1-nPr), as the thermodynamic favorability of the carboxylate product increases as 

the alkyl becomes bigger. The palladium center is presumably sterically saturated due to the 

bulky tert-butyl substituents of the tBuPBP ligand, whereas in the carboxylate product, the lack 

of hydrogens on the oxygen bound to palladium relieves some steric strain. 
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Figure 4.5 The optimized geometries of transition states for the outer sphere CO2 insertion into a) 1-

Me, b) 1-Et, and c) 1-nPr. The non-covalent interactions made by CO2 are displayed by red dotted lines. 

The relevant distances are given in Å. Free energies computed at 298 K (PBE0-D3BJ/def2-

TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3BJ/def2-SVP,SDD[Pd](PCM) level of theory). 

 

We propose that 1-Et is sufficiently sterically compact to destabilize the ethyl group but still 

open enough to permit CO2 insertion. This leads to a lower barrier in 1-Et than in 1-Me. 

Conversely, 1-nPr is so crowded that despite propyl being adequately destabilized, the approach 

of CO2 is hindered sterically, leading to a higher barrier. The steric strain reduction in the 

carboxylate product of 1-Et is higher than that of 1-Me, leading to a lower barrier for CO2 

insertion into 1-Et. But owing to the high steric crowding in 1-nPr, the insertion of CO2 requires 

higher activation energy, which overcomes the factor for stability of the carboxylate product. 

Additionally, CO2 in the outer sphere TS of 1-Me is aligned such that C-OCO2 is nearly 

orthogonal to the Pd-CMe bond (Figure 4.5). Contrastingly, the C-OCO2 bond is almost co-planar 

to the Pd-CMe bond in 1-Et and 1-nPr. The co-planar arrangement of CO2 results in extra non-

covalent interactions between C-H bonds and the oxygen of the incipient carboxylate, leading 

to the stabilization of the forthcoming charge on the carboxylate. I was not able to locate a TS 

for 1-Me with a co-planar arrangement of CO2. The higher charge stabilization of the TS in 1-
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Et leads to its lower barrier than 1-Me. For 1-nPr, the higher steric pressure probably 

overcomes the stabilizing effect of non-covalent interactions, explaining the slower rate of CO2 

insertion. Consistently, with the increase in steric crowding in 1-iPr, the barrier for CO2 

insertion increases further to 28.0 kcal/mol (Table 4.1). Overall, our computations are consistent 

with the experimentally observed rate of 1-Me, 1-Et, and 1-nPr. 

For 1-Ph, the TS for outer sphere insertion could not be located. We have previously seen an 

inner sphere insertion of CO2 into palladium-C(sp2) bonds,126 which agrees with our computed 

result of 1-Ph. The computed barrier of 34.6 kcal/mol for the inner sphere TS predicts that CO2 

insertion is unfeasible, and it is consistent with the experimental observation that 1-Ph could 

not insert CO2 (Paper II). Palladium interacts weakly with CO2 at the TS compared to the inner 

sphere TS of 1-Et (Figure 4.4b); the Pd-OCO2 and Pd-CCO2 distances are 3.23 Å and 2.99 Å for 

1-Ph, respectively (Figure 4.6a). Additionally, we computed CO2 insertion for 1’-Ph, which 

contains a Csp2 atom trans to the phenyl group (Figure 4.6b). The barrier for CO2 insertion 

further increased to 46.3 kcal/mol, presumably due to the lower trans-influence of Csp2 than the 

boron. This shows the tBuPBP ligand is more effective for CO2 insertion than the tBuPCP ligand, 

but still not enough to facilitate CO2 insertion into 1-Ph under mild conditions. 
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Figure 4.6 The optimized geometries of the transition states for the inner sphere CO2 insertion into a) 

1-Ph, and b) 1’-Ph. The relevant distances are given in Å. Free energies computed at 298 K (PBE0-

D3BJ/def2-TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3BJ/def2-SVP,SDD[Pd](PCM) level of theory). 

 

We next examined the barriers for CO2 insertion into the palladium benzyl complexes 1-Bn, 1-

OMeBn, and 1-CF3Bn (Table 4.1). Consistent with an earlier study by our group, we note that the 

SE2 pathway of CO2 insertion is favored for the palladium benzyl species.126 At the outer sphere 

transition state, the three benzyl complexes exhibit structural characteristics that are similar to 

each other (Figure 4.7), and to the palladium alkyl complexes 1-Me, 1-Et, and 1-nPr (Figure 

4.5). The computed barriers show that the rate of insertion for 1-Bn is slower than that for 1-

Me and 1-Et, which agrees with the experimental observations (Paper II). However, contrary 

to the experimental observation showing that CO2 insertion is faster in 1-nPr than in 1-Bn, 

computational predictions indicate that the barrier for CO2 insertion is 7.7 kcal/mol lower for 

1-Bn compared to 1-nPr. Notably, the experimental rate was determined in different solvents 

for 1-Bn and 1-nPr (Paper II), so the rates may not be directly comparable. 

 

 

Figure 4.7 The optimized geometries of the transition states for the outer sphere CO2 insertion into a) 

1-Bn, b) 1-OMeBn, and c) 1-CF3Bn. The relevant distances are given in Å. Free energies computed at 

298 K (PBE0-D3BJ/def2-TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3BJ/def2-SVP,SDD[Pd](PCM) level of 

theory). 
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Surprisingly, the para-substituted benzyl complexes 1-OMeBn and 1-CF3Bn have similar barriers 

as 1-Bn (Figure 4.7), suggesting that the electron withdrawing or donating groups on the phenyl 

ring do not influence reactivity towards CO2 insertion. We expected that the varying electronics 

of the phenyl ring would impact the nucleophilicity of the benzylic carbon. Nonetheless, the 

experimentally determined rates for 1-Bn and 1-OMeBn are in line with the computations. 

 

4.5 Effect of sterics on CO2 insertion 

To understand the effect of sterics on CO2 insertion, we switched the bulky tert-butyl substituent 

on the phosphorus atoms of the pincer ligand with the smaller iso-propyl and methyl 

substituents. With these smaller substituents, we computed the barriers for CO2 insertion into 

palladium methyl, ethyl, and n-propyl complexes. These are model complexes and were only 

studied computationally, and the respective barriers for inner sphere and outer sphere pathways 

are shown in Table 4.2.  

 

Table 4.2 Computed barriers for inner sphere and outer sphere insertion of CO2 for the model complexes 

with iso-propyl and methyl substituents on the phosphorus atoms of the pincer ligandb. 

Complex TS_Inna TS_Outa Difference 

(iPrPBP)Pd(CH3) (2-Me) 16.8 18.7 -1.9 

(iPrPBP)Pd(C2H5) (2-Et) 24.4 18.7 5.7 

(iPrPBP)Pd(CH2CH2CH3) (2-nPr) 24.6 20.3 4.3 

(MePBP)Pd(CH3) (3-Me) 17.5 20.0 -2.5 

(MePBP)Pd(C2H5) (3-Et) 17.3 17.3 0.0 

(MePBP)Pd(CH2CH2CH3) (3-nPr) 17.5 17.9 -0.4 

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-

TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Pd](PCM) level of theory); b RPBP = 

B(NCH2P R2)2C6H4
−, R = iPr or Me. 
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Among the complexes with iso-propyl substituents, 2-Me has a lower barrier for the inner 

sphere pathway (16.8 kcal/mol) than the outer sphere route (18.7 kcal/mol), while 2-Et and 2-

nPr favor the outer sphere pathway. We think that the relatively compact iso-propyl group 

allows CO2 to interact with palladium in 2-Me, thus favoring the inner sphere pathway. As the 

length of the alkyl group increases to ethyl and n-propyl in 2-Et and 2-nPr, the outer sphere 

pathway becomes favorable, suggesting that the bigger alkyl groups restrict the interaction of 

CO2 with the palladium for the iso-propyl substituents. Additionally, the barriers show that the 

rate of CO2 insertion decreases in the order 2-Me > 2-Et > 2-nPr, as the size of the alkyl group 

increases. 

The complexes with methyl substituents show a preference towards the inner sphere pathway 

of CO2 insertion (Table 4.2). For 3-Me, the inner sphere route has a lower barrier than the outer 

sphere route by 2.5 kcal/mol. The complexes 3-Et and 3-nPr have similar barriers for the inner 

sphere and outer sphere pathways, indicating that both pathways are possible. The rate of CO2 

insertion in 3-Me, 3-Et, and 3-nPr is similar according to the computed barriers. This suggests 

that the effect of alkyl on the CO2 insertion rate is less significant for the inner sphere pathway, 

which is presumably because the palladium center is directly involved in the insertion pathway, 

so it decreases the effect of the alkyl. 

As expected, complexes with the smaller methyl substituents incline more towards the inner 

sphere pathway than complexes with the iso-propyl substituents. Overall, the computed results 

with smaller substituents demonstrate that the sterics of both the phosphine and the alkyl ligands 

influence the pathway of CO2 insertion. Additionally, the previously observed trend in the rate 

of CO2 insertion (1-Et > 1-Me > 1-nPr) with the tert-butyl substituents cannot be generalized 

for the systems with the iso-propyl and methyl substituents.  

 

4.6 Results with another functional 

I computed the barriers of CO2 insertion via the inner sphere and outer sphere pathways for a 

few complexes with the ωB97XD functional, and a comparison of barriers with the previously 

used PBE0-D3BJ functional is given in Table 4.3. Both the functionals present the same trend 

for the rate of CO2 insertion, as the absolute barriers differ by a small amount, but the relative 
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barrier difference changes insignificantly. The experimentally observed pattern in the rate of 

CO2 insertion, 1-Et > 1-Me > 1-nPr, is preserved by both the functionals. 

The ωB97XD functional also gives an unfeasible barrier for 1-Ph (37.0 kcal/mol). Among the 

benzyl complexes, 1-Bn, 1-OMeBn, and 1-CF3Bn have similar barriers with the PBE0 functional, 

but the other functional predicts a higher barrier by 1.8 kcal/mol for 1-CF3Bn than 1-Bn and 1-

OMeBn. Both the functionals show a clear preference for the outer sphere pathway for tBuPBP-

supported complexes, while the MePBP-supported complex 3-Me favors the inner sphere route. 

Overall, calculations with the ωB97XD functional produce similar results as those obtained 

with the PBE0-D3BJ functional, supporting the robustness of our results. 

 

Table 4.3 Computed barriers for inner sphere and outer sphere C-CO2 bond formation with different 

complexes using PBE0-D3BJ and ωB97XD levels of theory. 

Complex 

PBE0-D3BJa ωB97XDa 

TS_Inn 

 

TS_Out 

 

Differencec TS_Inn 

 

TS_Out 

 

Differencec 

(tBuPBP)Pd(CH3) (1-Me) 25.0 19.4 5.6 28.4 25.4 3.0 

(tBuPBP)Pd(CH3) (1-Et) 26.0 17.7 8.3 28.8 23.1 5.7 

(tBuPBP)Pd(CH2CH2CH3)  

(1-nPr) 

26.5 21.8 4.7 29.3 n.d.b - 

(tBuPBP)Pd(C6H5) (1-Ph) 34.6 n.d.b - 37.0 n.d.b - 

(tBuPBP)Pd(CH2C6H5) (1-Bn) 31.3 20.3 11.0 35.1 24.7 10.4 

(tBuPBP)Pd(CH2-4-OMeC6H4)  

(1-OMeBn) 

30.8 20.5 10.3 34.8 24.7 10.1 

(tBuPBP)Pd(CH2-4-CF3C6H4)  

(1-CF3Bn) 

n.d.b 20.6 - 35.9 26.5 9.4 

(MePBP)Pd(CH3) (3-Me) 17.5 20.0 -2.5 21.3 24.1 -2.8 

(MePBP)Pd(CH2CH3) (3-Et) 17.3 17.3 0.0 n.d.b 21.5 - 
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aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-

TZVPPD,SDD(f)[Pd](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Pd](PCM) and ωB97XD/def2-

TZVPPD,SDD(f)[Pd](PCM)// ωB97XD/def2-SVP,SDD[Pd](PCM) level of theories); bn.d. = TS could not 

be optimized; cDifference = TS_Inn – TS_Out. 

 

4.7 Conclusions 

We computationally studied the insertion of CO2 into the Pd-C bond of various palladium alkyl 

and aryl complexes supported by the RPBP pincer ligand (RPBP = B(NCH2PR2)2C6H4
−; R = 

tBu, iPr, and Me). Based on the previous studies,119,125 we considered two pathways for CO2 

insertion: (i) the SE2 (outer sphere) insertion, which is a two-step process where CO2 does not 

interact with the metal center in the rate-determining step; and (ii) the 1,2-insertion (inner 

sphere) pathway, where the CO2 inserts in a single step and interacts with the metal center at 

the TS. Surprisingly, the ethyl ligand in 1-Et has an unfeasible computed barrier for the β-

hydride elimination, suggesting a clean insertion of CO2, which is consistent with the 

experimental results of 1-Et. This is probably due to the destabilization of the syn co-planar 

orientation of Pd-Cα and Cβ-Hβ bonds (required for β-hydride elimination) by the sturdy and 

bulky pincer ligand. The computations for 1-Me, 1-Et, and 1-nPr gave a similar trend in the 

rate of CO2 insertion as observed experimentally (1-Et > 1-Me > 1-nPr). The steric congestion 

is so high in 1-nPr that it leads to a high barrier for CO2 insertion, whereas despite steric 

crowding in 1-Et, it still allows the relatively easier insertion of CO2. The release of steric 

pressure in the carboxylate product for 1-Et also supports its higher rate than 1-Me. 

The CO2 insertion was not observed experimentally for 1-Ph, consistent with our high 

computed barrier. Complementing the previous study that CO2 insertion occurs via an inner 

sphere pathway into Pd-Csp2 bonds,126 I was able to locate only an inner sphere TS for 1-Ph. 

Similar barriers for CO2 insertion were given by the benzyl complexes 1-Bn and 1-OMeBn, 

which are in line with the experimental findings. The model complex 1-CF3Bn also has a similar 

computed barrier to 1-Bn and 1-OMeBn. This is surprising, as we expected that the electron-

donating or withdrawing groups would influence the nucleophilicity of the benzyl group, hence 

affecting the barrier for CO2 insertion. The computations on the model complexes where we 

substituted the bulky tert-butyl substituent on the pincer ligand with the smaller iso-propyl and 

methyl substituents showed that the mechanism of CO2 insertion is significantly influenced by 
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the sterics of both pincer and alkyl ligands. The barriers computed by an additional functional 

produced a similar trend in the rate of CO2 insertion, showing the robustness of our results. 

Overall, our computed results are in good agreement with the experimental findings, and they 

rationalize the observed trends for CO2 insertion into the different palladium alkyl and aryl 

complexes. 
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5 Paper III: Ni-catalyzed carbonylative cross-coupling 

between alkyl esters and aryl boronic acids 

 

5.1 Background 

As mentioned in Section 1.2, the utilization of CO2 in chemical reactions is challenging due to 

its kinetic and thermodynamic inertness. A potential workaround is to reduce CO2 into a more 

reactive compound like carbon monoxide (CO), which can then be used in chemical synthesis. 

CO is a highly reactive gas, its application in organic chemistry has emerged as one of the main 

subjects of research since its discovery by De Lassone and Crukshank in the 18th century. 127,128 

Thereby, carbonylative reactions are well-established, allowing CO2 to be utilized as a carbon 

source without the need for developing new reactions. In carbonylation processes, TMs as 

catalysts are undoubtedly widely used in both academia and industry.129–131 Carbonylative 

cross-coupling reactions (Scheme 5.1) provide efficient synthetic methods, giving access to 

valuable products like aldehydes, ketones, alcohols, and carboxylic acid derivatives.132–134 

 

 

Scheme 5.1 A general scheme for TM-catalyzed carbonylative cross-coupling reactions. 

 

Recently, the group of Skrydstrup (Aarhus University, Denmark) performed a nickel-catalyzed 

carbonylative cross-coupling of redox-activated tetrachlorophthalimide esters and aryl boronic 

acids to generate aryl-alkyl ketones (Scheme 5.2a). Notably, CO used in this reaction is 

generated from SilaCOgen/COgen, where the carbonyl group originates from CO2.
135 The 

reaction works with mild reaction conditions and has a wide substrate scope. Additionally, this 

methodology successfully incorporated a 13/14C label into pharmacologically relevant 

compounds, generating their 13/14C-enriched isotopologues. The radioisotope labelling with 14C 
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is crucial for understanding the metabolism and pharmacokinetics of a drug candidate in the 

early stages of drug discovery. 

To the best of our knowledge, there exists no computational study of a nickel-catalyzed 

carbonylative cross-coupling using redox-active esters.136 Thus, we used DFT to predict the 

underlying mechanism for the chemical reaction shown in Scheme 5.2b. This work is in 

collaboration with groups of Skrydstrup (Aarhus University, Denmark) and Elmore 

(AstraZeneca, Sweden), in which they performed the experimental work, and we 

complemented the study with computational methods. The collaborative work resulted in 

Paper III. 

My contributions to this project include performing and analyzing the computations, as well as 

writing about the computed mechanisms and computational methods used in the project. In this 

chapter, I will primarily discuss the computed pathways, compare them to each other, and use 

the experimental investigations to support a plausible mechanism for the reaction. 

 

 

Scheme 5.2 a) Nickel-catalyzed carbonylative cross-coupling for isotope labeling of aryl-alkyl ketones. 

b) Representative example of the nickel-catalyzed carbonylative cross-coupling of redox-activated 

tetrachlorophthalimide ester (R = cyclohexyl) and phenyl boronic acid to generate cyclohexyl phenyl 

ketone. 1 (0.1 mmol), 2 (3.0 equiv), 3 (63 % GC yield), NiCl2.6H2O (20 mol %), dtbbpy (20 mol %), 

DIPEA (10 equiv), CO (2.5 equiv) (Paper III). 
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5.2 Studied Mechanisms 

DFT calculations were used to perform a thorough investigation of the underlying reaction 

mechanism. We examined four different mechanistic routes: I, II, III, and IV (Schemes 5.3-

5.6). We chose cyclohexyl substituted tetrachloro-N-hydroxy-phthalimide ester (TCNHPI) and 

phenyl boronic acid as the substrates for computing the reaction (Scheme 5.1b). Notably, we 

used an implicit solvation model of toluene in our computations, contrary to the benzene and 

DMF mixture (10:1) in experiments. A mixture of toluene and DMF (10:1) was initially used 

in experiments but was changed due to the formation of side products (Paper III). Since toluene 

and benzene have similar dielectric constants (2.38 for toluene and 2.27 for benzene), we 

continued to perform computations with the toluene solvent. 

The computed mechanisms have a different order of the required elementary steps: single 

electron transfer (SET) from the Ni species to the ester, ester fragmentation, cyclohexane 

radical addition, phenyl transmetallation, CO insertion, and reductive elimination. For instance, 

SET occurs via a NiI species in all the mechanisms except III, where a NiII species performs 

SET. CO inserts into the Ni-Cy bond in mechanism IV, whereas the insertion takes place into 

the Ni-Ph bond in other mechanisms. Transmetallation takes place on a NiII species in 

mechanisms II and III, but on NiI and NiIII species in mechanisms I and IV, respectively. I will 

discuss all the mechanisms one by one and compare them later. 

The proposed mechanism I is shown in Scheme 5.3. The catalytic cycle begins with the NiICl 

species A, which is likely formed in situ through double transmetallation of NiIICl2 and phenyl 

boronic acid, followed by the reductive elimination to give biphenyl and Ni0 species.137 The 

comproportionation of Ni0 with another NiIICl2 species can form A. In the next step, phenyl 

boronic acid transmetallates onto the nickel center, facilitated by H2O and a base, forming the 

NiIPh species B with a relative energy of 4.6 kcal/mol. Consequently, a single electron transfer 

(SET) from B to the TCNHPI ester, along with re-coordination of the chloride ion, generates 

the NiII species C with a relative energy of -31.5 kcal/mol. The reduced TCNHPI ester is 

proposed to undergo radical fragmentation,136 generating CO2, tetrachlorophthalimide anion 

(TCPI-), and a cyclohexyl radical, rendering the reaction to C irreversible. Radical trapping 

experiments confirm the presence of a free cyclohexyl radical in the reaction mixture (Paper 

III). 
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Scheme 5.3 a) The computed mechanism I for the nickel-catalyzed carbonylative cross-coupling 

reaction for the TCNHPI ester and the phenylboronic acid as substrates. b) Formation of the 

phenylcyclohexane product in the absence of CO. The energy reference state is A, which comprises 

the NiI(Cl) complex, the TCNHPI ester, phenylboronic acid, DIPEA, H2O and CO. Free energies are at 

298 K (kcal/mol, PBE0-D3(BJ)/pc-2,SDD[Ni](PCM)//PBE0-D3(BJ)/pc-1,SDD[Ni](PCM)). 

 

The complex C can then undergo CO insertion to produce the NiII(acyl) intermediate D, with a 

computed barrier of 8.5 kcal/mol (relative to C). The TS geometry for CO insertion is depicted 

in Figure 5.1. In the TS, the Ni-Ph bond is breaking, whereas Ni-CCO and CCO-Ph bonds are 

forming. The complex D has a lower energy than C and is considered a favorable candidate for 

the catalyst resting state, consistent with previous study that proposes a NiII species as the 

predominant resting state in nickel-catalyzed arylation.138 Thereby, the cyclohexyl radical likely 
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attacks D, forming the NiIII species E. The subsequent reductive elimination from E yields the 

alkyl aryl ketone product with a computed barrier of only 0.5 kcal/mol (relative to E), and this 

regenerates the active NiI species A. The corresponding TS for the reductive elimination is 

shown in Figure 5.1b. 

The experiments show that the non-carbonylated phenylcyclohexane product is obtained at low 

concentrations or in absence of CO (Paper III). This suggests that the formation of 

phenylcyclohexane is suppressed when CO concentrations are high enough. In mechanism I, 

complex C is the probable contender to bind the cyclohexyl radical in the absence of CO. To 

examine this computationally, I computed the binding of the cyclohexyl radical to C, forming 

the NiIII phenyl species E' (Scheme 5.3b). A subsequent reductive elimination produces the 

phenylcyclohexane product and A with a barrier of 2.4 kcal/mol (relative to E’). Our results 

suggest that in the absence of CO, the formation of phenylcyclohexane is possible. However, 

with sufficient CO concentrations, C converts into D, which then combines with the radical to 

form the thermodynamically feasible E, thereby hindering the formation of phenylcyclohexane. 

 

 

Figure 5.1 The optimized TS geometries for a) CO insertion (C to D), and b) reductive elimination (E to 

A). The atoms forming bonds are connected by a black dotted line. The relevant distances are given in 

Å. Hydrogen atoms are omitted for clarity. Free energies are at 298 K (kcal/mol, PBE0-D3BJ/pc-

2,SDD[Ni](PCM)//PBE0-D3BJ/pc-1,SDD[Ni](PCM)). 
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The computed proposed mechanism II is displayed in Scheme 5.4. This mechanism differs 

from I, as a NiII species performs transmetallation with boronic acid, whereas a NiI species was 

used for transmetallation in the previous mechanism. Pathway II initiates with A2, a 

NiII(OH)(Cl) complex, which is probably formed from the pre-catalyst NiIICl2 by the 

substitution of the chloride ligand with the hydroxide. Hydroxide is presumably present in the 

reaction mixture, as DIPEA can abstract a proton from H2O. In the first step, the hydroxide 

ligand on A2 performs a nucleophilic attack on the phenylboronic acid to facilitate 

transmetallation of phenyl, and this generates B2.  

Boric acid is eliminated from B2, forming a NiIIPh complex with a relative energy of -0.8 

kcal/mol (intermediate C). Similar to the mechanism I, CO inserts into the Ni-Ph bond of C 

with a computed barrier of 13.2 kcal/mol (relative to B2), generating the NiII acyl complex 

(intermediate D, -18.5 kcal/mol relative to A2). 

 

 

Scheme 5.4 The computed mechanism II for the nickel-catalyzed carbonylative cross-coupling reaction 

for the TCNHPI ester and the phenylboronic acid as substrates. The energy reference state is A2, which 
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comprises the NiII(OH)(Cl) complex, the fragmented TCNHPI ester, phenylboronic acid, and CO. Free 

energies are at 298 K (kcal/mol, PBE0-D3(BJ)/pc-2,SDD[Ni](PCM)//PBE0-D3(BJ)/pc-1,SDD[Ni](PCM)). 

As highlighted in mechanism I, the NiICl complex can be generated from the precataltic NiIICl 

species.137 We propose that the NiICl complex donates an electron to the redox-active TCNHPI 

ester (SET), leading to its reductive fragmentation.136 The energy profile is going downhill in 

energy from A to D, making D the resting state up to this point. The high abundance of D makes 

it a favorable candidate to bind to the cyclohexyl radical formed from the fragmentation of the 

ester. The coordination of the radical generates a NiIII acyl complex E, with a relative energy of 

-24.0 kcal/mol. 

The subsequent reductive elimination of cyclohexyl and benzoyl ligands produces the 

cyclohexyl phenyl ketone product and a NiICl species (F2). The reductive elimination has a 

barrier of merely 0.5 kcal/mol relative to E, and the corresponding transition state is shown in 

Figure 5.1b. The Ni-CCy and Ni-CCOPh bonds are breaking while the CCy-CCOPh bond is forming 

at the TS. An electron is transferred from the NiICl species to the TCHNPI ester, and the 

subsequent coordination of hydroxide with the former regenerates A, completing the catalytic 

cycle. 

The computed mechanism III is shown in Schemes 5.5, and it differs from the previous ones 

as this mechanistic pathway proposes the participation of two nickel species. Notably, complex 

D, a NiII species undergoes SET to initiate ester fragmentation. The generated cyclohexyl 

radical and TCPI- attach to a separate NiII acyl species, forming E3 with a relative energy of -

41.0 kcal/mol. In the subsequent step, cyclohexyl and benzoyl ligands undergo reductive 

elimination, producing the final product, cyclohexyl phenyl ketone, with a barrier of 0.6 

kcal/mol relative to E1. The resulting product, along with NiICl species and the former NiIII 

species, create intermediate F1. Afterwards, the NiI and NiIII species can undergo 

comproportionation to regenerate A1, concluding the catalytic cycle. 
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Scheme 5.5 The computed mechanism III for the nickel-catalyzed carbonylative cross-coupling reaction 

for the TCNHPI ester and the phenylboronic acid as substrates. The energy reference state is A3. Free 

energies are at 298 K (kcal/mol, PBE0-D3BJ/pc-2,SDD[Ni](PCM)//PBE0-D3BJ/pc-1,SDD[Ni](PCM)). 

 

The proposed mechanism IV is shown in Scheme 5.6.  This mechanism is different in certain 

aspects like, CO inserts into a Ni-Cy bond and transmetallation occurs in a NiIII species. The 

migratory insertion of CO takes place in a Ni-Ph bond in the previous mechanisms, and this is 

the only pathway where transmetallation occurs in a NiIII species (intermediate D4). 

Furthermore, this mechanism proposes the ester fragments generated after SET (cyclohexyl 

radical and TCPI-) attaches to a single Ni complex (intermediate C4). 
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Scheme 5.6 The computed mechanism IV for the nickel-catalyzed carbonylative cross-coupling reaction 

for the TCNHPI ester and the phenylboronic acid as substrates. The energy reference state is A4. Free 

energies are at 298 K (kcal/mol, PBE0-D3BJ/pc-2,SDD[Ni](PCM)//PBE0-D3BJ/pc-1,SDD[Ni](PCM)). 

 

5.3 Validation of the computed mechanisms 

I will discuss experimental findings and then use them to validate the computed pathways I, II, 

III, and IV. Multiple control experiments were performed to investigate the reaction 

mechanism, as shown in Scheme 5.7 (Paper III). The control experiments reveal that: 

a) The complexes C and D, present in Mechanisms I, II, and III, can be synthesized from 

a Ni0(COD) complex. Furthermore, migratory insertion of CO into the Ni-Ph bond of 

C generates D, as confirmed by the 13C NMR experiment (Scheme 5.7a). The formation 

of D from C is in line with our computed mechanisms I, II, and III. In mechanism IV, 

CO inserts into a Ni-Cy bond, but experiments propose the insertion in a Ni-Ph bond.  

b) The reaction of D (a NiII species) with difluorocyclohexyl TCNHPI ester formed the 

aryl alkyl ketone product in the presence and absence of water with yields of 35% and 
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39%, respectively (Scheme 5.7b). The observed yields are almost half as compared to 

reaction of TCNHPI ester under standard conditions. The reduced product yield 

indicates that it is less likely that SET occurs from a NiII species, as suggested in 

mechanisms III. Thus, we propose that mechanism III is inconsistent with the 

experiment.  

c) The radical inhibition experiment was performed by adding the TEMPO ((2,2,6,6-

tetramethylpiperidin-1-yl)oxyl) reagent to the reaction (Scheme 5.7c). The formation of 

TEMPO-intercepted product with alkyl from the redox-active ester confirms the 

presence of carbon-centered radical in the reaction. This result is consistent with all 

computed mechanisms except IV, where the radical binds to a Ni complex right after 

the fragmentation. Thus, we propose that mechanism IV is not in agreement with the 

experiment. 

 

From the control experiments, we have ruled out mechanisms III and IV, leaving pathways 

I and II as more likely. The major difference in mechanisms I and II is the order of SET 

and transmetallation steps. In mechanism I (Scheme 5.3), SET is followed by 

transmetallation, whereas the reverse order takes place in pathway II (Scheme 5.4). 

Notably, SET occurs from a NiI-Ph species in mechanism I, but from a NiI-Cl species in 

mechanism II. Baran and coworkers139 propose that SET happens from a NiI-Ph complex, 

which is preceded by transmetallation, and this is consistent with mechanism I. Thus, we 

propose that mechanism I is the most favorable as it is consistent with experimental 

observations and the literature. 
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Scheme 5.7 The control experiments performed for studying the reaction mechanism (performed in the 

Skrydstrup group, Paper III). 

 

5.4 Conclusions 

We have computationally examined four potential mechanisms (I, II, III, and IV) for the 

nickel-catalyzed carbonylative cross-coupling of redox-active alkyl esters and aryl boronic 

acids to give aryl alkyl ketones. Mechanisms have varying order of the elementary steps: SET 

from Ni species to the ester leading to its fragmentation, alkyl radical addition, aryl 

transmetallation, CO insertion, and reductive elimination. In our computations, the barriers for 
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reductive elimination are insignificant compared to barriers for CO insertion. Overall, all 

pathways have feasible barriers for the experimental conditions used. 

Experimental investigation confirms the migratory insertion of CO into a Ni-Ph bond and 

indicates the presence of a carbon-centered radical from the redox-active ester. Additionally, 

experiments show that SET is unlikely to occur from a NiII species. These results ruled out 

mechanisms III and IV. While both pathways I and II align with experimental findings, 

mechanism I is more consistent with reported studies in the literature. Thus, we propose I as 

the primary mechanism. Overall, our computations rationalize the understanding of the nickel-

catalyzed carbonylative cross-coupling reaction and will assist chemists in designing more 

efficient catalytic systems for future applications involving redox-active esters. 
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6 Paper IV: Precise 19F NMR calculations using ab initio 

molecular dynamics simulations 

 

6.1 Quantum NMR calculations 

A robust method for determining the structure of both natural and synthetic chemical 

compounds is crucial for the discovery of new molecules. X-ray structure analysis is highly 

accurate and often considered the gold standard for structural determination. However, its 

effectiveness is limited by the frequent unavailability of suitable crystals, producing weak or 

diffuse diffraction patterns, which are unreliable to give fine structural details. Alternatively, 

nuclear magnetic resonance (NMR) spectroscopy has emerged as a leading and promising 

technique for structural elucidation.140 However, despite significant advancements in NMR 

technology, the misinterpretation of NMR data can still lead to incorrect characterization of 

molecules.141,142 

The use of quantum mechanical methods to calculate NMR chemical shifts presents a lucrative 

approach to support structural elucidation. Quantum NMR calculations can provide reliable 

predictions and aid in rationalizing experimental NMR data, especially for complex and large 

molecules as well as for highly flexible systems where peaks in the NMR spectrum can 

overlap.143,144 Therefore, quantum NMR calculations are crucial, and their importance for 

complementing experimental data is growing. 

DFT hybrid functionals are widely used for quantum NMR calculations of molecular systems 

due to their reasonable cost to performance ratio. The majority of NMR calculations are 

performed on optimized static structures (generally optimized at quantum chemical level). For 

better compatibility with experiments, effects of thermal motion and solvation can be included 

using molecular dynamics simulations.145,146 Lantto et al.147 showed that relativistic effects are 

important for calculating absolute shielding of 31P using ab initio methods. Exner and 

coworkers148 employed ab initio molecular dynamics simulations with explicit solvent 

molecules for calculating precise quantum NMR parameters of N-methyl acetamide. In a recent 

computational study from Castro and coworkers,149 they studied the solution 19F NMR chemical 

shifts of nickel-bonded fluoride in the square-planar trans-[NiF(2,3,4,5-C6F4I)(PEt3)2] (1oF), 
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trans-[NiF(2,3,5,6-C6F4I)(PEt3)2] (1pF), and trans-[NiF(C6F5)(PEt3)2] (3F) complexes (Figure 

6.1). 

 

 

Figure 6.1 The square-planar nickel-fluoride complexes studied in this project. 

 

Their analysis showed that while the computed NMR chemical shift is in line with experimental 

results for 1pF and 3F (within -0.1 and -2.1 ppm, respectively), a discrepancy of about 23 ppm 

was observed for 1oF.149 As mentioned in Section 1.1, TMs have complex electronic structures 

and often exhibit overlapping NMR spectra, making accurate interpretation of their chemical 

shifts crucial. TM-fluoride complexes have ubiquitous applications in catalysis, which are 

crucial for pharmaceuticals, material science, and agrochemicals.150,151 Thereby, we decided to 

understand the factors behind the poor chemical shift calculation of 1oF and how it can be 

improved. For this purpose, we employed both static DFT and ab initio molecular dynamics 

simulations to study the effects of conformational dynamics and explicit solvent interactions on 

the NMR calculations of 1oF. This research work was performed in collaboration with Castro 

(University of Oslo), leading to Paper IV, and it will be discussed in this chapter. 

 

6.2 Static 19F NMR calculations 

I computed the 19F NMR chemical shifts (𝛿(19F)) of the nickel-bonded fluoride for 1oF, 1pF, 

and 3F (Figure 6.1) in vacuum and with an implicit solvent model for benzene. The 𝛿(19F) 

values were calculated on the optimized geometries of 1oF, 1pF, and 3F at the 2c-ZORA-

PBE0/TZ2P level of theory with the COSMO implicit solvation model of benzene. Table 6.1 

represents a comparison of experimental chemical shifts against the computed values (Δ𝛿), with 

and without relativistic effects (2c-ZORA or NR, respectively). Since 𝛿(19F) was computed on 
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static (fully optimized) DFT-structures of 1oF, 1pF, and 3F, we refer to these results as static 

NMR calculations. 

In the gas phase, computed chemical shifts improved by around 2.5 ppm for 1pF and 3F with 

relativistic effects, compared to the non-relativistic (NR) calculations. Analogously, calculated 

chemical shifts in the COSMO solution phase improved by about 5 ppm with relativistic effects 

for 1pF and 3F. Overall, an improvement in 𝛿 (19F) is achieved for 1pF and 3F with the 

inclusion of both an implicit solvation model and relativistic effects in the calculations. 

 

Table 6.1 Experimental152 and computed 19F NMR chemical shift values (ppm) of the nickel-bonded 

fluoride in 1oF, 1pF, and 3F. The experimental chemical shift value is in benzene solution and computed 

values are given in both gas and solution phases, as well as with relativistic (2c-ZORA) or non-relativistic 

(NR) effects. 

Complex  Calculations in gas phase Calculations in benzene solution 

 Exp 

(𝛿)a 

NR  

(𝛿) 

Δ𝛿b 2c-ZORA 

(𝛿) 

Δ𝛿b NR  

(𝛿) 

Δ𝛿b 2c-ZORA 

(𝛿) 

Δ𝛿b 

1oF -397.9 -414.6 -16.7 -416.1 -18.2 -413.4 -15.5 -417.4 -19.5 

1pF -388.3 -376.4 11.9 -379.2 9.1 -378.6 9.7 -383.7 4.6 

3F -394.3 -386.4 7.9 -388.9 5.4 -387.9 6.4 -392.7 1.6 

 aExperimental Values reported in the literature152. bΔ𝛿 = 𝛿(calc) - 𝛿(exp). The 19F NMR calculations (both 

in solvent and vacuum) were performed on the optimized structures in the COSMO solvation model. 

 

Notably, the error in calculated chemical shifts varies from -15.5 ppm to -19.5 ppm for 1oF 

(Table 6.1). The inclusion of solvation and relativistic effects did not result in significant 

improvements for the chemical shift of 1oF. As reported by Castro and coworkers,149 our results 

also show that 1oF has a significantly larger error in the computed chemical shift than 1pF and 

3F. In order to improve the computed 𝛿 (19F) of 1oF and understand the factors behind the 

higher chemical shift discrepancy than 1pF and 3F, we decided to study the 𝛿(19F) of 1oF using 

different approximations. 
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Initially, we focused on the solvation process and studied the effects of explicit solute-solvent 

interactions on the computed 𝛿(19F) value. For this purpose, we analyzed the presence of a 

benzene solvent molecule in three different positions around 1oF (Figure 6.2): a) near the iodine 

atom of the phenyl ligand, b) near one of the phosphine ligands, and c) near the nickel-bonded 

fluoride. 

 

 

Figure 6.2 The computed 19F NMR chemical shift values of 1oF with one benzene solvent molecule 

interacting with a) the iodine atom of the phenyl ligand, b) the phosphine ligand, or c) the nickel-bonded 

fluoride. 19F NMR chemical shifts calculated at 298 K (values in ppm, 2c-ZORA-PBE/TZ2P(COSMO) 

)//2c-ZORA-PBE0-D3BJ/TZ2P(COSMO) level of theory). 

 

The calculations show that the interaction of a benzene molecule with the nickel-bonded 

fluoride reduces the Δ𝛿 to -6.5 ppm, whereas interactions with the iodine atom and phosphine 

ligands produced a Δ𝛿 of around -16 ppm (Figure 6.2). These results indicate that the interaction 

of explicit solvent with the nickel-bonded fluoride may be important for improving the 

computed 𝛿(19F) value of 1oF. 

 

6.3 Dynamic 19F NMR calculations without explicit solvents 

In the next step, we moved from the static approach of 19F NMR calculations to a dynamic 

approach. A single molecular geometry of 1oF was considered for computing NMR with the 
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static approach, whereas an ensemble of structures was accounted for computing NMR with 

the dynamic approach. For generating an ensemble of structures, molecular dynamics 

simulation of 1oF surrounded by multiple benzene molecules was considered, as suggested in 

the literature,153–155 providing a realistic representation of molecular flexibility and solute-

solvent interactions. 

We studied the time evolution of 1oF using ab initio molecular dynamics (AIMD) simulations, 

which describes molecular properties and interactions more accurately than classical molecular 

dynamics.15 Fifty benzene molecules were placed around 1oF in a 20 Å cubic box under 

periodic boundary conditions for the simulations (see Section 2.8 for more details). The AIMD 

simulations account for explicit solute-solvent interactions and conformational dynamics of 

1oF. 

The AIMD simulations were performed for 30 ps, generating a total of 2400 snapshots. We 

chose random snapshots and calculated the averaged 𝛿 (19F) value from these snapshots. 

Initially, 20 random snapshots were considered for NMR calculations and then consecutively 

increased by 20 until a total of 180 snapshots were considered. In order to isolate the effect of 

the conformational flexibility of 1oF on the computed chemical shifts, we first removed the 

explicit solvent molecules from the selected snapshots before calculating 𝛿 (19F) values. An 

outline of the workflow of dynamic 19F NMR calculations without explicit solvent molecules 

is shown in Figure 6.3. 

 

 

Figure 6.3 The workflow for dynamic 19F NMR calculations of 1oF without explicit solvent molecules. 

 

A plot of the discrepancy between computed chemical shifts and the experimental value (Δ𝛿) 

against the number of snapshots is shown in Figure 6.4. The Δ𝛿 has a value of -0.4 ppm with 

the inclusion of 100 snapshots, and the value barely changes after that, indicating its 

convergence. The result shows that a precisely computed 𝛿(19F) value can be obtained for 1oF 
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by considering its dynamic conformation in explicit solvent (obtained through AIMD), but 

without including the explicit solvent interactions in the NMR calculations. 

 

 

Figure 6.4 The plot of number of snapshots against the error in computed chemical shift (Δ𝛿) of 1oF for 

dynamic 19F NMR calculations with explicit solvent molecules present in the AIMD calculations, but not 

in the computation of NMR parameters. The Δ𝛿 value with 160 snapshots is 0, indicating full agreement 

with the experimental value. 

 

To understand the factors behind the improvement of the 𝛿(19F) value with the inclusion of 

conformational changes, we analyzed the intramolecular interactions of 1oF across the AIMD 

trajectory. We plotted the variation in bond distance for the speculated interacting atoms (I, F 

and Hs on phosphine ligands) during simulations (Figure 6.5a). The average, minimum, and 

maximum distances across the trajectory, as well as the respective distances in the optimized 

geometry of 1oF are shown in Figure 6.5b. 

To consider interactions of the terminal hydrogens of the phosphine ligands (PEt3) with the 

nickel-bonded fluoride, we plotted the bond distance between terminal carbon atoms of the 

ethyl substitutents, marked as C1 to C6, and the nickel-bonded fluoride. The carbons C1, C2, C4, 

and C5 have an average bond distance of around 4 Å to the fluoride, and the minimum distance 

is 2.6 Å. This indicates that terminal hydrogens on the phosphine ligands are likely making 

non-covalent interactions with the fluoride.156 
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Interacting 

atoms 

Average 

distance 

Minimum 

distance 

Maximum 

distance 

Optimized 

distancea 

C1-F 4.1 2.6 5.9 3.4 

C2-F 4.0 2.6 5.4 3.4 

C3-F 5.5 4.6 6.5 5.6 

C4-F 3.9 2.6 5.5 3.6 

C5-F 3.9 2.6 5.8 4.4 

C6-F 5.6 4.2 6.3 5.6 

I-F 4.8 3.7 6.1 4.7 

I-Ni 3.6 3.0 4.5 3.5 
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Figure 6.5 The variation of the distances between a) the fluoride ligand and the carbon atoms of the 

PEt3 ligands, and the iodine atom on the phenyl ligand with fluoride and nickel, along the NVT trajectory 

of the 1oF complex. b) The average, minimum, and maximum distances across the trajectory (given in 

Å). aDistances corresponding to the (static) optimized geometry of 1oF. The geometry was optimized at 

the 2c-ZORA-PBE0-D3(BJ)/TZ2P(COSMO) level of theory. 

 

We observed the flexibility of the iodine atom on the phenyl ligand within the AIMD trajectory 

and subsequently analyzed the I⋯F and I⋯Ni distances throughout the trajectory (Figure 6.5). 

The iodine atom can come as close as 3.7 Å to the fluorine, with an average distance of 4.8 Å. 

It can approach the nickel metal center even more closely, with a minimum distance of 3.0 Å 

and an average distance of 3.6 Å. This indicates that iodine interacts closely with the nickel 

metal.157 Overall, the bond distance observations highlight the significant flexibility of both the 

phosphine ligands and iodine, which potentially influence the 19F NMR chemical shifts of 1oF. 

We examined non-covalent interactions made by the fluoride ligand and the iodine atom with 

the rest of the complex in a random snapshot (having relatively shorter distances between Ni 

and I) from the AIMD simulations of 1oF (Figure 6.6). The fluoride ligand engages in both 

attractive and repulsive interactions with the phosphine ligands (illustrated in blue and red in 

Figure 6.6a), consistent with earlier findings that the PEt3 ligands are in close proximity to the 

fluoride.156 In contrast, the optimized geometry of 1oF used for static NMR calculations shows 

only weak van der Waals interactions between PEt3 and the fluoride ligands (Figure 6.7a). 
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Figure 6.6 Non-covalent interactions formed by a) the fluoride ligand and b) the iodine atom on the 

phenyl ligand for a random snapshot from the AIMD trajectory of 1oF. The gradient isosurfaces (s = 0.3 

au) are colored on a blue-green-red scale analogous to values of sign(λ2)ρ, ranging from -3.0 to 3.0 au. 

Blue indicates strong, attractive interactions, green represents weak van der Waals interactions, and 

red indicates strong steric repulsion. 

 

 

Figure 6.7 Non-covalent interactions formed by a) the fluoride ligand and b) the iodine atom on the 

phenyl ligand for the optimized geometry of 1oF. The geometry was optimized at 298 K (2c-ZORA-

a) b)

Interactions by fluoride Interactions by iodine

a) b)

Interactions by fluoride Interactions by iodine
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PBE0-D3(BJ)/TZ2P(COSMO) level of theory). The gradient isosurfaces (s = 0.3 au) are colored on a 

blue-green-red scale analogous to values of sign(λ2)ρ, ranging from -3.0 to 3.0 au. Blue indicates strong, 

attractive interactions, green represents weak van der Waals interactions, and red indicates strong steric 

repulsion. 

 

The iodine atom forms strong interactions with both the phosphine ligands and the nickel-center 

(Figure 6.6b). The interactions with the phosphine ligands are primarily weak van der Waals 

forces (shown in green), while the interactions with the nickel are characterized by strong 

attractive (in blue) and some strong repulsive forces (in red). The DFT-optimized geometry of 

1oF, however, displays relatively weaker interactions between the nickel and the iodine atom 

(Figure 6.7b) than the AIMD snapshot indicates (Figure 6.6b). Overall, the AIMD simulations 

of 1oF reveal significant non-covalent interactions involving the iodine atom and the phosphine 

ligands. 

We think that accounting for interactions of the phosphine and phenyl ligands with fluoride and 

nickel atoms are vital for the accurate calculation of the 19F NMR resonance. In particular, the 

strong non-covalent interaction between the iodine and the nickel seems utmost important as 

this interaction is potentially missing in 1pF and 3F. For 1pF, the iodine is present at the para-

position on the phenyl ligand (Figure 6.1), indicating no substantial interactions, and there is 

no iodine atom in 3F. Such I⋯Ni interaction has been recognized as a boundary case halogen 

bonding.157 Thus, we propose that the I⋯Ni interaction in 1oF is the key factor for why dynamic 

NMR calculations gave a more precise calculation of the NMR chemical shift value. On the 

other hand, the absence of an I⋯Ni interaction in 1pF and 3F resulted in an acceptable accuracy 

in their computed static NMR parameters (Table 6.1). 

 

6.4 Dynamic NMR with explicit solvent molecules 

After computing dynamic NMR of 1oF without explicit benzene solvent molecules, I computed 

the averaged chemical shift of the same snapshots with inclusion of benzene molecules. During 

the AIMD simulations, 50 benzene molecules were present in the simulation box, but it is not 

feasible to include all benzene molecules in the NMR calculations because of the high 

computational cost. Since only a handful of benzene molecules interact directly with 1oF, we 
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decided to pick three benzene molecules per snapshot based on the NCI analysis. A workflow 

for the 19F NMR calculations of 1oF with explicit solvent molecules is shown in Figure 6.8. 

 

 

Figure 6.8 The workflow for dynamic 19F NMR calculations of 1oF with explicit solvent molecules. 

 

For choosing the most interacting benzene molecules, we visualized the non-covalent 

interactions between the benzene molecules and 1oF in each snapshot (180 snapshots in total). 

We prioritized those benzene molecules which interact most with the nickel-bonded fluoride as 

the static NMR calculations produced best results by accounting for this interaction (Figure 

6.2). A random snapshot showing non-covalent interactions with selected benzene molecules is 

shown in Figure 6.9. 

 

 

Figure 6.9 Non-covalent interactions formed by benzene molecules with 1oF for a random snapshot 

from AIMD simulations. The gradient isosurfaces (s = 0.3 au) are colored on a blue-green-red scale 
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analogous to values of sign(λ2)ρ, ranging from −3.0 to 3.0 au. Blue indicates strong, attractive 

interactions, green represents weak van der Waals interactions, and red indicates strong steric 

replusion. 

 

As for the previous approach (section 6.3), we computed the average chemical shift with 20 

snapshots, and then incremented the number by 20, until the total number of snapshots reached 

to 180. The error in computed chemical shift values against the number of snapshots is shown 

in Figure 6.10. The graph shows that the chemical shift value converged with the inclusion of 

120 snapshots (Δ𝛿 = 12.4 ppm). However, the deviation is significantly higher than for the 

dynamic chemical shift calculations without explicit benzene molecules (Δ𝛿 = -0.4 ppm, Figure 

6.4). Nonetheless, an improvement in accuracy from -19.5 ppm to 12.4 ppm is observed 

compared to the results of the static NMR (Table 6.1). 

 

 

Figure 6.10 The plot of number of snapshots against the error in computed chemical shift (Δ𝛿) of 1oF 

for dynamic 19F NMR calculations with explicit solvent molecules present in the AIMD and the NMR 

calculations. 

 

The higher deviation of dynamic NMR calculations with explicit solvent molecules is surprising 

as this approach includes both intramolecular interactions of 1oF arising due to the 

conformational flexibility and intermolecular solute-solvent interactions. We think that our 

approach of manually selecting benzene molecules with focus only on the interactions with 

10

12

14

16

18

20

20 40 60 80 100 120 140 160 180

Δ
𝜹

(1
9
F

) 
(p

p
m

)

Number of snapshots



 

87 

 

fluoride might have skewed the computed chemical shifts. Additionally, we restricted the 

selection of benzene molecules per snapshot to three and a larger number of benzene molecules 

may be required for improving the computed chemical shifts. 

 

6.5  Conclusions 

We computed the 19F NMR chemical shift values for the nickel-bonded fluoride in 1oF, 1pF, 

and 3F. The static NMR calculations (including relativistic effects) produced a higher deviation 

from the experimental chemical shift value for complex 1oF as compared to 1pF and 3F (-19.5, 

4.6, and 1.6 ppm for 1oF, 1pF, and 3F, respectively). The calculations with one explicit benzene 

solvent molecule interacting with the fluoride improved results, indicating that solute-solvent 

interactions can be important. 

We performed ab initio molecular dynamics (AIMD) simulations of 1oF with explicit benzene 

solvent molecules to incorporate structural conformational effects and solute-solvent 

interactions in the dynamic NMR calculations. The dynamic NMR calculations without explicit 

benzene molecules gave an excellent accuracy for 1oF (deviation of -0.4 ppm) with the 

inclusion of 100 snapshots from the AIMD trajectory. We observed strong non-covalent 

interactions between nickel and iodine atoms, as well as between fluoride and phosphine 

ligands in the AIMD trajectory. We suggest that static NMR calculations poorly account for the 

I⋯Ni interaction in 1oF, thus giving a higher error in the computed chemical shift. Notably, the 

I⋯Ni interaction is missing in 1pF and 3F, leading to acceptable accuracy in static NMR 

calculations for these complexes. 

The dynamic NMR calculations with explicit solvent molecules gave a higher deviation of 12.4 

ppm despite the inclusion of 120 snapshots. We think that our approach of manually selecting 

three benzene molecules around 1oF might have skewed the computed chemical shift. While 

choosing benzene molecules, we prioritized interactions with the nickel-bonded fluoride, which 

can be a reason for the discrepancy. We propose that random selection of benzene molecules 

might be a better approach. Additionally, a large number of benzene molecules might be 

required to properly account for the solute-solvent interactions in the NMR calculations. 

Overall, our study shows that incorporating dynamic conformational flexibility through AIMD 

simulations leads to accurate 19F NMR chemical shift calculations for 1oF. This underscores 
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the effectiveness of using advanced quantum chemical methods to compute NMR resonances. 

However, additional systems need to be studied to verify the improved effect of AIMD 

simulations on 19F NMR chemical shift calculations in general. Other computational NMR 

studies158,159 for complex biological systems showed that accounting for conformational and 

solvent effects with molecular dynamics achieved good experimental alignment. 
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7 Overall Conclusions 

In this thesis, we have computationally studied the reaction mechanisms mediated by three 

TMs, namely Ir, Pd, and Ni (Paper I-III). Additionally, we demonstrated the factors leading to 

precise 19F NMR chemical shift calculations of a Ni-fluoride complex (Paper IV). The work 

has been performed using DFT methods (PBE0 or PBE functional), involving a combination of 

electronic structure and molecular dynamics simulations. We have closely cooperated with 

experimentalists, making sure that computed and experimental results are consistent with each 

other. This combinatorial approach allowed us to rationalize the underlying mechanism and 

selectivity-determining factors of the reaction processes. 

In Paper I, we studied the mechanism for an Ir-catalyzed regioselective and enantioselective 

reaction leading to the formation of carbamate with allyl chloride, CO2, primary amine, and 

DABCO as reagents. We were interested in analyzing various aspects of the mechanism, 

especially the CO2 activation and the selectivity-determining steps. We examined two different 

mechanisms, and in the favorable mechanism, CO2 does not interact with the Ir complex during 

the carbamic acid formation step. Our work proposes that the nitrogen atom in the amine is a 

sufficiently good nucleophile to attack the electrophilic carbon atom of CO2 without activation 

by the Ir complex. For investigating the reaction selectivity, I computed different isomers (I-

VIII) of the involved transition states and considered the most stable isomer II. The proposed 

mechanism predicts the (S)-enantiomer of the carbamate as major product, with a barrier 

difference of around 5 kcal/mol for the re and si binding modes of the allyl. The regioselective 

attack of the carbamate on the benzylic carbon of the allyl is probably due to the lower steric 

hindrance faced by the carbamate from the phosphoramidite ligand in the corresponding TS. 

Notably, finding the most stable isomer of the involved TSs is a key factor in determining the 

selectivity of the product. In general, it is crucial to consider the most stable TSs, especially for 

the selectivity-determining step, to predict the product selectivity (chemo-, regio-, or stereo-). 

In Paper II, we examined the factors behind experimentally observed rates of CO2 insertion into 

the Pd-carbon bond in various pincer ligand-supported palladium alkyl and aryl complexes. We 

computationally predicted barriers for CO2 insertion and majorly found that the experimental 

and computed trends in the reaction rates are in line with each other. The barriers were 

computed for the two modes of CO2 insertion, the inner sphere and outer sphere pathways. We 

found that the sterics of the substituents on the pincer ligand play a significant role in deciding 



 

90 

 

the mode of CO2 insertion. Broadly, bulky substituents like tert-butyl favored the outer sphere 

mechanism, whereas smaller substituents, such as methyl, favored the inner sphere pathway. A 

similar relationship between the mode of CO2 insertion and bulkiness was observed for the 

alkyl group that is undergoing insertion. This correlation between steric effects and the mode 

of CO2 insertion can assist chemists in anticipating the insertion pathway, allowing them to 

tailor the process accordingly. For instance, adding Lewis acid additives may affect the rate of 

CO2 insertion into metal-hydride complexes, especially for outer sphere pathways.160,161 

Additionally, we observed no consistent trend in the CO2 insertion rate across different alkyl 

groups. We believe that steric hindrance from the combination of the pincer ligand and the alkyl 

group influences the barrier, making the rate of CO2 insertion specific to the chemical system 

involved. This indicates that the rate of CO2 insertion cannot be generalized solely based on the 

type of alkyl group. 

In Paper III, we investigated the reaction mechanism of a Ni-catalyzed cross-coupling reaction 

that incorporates CO (generated from CO2) to give aryl alkyl ketones. The process involves 

several reagents, including aryl boronic acids, alkyl redox-active esters, DIPEA, H2O, and CO, 

leading us to evaluate multiple reaction pathways. Therefore, we analyzed mechanisms I, II, 

III, and IV, each distinguished by a different sequence of the elementary steps, such as single 

electron transfer (SET) from the Ni-catalyst to the ester, transmetallation, CO insertion, and 

radical addition. All pathways exhibited feasible energies for the involved intermediates and 

TSs, so we relied on the experimental investigations and existing literature to deduce the most 

favorable mechanism. We proposed pathway I as the primary mechanism, which involves the 

transmetallation of an aryl boronic acid onto a NiI species, enhancing the ability of the nickel 

center to perform SET on the redox-active ester. This is followed by CO insertion into the Ni-

aryl bond, radical addition, and reductive elimination to give the desired product. Our computed 

results elucidate the role of different reagents in the reaction and outline the versatility of the 

Ni catalyst in facilitating SET, leading to the reductive fragmentation of the redox-active ester. 

This is a crucial component of the reaction, which, to the best of our knowledge, has not been 

computationally studied before. These insights are vital for designing efficient Ni-catalyzed 

carbonylation reactions involving redox-active esters. 

We shifted from studying reaction mechanisms to examining NMR chemical shifts in Paper IV. 

As highlighted in Section 1.1, TMs possess complex electronic structures and often exhibit 

overlapping NMR spectra, making accurate interpretation of their chemical shifts vital. In this 



 

91 

 

project, we computed 19F NMR chemical shifts of the nickel-bonded fluorine in 1oF, 1pF, and 

3F, and noted that 1oF has significantly higher inconsistency with experiments. So, we utilized 

state-of-the-art AIMD simulations, considering an ensemble of structures for calculating the 

averaged 19F NMR chemical shift of 1oF. We calculated the chemical shifts across various 

systems, including: 1) the 1oF, 1pF, and 3F complexes; 2) 1oF paired with a benzene molecule; 

3) snapshots of 1oF from AIMD simulations without benzene molecules; and 4) snapshots of 

1oF from AIMD simulations with three benzene molecules, selected based on NCI analysis. 

We achieved agreement with the experimental chemical shift value by considering 100 

snapshots of 1oF from AIMD simulations without benzene molecules. The impact of explicit 

solute-solvent interactions was accounted for in the AIMD simulations but not during NMR 

calculations. We noted significant intramolecular interactions in 1oF during the AIMD 

trajectory, which are probably responsible for the enhanced NMR accuracy. For instance, the 

considerable flexibility of both the phenyl and the two P(Et)3 ligands within the complex leads 

to substantial non-covalent interactions around the fluoride ligand and nickel metal-center. 

Incorporating these interactions into molecular dynamics simulations allowed for a more 

precise calculation of the chemical shift for 1oF. Notably, such interactions are absent in 1pF 

and 3F, where the iodine is either too distant from the nickel in the former or missing in the 

latter. Our study shows that incorporating dynamic conformational flexibility through AIMD 

simulations leads to accurate 19F NMR chemical shift calculations. Hence, this work builds a 

crucial protocol for the 19F NMR characterization of metal-fluoride complexes in solution. 

 

Overall, the work done in this thesis highlights the following points: 

• The work outlines that CO2 can be activated in various ways, such as in the reaction 

medium (Paper I), bound to the metal, or via a metal-bound ligand (Paper II). Generally, 

CO2 insertion into TM-R bonds takes place through the inner or outer mechanisms, and 

subtle effects can change which one is preferred. The competition between electronic 

effects (metal-mediated CO2 activation) that favor the inner sphere and steric effects 

(ligands and CO2 that repel each other) that favor the outer sphere probably dictates the 

insertion mechanism. Thereby, the CO2 activation pathway can be differentiated with 

subtle steric and electronic effects, making computations essential to understand and 

enhance the reactivity of CO2. 
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• The reactivity of TMs within a reaction cycle can be highly complex, involving many 

reacting partners in different chemical or oxidation states, such as radicals or ionized 

forms (Paper I and III). For instance, we computed four potential mechanisms in Paper 

IV, involving NiI, NiII, and NiIII species, which could exist in both open and closed shell 

configurations. We supported the main pathway through experimental investigations. 

Hence, a combination of computational and experiment approaches is needed to identify 

the most likely pathway. 

• Investigating a sufficient number of conformations is crucial for accurate computational 

predictions, whether for deducing selectivity (Paper I) or conducting spectroscopic 

studies (Paper IV). 
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Future Outlook 

The research presented in this thesis has significantly improved our understanding of transition 

metal-mediated reactions and NMR chemical shift calculations. But there are still several 

opportunities that could be explored further. Future studies could explore additional synthetic 

routes for the catalytic formation of enantioenriched carbamates from CO2, a topic with very 

limited research currently. The insights from Paper I could aid chemists to develop efficient 

processes in this area. Our work in Paper II regarding mechanisms of CO2 insertion into Pd-

alkyl complexes could be extended to make the process catalytic in the future for generating 

carboxylate products. Furthermore, incorporating chiral ligands could give enantioenriched 

carboxylate products from CO2. The work on the Ni-catalyzed carbonylative cross-coupling 

reaction (Paper III) outlined the versatility of the Ni in redox-active processes, suggesting 

potential for developing new redox-active catalytic processes. Our work in Paper IV highlighted 

the importance of conformational sampling and solute-solvent interactions in NMR chemical 

shift calculations. Future research could explore these interactions in more detail, particularly 

through the use of dynamic simulation techniques in different solvents and under varying 

conditions to better mimic experimental environments. 

In addition, I have certain general objectives for future studies. The methodologies applied in 

this thesis can be used to provide insights into new catalytic processes and reaction mechanisms. 

Furthermore, advanced computational methods like machine learning algorithms could enhance 

the accuracy and efficiency of reaction pathway studies and NMR chemical shift predictions. 

Developing predictive models capable of accurately anticipating the outcomes of chemical 

reactions under diverse conditions would be immensely beneficial for chemists. These models 

would require a substantial amount of data, likely originating from a combination of both 

computational and experimental research. This thesis highlights the importance of collaboration 

with experimentalists in the validation of computational models. For improving the practical 

and theoretical aspects of catalytic chemistry, future research could focus on designing 

experiments to validate computational predictions. 
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ABSTRACT: We have employed computational methods to
investigate the iridium-catalyzed allylic substitution leading to the
formation of enantioenriched allyl carbamates from carbon dioxide
(CO2). The reaction occurs in several steps, with initial formation of
an iridium-allyl, followed by nucleophilic attack by the carbamate
formed in situ from CO2 and an amine. A detailed isomeric analysis
shows that the rate-determining step differs for the (R)- and (S)-
pathways. These insights are essential for understanding reactions
involving enantioselective formation of allyl carbamates from CO2.

■ INTRODUCTION
Carbon dioxide (CO2) has become a valuable C1 synthon for
the synthesis of organic molecules. Conventional carbon
sources such as crude oil and coal are finite and nonrenewable,
whereas CO2 is abundant and nontoxic.1 Around 35 billion
tonnes of CO2 were emitted in 2020 due to the burning of
fossil fuels.2 The International Energy Agency outlines that in
order to achieve net zero emissions by 2050, carbon capture,
utilization, and storage (CCUS) will play a critical role.3 These
points provide relevant reasons to produce materials of
commercial interest from CO2.

Despite the advances made in the use of CO2 in synthetic
organic chemistry, it is still a challenge to design
enantioselective reactions with CO2 to form chiral products.4

Chiral molecules in their enantioenriched form are extensively
used in pharmaceutical industries,5,6 and they have ubiquitous
applications, ranging from medicinal chemistry to material
science.7 However, asymmetric synthesis is difficult, and the
infinitesimal steric effects of CO2 make it hard to capture it in
an enantioselective manner.8,9 Some catalytic enantioselective
reactions involving CO2 as a C1 synthon have been reported,
leading to the formation of chiral carboxylic acids,10 esters,11

carbonates,12,13 and carbamates.14

Organic carbamates are an important class of compounds
often found in natural products, medicines, agricultural
chemicals, and pharmaceuticals.15−17 A synthetic route for
the enantioselective formation of cyclic carbamates from
secondary amines and CO2 facilitated by an organocatalyst
was reported by Yousefi et al.18 Liu et al. achieved the synthesis
of acyclic carbamates with high enantiopurity from CO2 and
meso-epoxides via polycarbonate intermediates aided by a

dinuclear Co(III) complex.19 Zhao and co-workers produced
branched allylic carbamates with high enantiopurity under mild
conditions,20 using an asymmetric domino reaction of CO2
with allyl chlorides and primary amines catalyzed by an iridium
complex featuring Feringa’s ligand (L1, Scheme 1).21,22

The allylic substitution reaction aided by an Ir-based catalyst
to give branched enantioselective products has been well-
known since the late 1990s.23,24 There have been experimental
studies on the active catalyst species25,26 and the origin of the
enantioselectivity in reactions between different allylic
substrates (acetates, benzoates, carbonates) and amine
nucleophiles.27 A computationally driven study of the
iridium-catalyzed allylic substitution showed that the regiose-
lective formation of branched products results from non-
covalent interactions between the allyl ligand and the incoming
nucleophile.28 However, a complete mechanistic study is
lacking, especially with CO2 as a cosubstrate. In particular, for
the reaction reported by Zhao and co-workers (Scheme 1),20 it
is relevant to elucidate how the allylic chloride is activated by
the iridium complex, how amine and CO2 combine to form the
nucleophilic carbamate species, as well as the details of the
enantioselective insertion of the latter into the iridium-allyl
bond. A mechanistic study of this reaction is challenging, as
there are many starting reagents, including allyl chloride,
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primary amine, CO2, and base, which implies that there are
various possible reaction routes. It is also noteworthy that two
experimental studies employing the same (S,S,Sa)-L1-iridium
catalyst have reported different enantioselectivities in the
reaction of cinnamyl chloride, propylamine, and CO2, with the
enantiomeric excess (e.e.) of the resulting allyl carbamate
reported as 94% (R) and 35% (S), respectively.20,29

Here, we have conducted a detailed computational study of
the enantioselective iridium-catalyzed formation of allylic
carbamates from CO2 using state-of-the-art density functional
theory (DFT) methods. The stereoselectivity and regioselec-
tivity of the reaction were thoroughly analyzed to understand
the underlying mechanism and deduce the major product. A
detailed isomeric study of the transition states in the computed
mechanism shows that the rate-determining step differs for the
diastereomeric pathways, leading to the formation of the
product enantiomers. Our results also provide an under-
standing of the kinetic competence of different possible
intermediates in the allylic substitution reaction catalyzed by
iridium-(phosphoramidite) complexes.

■ COMPUTATIONAL DETAILS
Calculations were performed on complete molecular systems
without any truncations (Figure 1). The software used for all

DFT calculations was Gaussian16 (Revision B.01).30 The
systems were fully relaxed, and no symmetry constraints were
imposed. For the geometry optimizations, the hybrid PBE0
functional31,32 containing 25% Hartree−Fock exchange was
used, along with Grimme’s D3(BJ) dispersion correction.33

The BS1 basis set was used for geometry optimizations, which
comprises the SDD basis set and effective core potential34,35

for iridium and def2-SVP35−38 for other elements. Frequency
calculations confirmed the minimum and transition state (TS)

structures. To refine the electronic energies, single-point
calculations were performed using the BS2 basis set consisting
of the SDD basis set and effective core potential for iridium
and def2-TZVPP35−38 for other elements. Solvation effects
were included in both geometry optimizations and single-point
calculations using the polarizable continuum model
(IEFPCM)39 with the parameters of toluene (ε = 2.37). The
results obtained at the PBE0-D3(BJ) level of theory were
compared to other DFT functionals, B3LYP-D3(BJ)40 and
ωB97XD41 (see the Supporting Information for details). In
addition, we performed ab initio molecular dynamics (AIMD)
simulations of intermediate Bre to investigate the behavior of
the released counterion (Cl−, see the SI for details). Reported
Gibbs free energies (standard state, 1 atm) include thermal
corrections computed at 298 K, which is considered a
reasonable approximation to the experimental temperature of
288 K. The enantiomeric excess and regioselective ratios were
calculated on the basis of the computed Gibbs free barriers of
the C−O bond formation transition states, employing the
Eyring equation.42 We visualized the noncovalent interactions
between carbamate and the iridium complex in relevant
transition states with the NCIPLOT 4.0 program.43 The
density and gradient files generated by the program were used
to draw the isosurface displaying the interactions.

■ RESULTS AND DISCUSSION
Allylic Substitution Mechanism. We have computation-

ally studied the enantioselective and regioselective iridium-
(phosphoramidite)-catalyzed conversion of CO2, propylamine,
and cinnamyl chloride to allyl carbamates (Scheme 1), with a
plausible mechanism proposed in Scheme 2. Initially, an active
species is formed, as outlined in Scheme 2a. The mixture of
[Ir(COD)Cl]2, phosphoramidite ligand (L1), and propylamine
in THF solution leads to the formation of a cyclometalated
iridium(I) species,20,25 which is assumed to be the active
catalyst. The association of cinnamyl chloride 1 to the
cyclometalated complex via a π-interaction gives the η2

iridium(I) complex A. The formation of A is in line with
other studies proposing a similar active species.26,44 The allylic
substitution reaction can then proceed, as proposed in Scheme
2b, based on our computational results and suggestions from
related mechanisms in the literature.29,45 An alternative
pathway involving the initial coordination of the amine to
the iridium complex was also evaluated but was found to be
nonfeasible (see the SI, Scheme S1).

Scheme 1. Previously Reported Asymmetric Allylic Substitution Reaction Involving an Iridium-Based Catalyst Coordinated by
a Chiral Phosphoramidite Ligand L120a

aDABCO = 1,4-diazabicyclo[2.2.2]octane, 1 (0.24 mmol, 120 mol %), 2 (0.20 mmol, 100 mol %), ratio of products 3:4 = 90:10, yield of product 5
= 13%.

Figure 1. Computational model employed: the Ir-complex with the
activated ligand L1, the cinnamyl chloride and propylamine
substrates, and the base DABCO.
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From cinnamyl chloride-coordinated complex A, the
proposed catalytic cycle starts with a formal oxidative addition
of cinnamyl chloride to the Ir(I) complex (Scheme 2b and
Figure 2a). Interestingly, in our calculations, this step proceeds

through an SN2-type oxidative addition mechanism,46 furnish-
ing an (η3-allyl)iridium(III) complex B and free chloride, with
a barrier of only 15.1 kcal/mol (Scheme 2b). An alternative
pathway proceeding through a concerted oxidative addition of

Scheme 2. (a) Previously Proposed Active Catalyst Species A.25,44 (b) Proposed Reaction Cycle for the Ir-Catalyzed Allylic
Substitution to Furnish Allyl Carbamates Using CO2 Based on Our Computed Results and Reported Mechanisms29,45a

aFree energies computed at 298 K (values in kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Ir](PCM)
level of theory). The energetic reference state for the mechanistic cycle is complex A plus adduct F.

Figure 2. Optimized transition state geometries for (a) oxidative addition of cinnamyl chloride and (b) nucleophilic attack of carbamate on the allyl
for the (COD)(L1)-Ir-catalyzed allylic substitution of 1 (distances are given in Å).
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cinnamyl chloride to A was found to be not feasible (barrier of
ΔG‡ = 46 kcal/mol, Scheme 2b). In the formed intermediate
B, the liberated Cl− ion makes weak interactions with the
ligands. Additional ab initio molecular dynamics (AIMD)
simulations support the notion that the Cl− ion does not
coordinate to iridium in B (see the SI for details). Subsequent
coordination of chloride to iridium to give the η1-allyl
intermediate D is thermodynamically favorable. However, the
conversion of B to D has a barrier of 35 kcal/mol (31.7 kcal/
mol relative to B). Although this barrier is in line with other
reported η3 to η1 allyl conversions,47 it is too high to be feasible
at the experimental temperature. We therefore propose that
the potential chloride-coordinated intermediate D is not
formed. This is in agreement with other mechanistic proposals
suggesting that the leaving group of the allylic substrate does
not coordinate to iridium.25,45

Simultaneously with the oxidative addition of the allyl
chloride, we propose that the free CO2 and propylamine 2 in
the reaction mixture combine to carbamic acid, with the aid of
the base DABCO, to form the DABCO-propyl carbamic acid

adduct F. This process is endergonic by 0.5 kcal/mol (see the
SI for a comparison of energies of other species). We
investigated whether the iridium complex may be involved in
the formation of carbamic acid but concluded that this appears
less likely than the direct reaction of CO2 and propylamine (for
details, see the SI, Scheme S3). This is in line with other
results, showing that CO2 and alkyl amines can combine in the
absence of a metal catalyst.48,49

The deprotonation of the formed propyl carbamic acid by
DABCO and the elimination of the DABCOH+/Cl− ion pair G
provides an ionic propyl carbamate (Scheme 2b). This can
potentially compete with the η3-allyl in B to give the off-cycle
η1-allyl species E, which is a slightly endergonic process. We
could not locate a relevant TS for the formation of E.
However, even if it is formed, it would have to convert back to
B for the allylic substitution reaction to proceed. Therefore, we
propose that the ionic propyl carbamate performs an SN2-like
nucleophilic attack on the allyl fragment of B to provide
iridium(I) intermediate C, featuring an allyl carbamate
coordinated through the double bond (Scheme 2b). The

Figure 3. Eight possible isomers of B. The atom labels P and C (red) correspond to the phosphoramidite ligand; Cb and Ct (blue) represent the
benzylic and terminal carbon atoms of the allyl, and the black curve denotes the COD ligand.

Figure 4. re and si allyl binding modes of complex B (isomer II). The binding mode with the re face accessible, as seen from the top view, is marked
as the re mode. Similarly, the binding mode with the si face accessible is referred to as the si mode.
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nucleophilic attack can occur on different carbon atoms of the
allyl, with the energetically preferred TS (Figure 2b) involving
the attack at the benzylic position, with a barrier of 17.6 kcal/
mol (relative to A, Scheme 2b).50 The subsequent displace-
ment of the formed allylic carbamate 3 by cinnamyl chloride 1
concludes the catalytic cycle.
Enantioselectivity in the Formation of 3. The

selectivity of the overall allylic substitution process will either
be determined through the formation of B (via the oxidative
addition of cinnamyl chloride, TSAB) or through the
conversion of B to C (via the nucleophilic attack on the
allyl, TSBC), depending on the energies of the involved TSs.51

In order to gain insights into the selectivity-determining factors
governing the formation of allyl carbamate product 3, we
conducted a systematic analysis of the isomers that can be
formed from TSAB and TSBC. The three iridium ligands
(namely, COD, phosphoramidite, and allyl) in B bind in a
bidentate fashion, forming a distorted octahedral geometry.
Figure 3 illustrates the eight possible isomers (I−VIII) of B
based on varying the position of the ligands around the
iridium. We have thus analyzed TSAB and TSBC for all eight
isomers (I−VIII), also taking into account the different
binding modes of the substrate (vide inf ra).

The cinnamyl chloride in starting complex A binds to
iridium via a π-interaction to form a re or si face around the
benzylic carbon, resulting in complexes Are or Asi. The
subsequent SN2-like oxidative addition of cinnamyl chloride
renders the (η3-allyl)iridium(III) complexes Bre or Bsi (see
Figure 4 for a visual representation). The re modes lead to the
(R)-configuration of the final allyl carbamate product, whereas
the si modes provide the (S)-isomer. The apparent rotation of
the allyl to directly interconvert between binding modes is a
known process for Pd-based complexes,52 but for Cp*Ir(CO)-
(C3H5) complexes, it has been shown that allyl interconversion
is energetically inaccessible.53

Combining the eight isomers I−VIII (Figure 3) with the
two possible allyl binding modes (si and re, Figure 4) results in
a total of 16 transition states to take into account. Table 1
shows the computed TSAB barriers for I−VIII relative to those
of Asi. Among the 16 isomers of TSAB, the computed energies

show that the si mode of isomer II provides the lowest barrier
(TSAB-IIsi = 15.1 kcal/mol, Table 1), which is almost 5 kcal/
mol lower than the next lowest barrier of 20.0 kcal/mol
obtained for isomer I (TSAB-Isi). Thus, we consider II as the
most stable TS isomer for the oxidative addition of cinnamyl
chloride to A (Figure 2a). We note that the benzylic carbon of
the allyl fragment is trans to the phosphorus atom of the
phosphoramidite ligand in isomer II. This finding differs from
a previous experimental study, which suggested a favored cis
binding mode of the allyl.28 We attribute the different results
to variations in the ligand and allyl substrate employed in our
study.

For the subsequent nucleophilic attack on B, we note that
the geometric flexibility of the free propyl carbamate renders
computation of the possible isomers of TSBC challenging.
Therefore, we analyzed TSBC both with propyl carbamate (the
experimental nucleophile) as well as with chloride as a model
nucleophile, which does not have any inherent geometric
flexibility. Importantly, the chloride ion attacks at the benzylic
position of the allyl; hence, TSBC‑Cl (formation of a benzylic
carbon-chloride bond) is not identical to TSAB (cleavage of the
terminal carbon-chloride bond). Table 2 displays the TSBC

barriers (relative to Asi) leading to the (R)- and (S)-
configurations of the products. Notably, the trend of both
nucleophiles (propyl carbamate or chloride) is similar across
the computed TS isomers, with isomer II providing the lowest
barriers for the formation of both the allyl carbamate (17.5
kcal/mol for TSBC-IIcb(R)) and the allyl chloride (13.1 kcal/
mol for TSBC-IICl(S)). Interestingly, the two nucleophiles
(propyl carbamate or chloride) appear to give markedly

Table 1. Calculated TSAB Gibbs Free Energy Barriers (kcal/
mol, Relative to Asi) for the Addition of Cinnamyl Chloride
to A Leading to Isomers I to VIII of B

TSAB ΔGre
‡ ΔGsi

‡ ΔΔG‡b

TSAB-I 22.3 20.0 2.3
TSAB-II 20.3 15.1 5.2
TSAB-III 21.7 28.9 −7.2
TSAB-IV 22.6 24.7 −2.1
TSAB-V 27.5 22.3 5.2
TSAB-VI 20.1 n.d.a -
TSAB-VII 33.0 28.8 4.2
TSAB-VIII 26.5 29.6 −3.1

an.d. = TS could not be optimized. bΔΔG‡ = ΔGre
‡ − ΔGsi

‡

Table 2. Calculated TSBC Gibbs Free Energy Barriers (kcal/
mol, Relative to Asi) Leading to (R)- and (S)-Enantiomers
of the Allyl Producta

TSBC ΔGR
‡ ΔGS

‡ ΔΔG‡c

TSBC-Icb 23.4 25.0 −1.6
TSBC-IIcb 17.5 17.6 −0.1
TSBC-IIIcb 25.6 27.5 −1.9
TSBC-IVcb 27.6 30.1 −2.5
TSBC-Vcb 24.9 23.1 1.8
TSBC-VIcb 23.8 n.d.b −
TSBC-VIIcb 28.7 29.6 −0.9
TSBC-VIIIcb 32.0 27.5 4.5
TSBC-ICl 20.2 23.6 −3.4
TSBC-IICl 16.0 13.1 2.9
TSBC-IIICl 21.3 21.7 −0.4
TSBC-IVCl 23.3 21.0 2.3
TSBC-VCl 19.8 19.8 0.0
TSBC-VICl 20.4 22.4 −2.0
TSBC-VIICl 26.0 22.9 3.1
TSBC-VIIICl 24.0 25.2 −1.2

aCl and cb subscripts represent the chloride and propyl carbamate
nucleophiles, respectively. bn.d. = TS could not be optimized. cΔΔG‡

= ΔGR
‡ − ΔGS

‡
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different enantioselectivities, with a clear preference for the
(S)-product with chloride and an apparently racemic result for
the formation of cinnamyl carbamate, as the energy difference
between TSBC-IIcb(R) and TSBC-IIcb(S) is only 0.1 kcal/mol
(Table 2). An analysis of the NCI plots for TSBC-IIcb(R) and
TSBC-IIcb(S) shows comparable noncovalent interactions
between the nucleophilic propyl carbamate and the iridium
complex at the two TSs (SI, Figure S4), in line with the small
energy difference. The apparent racemic result is in contrast to
the experiment (e.e.s of 35 and 94%);20,29 however, we note
that the enantioselectivities of the overall reaction are not
determined only by TSBC, as discussed below.

The energy profile for the full reaction with the preferred
isomer II and propyl carbamate as the nucleophile is shown in
Figure 5. TSAB(re) and TSAB(si) correspond to the oxidative
addition TSs leading to a re or si face around the benzylic
carbon in the iridium-π-allyl complex B, forming B(re) and B(si)
complexes. TSBC(R) and TSBC(S) represent the TSs for the
propyl carbamate attack on the allyl (isomer II, Table 2),
leading to the formation of the product complexes C(R) and
C(S). We note that the latter complexes have different relative
energies (Figure 5); however, the free (R)- and (S)-allyl
carbamate enantiomers of 3 of course have identical energies,
with an overall computed driving force for the conversion of
CO2, propylamine, and cinnamyl chloride to allyl carbamate of
−4.2 kcal/mol.

From the energy profile (Figure 5), we conclude that for the
formation of the (R)-product, the first step TSAB(re) has a
higher barrier than TSBC(R) by 2.8 kcal/mol, making the former
the rate-determining TS (provided that the final step from C to
A is not rate-limiting, which should be a reasonable
assumption, given that it is a simple exchange of neutral
ligands, Scheme 2).54 In contrast, for the formation of the (S)-
enantiomer of the product, the situation is reversed, with the
second step, TSBC(S), being rate-limiting, displaying a barrier
that is 2.5 kcal/mol higher than the first step, TSAB(si). Thus,
the computed energies indicate a significant preference for the

(S)-pathway, with an overall barrier of 17.6 kcal/mol,
compared to the overall barrier of 20.3 kcal/mol for the (R)-
pathway.50 With chloride as a nucleophile, both reaction steps
favor the formation of the (S)-enantiomer (Tables 1 and 2);
thus, this preference appears not to be dependent on the
nucleophile.

To evaluate the robustness of the computed results, we
reoptimized TSAB and TSBC with the ωB97XD and B3LYP-D3
functionals (SI, Table S1). The absolute energies of the
transition states vary with the different functionals (see the SI),
but the relative energy differences indicate similar selectivities.
All three DFT functionals predict TSAB and TSBC as the rate-
limiting steps for the (R)- and (S)-pathways, respectively, and
favor the formation of the (S)-enantiomer. Thus, the
mechanistic details and the predicted major product
enantiomer agree across different computational protocols.

Intriguingly, the experimentally reported e.e. for formation of
3 is 94% (R).21 We note that this assignment was based on an
X-ray structure of the related product ((R)-1-(4-
bromophenyl)allyl isopropylcarbamate); thus, it may not
apply to 3 (for a discussion of the stereochemical assignment,
see the SI). Furthermore, in a later study, with the same
catalyst and substrates and similar reaction conditions (albeit
with the substitution of solvent and base by DMSO and
K3PO4),29 the e.e. was reported as 35% (S) for formation of 3.
Our additional calculations with DMSO as the solvent show
results analogous to those with toluene (see the SI, Table S3).
Overall, we predict that the (S)-enantiomer of 3 is the major
species formed.
Formation of Side Products. The experimental report

indicated the formation of two side products, 4 and 5 (Scheme
1).20 The linear achiral product 4 is formed through the attack
of the propyl carbamate on the terminal carbon (Ct) of the
allyl. The computed transition state TSBC(t) has a barrier of
19.1 kcal/mol, which is 1.5 kcal/mol higher than that of TSBC
(17.6 kcal/mol, Scheme 2). On the basis of the barriers for
attack at the benzylic versus the terminal carbon, the

Figure 5. Gibbs free energy profile (based on isomer II) for the Ir-catalyzed allylic substitution to furnish allyl carbamates using CO2, including
enantioselective and regioselective pathways (298 K), kcal/mol, PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Ir]-
(PCM). The profiles depicted in black and blue represent the formation of the (R)- and (S)-enantiomers of 3, respectively, while the gray profile
corresponds to 4. The acronym cb denotes the carbamate nucleophile.
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theoretically predicted ratio of products 3:4 is ∼94:6, in good
agreement with the experimentally observed ratio 90:10.20

The allyl amine 5 was also reported as a side product
(Scheme 1). We have tested possibilities for the formation of
this intermediate from species A and B, but the computed
barriers are unfeasible (see Scheme S2 in the SI). Therefore,
we propose that 5 is formed externally from 3, without the aid
of the iridium complex.

■ CONCLUSIONS
In this work, we studied the mechanism of the iridium-
catalyzed allylic substitution reaction to produce branched
allylic carbamates with high enantiopurity. Our computational
analysis shows that the benzylic carbon of the allyl fragment
prefers to remain trans to the phosphorus atom of the
phosphoramidite ligand in the most stable isomer II. The
iridium complex does not activate CO2, and instead, the
nucleophilic carbamate is formed through a reaction of CO2
with the free amine, assisted by DABCO. In the reaction
between the carbamate and the iridium-bound allyl, the rate-
determining step for the (R)- and (S)-pathways differs, being,
respectively, the oxidative addition of cinnamyl chloride
(TSAB) and the nucleophilic attack of propyl carbamate on
the allyl (TSBC). Our computed mechanism predicts the (S)-
enantiomer as the major product with both carbamate and
chloride nucleophiles. The results indicate that the nucleophile
itself does not play a deterministic role in dictating the
enantioselectivity of this reaction. Our insights are vital to
understand the enantioselectivity and regioselectivity of the
allylic carbamate product, allowing for a more rational
approach toward designing new reactions involving the
enantioselective synthesis of allylic carbamates with CO2.
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Comparative study of CO2 insertion into pincer
supported palladium alkyl and aryl complexes†

Anthony P. Deziel,a Sahil Gahlawat, bc Nilay Hazari, *a Kathrin H. Hopmann *b

and Brandon Q. Mercadoa

The insertion of CO2 into metal alkyl bonds is a crucial elementary step in transition metal-catalyzed

processes for CO2 utilization. Here, we synthesize pincer-supported palladium complexes of the type

(tBuPBP)Pd(alkyl) (tBuPBP = B(NCH2P
tBu2)2C6H4

−; alkyl = CH2CH3, CH2CH2CH3, CH2C6H5, and CH2-4-

OMe-C6H4) and (tBuPBP)Pd(C6H5) and compare the rates of CO2 insertion into the palladium alkyl bonds

to form metal carboxylate complexes. Although, the rate constant for CO2 insertion into (tBuPBP)

Pd(CH2CH3) is more than double the rate constant we previously measured for insertion into the

palladium methyl complex (tBuPBP)Pd(CH3), insertion into (tBuPBP)Pd(CH2CH2CH3) occurs approximately

one order of magnitude slower than (tBuPBP)Pd(CH3). CO2 insertion into the benzyl complexes (tBuPBP)

Pd(CH2C6H5) and (tBuPBP)Pd(CH2-4-OMe-C6H4) is significantly slower than any of the n-alkyl

complexes, and CO2 does not insert into the palladium phenyl bond of (tBuPBP)Pd(C6H5). While (tBuPBP)

Pd(CH2CH3) and (tBuPBP)Pd(CH2CH2CH3) are resistant to b-hydride elimination, we were unable to

synthesize complexes with n-butyl, iso-propyl, and tert-butyl ligands due to b-hydride elimination and

an unusual reductive coupling, which involves the formation of new C–B bonds. This reductive process

also occurred for (tBuPBP)Pd(CH2C6H5) at elevated temperature and a related process involving the

formation of a new H–B bond prevented the isolation of (tBuPBP)PdH. DFT calculations provide insight

into the relative rates of CO2 insertion and indicate that steric factors are critical. Overall, this work is one

of the first comparative studies of the rates of CO2 insertion into different metal alkyl bonds and provides

fundamental information that may be important for the development of new catalysts for CO2 utilization.

Introduction

There is considerable interest in the use of carbon dioxide (CO2)
as a carbon containing chemical feedstock due to its low cost,
non-toxic nature, and abundance.1 However, only a small
number of chemicals are currently industrially produced from
CO2.1g This is in part because the kinetic barriers associated
with bond forming processes involving CO2 are oen prohibi-
tively high. Transition metal catalysts represent a promising
method to increase the range of products generated from CO2

because they can create lower energy pathways for activating
and functionalizing CO2.1 To date, most transition metal

catalysts for CO2 utilization have converted CO2 into other C1

products such as methane, CO, formic acid, and methanol and
there are limited examples of catalysts that can form products
containing C–C bonds, such as fuels, from CO2.1g As a result, the
formation of products containing a C–C bond from CO2 has
been identied as a high priority research area by the United
States National Academies of Science.2

(1)

In many transition metal catalyzed processes for CO2 utili-
zation, the insertion of CO2 into a metal–E s-bond (for example
E = H, OR, NR2, or CR3) is a crucial elementary step (eqn (1)).3

This is especially the case for late transition metals, where the
relative weakness of the M–O bonds makes subsequent cleavage
of the M–O bond more facile.3 The insertion of CO2 into a metal
alkyl bond is a particularly important reaction because it can
ultimately result in the generation of products containing a C–C
bond. For example, Group 10 catalysts have been used for the
formation of carboxylic acids through the carboxylation of
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a variety of alkyl halides and pseudo halides.4 In these reactions,
C–C bonds are proposed to form between CO2 and the alkyl
electrophile via the insertion of CO2 into a metal alkyl bond.
However, at this stage there is limited experimental information
on the pathways for CO2 insertion into metal alkyl bonds, as
most studies have primarily involved isolated examples with
a single metal complex,5–14 and thus, it is unclear how changing
the nature of the alkyl group or ancillary ligand impacts the
reaction. Further, kinetic studies are relatively rar-
e,6,8a,b,9d,11c,13g,14b which means that computational results cannot
be benchmarked against experimental data.

Previous kinetic studies exploring CO2 insertion into well-
dened metal alkyl complexes have almost exclusively focused
on metal methyl species.6,8a,b,9d,11c,13g,14b This is because of the
stability of metal methyl complexes, which in contrast to longer
chain alkyl containing complexes, such as metal ethyl
complexes, do not undergo b-hydride elimination. A major
limitation in studying CO2 insertion into metal methyl bonds,
and in particular the types of Group 10 metal alkyl complexes
that are relevant to catalysis, is the paucity of systems that are
stable and react under mild reaction conditions. Most systems
require high temperatures and do not give quantitative yields of
products, which prevents kinetic studies. We recently described
the insertion of CO2 into palladium and nickel methyl
complexes supported by RPBP (RPBP = B(NCH2PR2)2C6H4

−; R =

Cy or tBu) pincer ligands (Fig. 1a).13g The strong trans-inuence
of the boryl donor in the pincer ligand destabilizes the methyl
group and as a consequence these complexes insert CO2 at
room temperature, which enabled us to perform detailed
kinetic studies on CO2 insertion into a metal methyl bond.

We hypothesized that the RPBP framework may stabilize
palladium complexes with other alkyl ligands, as pincer ligands
are known to inhibit b-hydride elimination from square planar
palladium(II) complexes.15 Further, given that the RPBP ligand
can facilitate CO2 insertion reactions under mild conditions,13g

we postulated that the synthesis of a family of RPBP supported
palladium alkyl complexes would enable us to perform a rare
experimental comparison of the rates of CO2 insertion as the
alkyl ligand is varied. In this work, we describe the synthesis of
a series of tBuPBP supported palladium complexes with ethyl, n-
propyl, benzyl, and phenyl ligands. Although (tBuPBP)Pd(CH2-
CH3) (1-Et), (tBuPBP)Pd(CH2CH2CH3) (1-nPr), (tBuPBP)

PdCH2C6H5 (1-Bn), and (tBuPBP)PdCH2-4-OMe-C6H4 (1-OMeBn),
are sufficiently stable in solution to be isolated, attempts to
synthesize complexes with n-butyl, iso-propyl, and tert-butyl
ligands were unsuccessful due to rapid decomposition via
either b-hydride elimination or an unusual reductive pathway
that generates a new C–B bond. A similar reductive process to
form a new H–B bond occurs in the putative hydride complex
(tBuPBP)PdH. The stability of 1-Et, 1-nPr, 1-Bn, and 1-OMeBn
allowed us to determine the rates of CO2 insertion into the
palladium alkyl bonds. The rate constant for CO2 insertion into
1-Et is over double the rate constant previously measured for
CO2 insertion into (tBuPBP)Pd(CH3) (1-Me),13g while insertion
into 1-nPr occurs at approximately one-tenth the rate of 1-Me.
This is a remarkable difference given the relatively minor
changes in the alkyl ligand. The insertion of CO2 into the benzyl
complexes, 1-Bn and 1-OMeBn, is signicantly slower than any of
n-alkyl complexes and CO2 does not insert into the palladium
phenyl bond of the related complex (tBuPBP)Pd(C6H5) (1-Ph).
DFT calculations enabled the rationalization of the relative
rates of CO2 insertion and suggest that steric factors are the
predominant reason for the differences in the rates of insertion
between 1-Me, 1-Et, and 1-nPr. Overall, the fundamental insight
on CO2 insertion provided in this work will likely assist in the
development of improved and new catalysts for CO2 utilization.

Results and discussion
Synthesis of tBuPBP supported palladium alkyl and aryl
complexes

Previous studies have demonstrated that reactions of complexes
of the form (RPBP)PdCl (R = iPr or tBu) with MeLi generate
stable palladiummethyl complexes.13g In an analogous fashion,
treatment of (tBuPBP)PdCl (1-Cl) with EtLi or nPrMgCl in
benzene results in the formation of (tBuPBP)Pd(CH2CH3) (1-Et)
and (tBuPBP)Pd(CH2CH2CH3) (1-nPr), which were isolated in
yields of 76 and 59%, respectively, aer recrystallization (eqn
(2)).16 1-Et is a rare example of an isolated pincer supported
palladium ethyl complex,15,17 while 1-nPr is to the best of our
knowledge only the second example of an isolated palladium
propyl complex.18 1-Et and 1-nPr are indenitely stable at room
temperature in benzene and b-hydride elimination to generate
ethylene or propene and a putative palladium hydride (vide

Fig. 1 (a) Previous example of CO2 insertion into RPBP supported palladium methyl complexes at room temperature. (b) tBuPBP supported
palladium complexes studied in this work, which reveal fundamental information about the coordination chemistry of the tBuPBP ligand and
enable a comparison between the rates of CO2 insertion as a function of the alkyl ligand.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 8164–8179 | 8165
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infra) only occurs at temperatures greater than 60 °C. Recrys-
tallization from pentane generated crystals of 1-Et and 1-nPr
suitable for X-ray diffraction (Fig. 2a and b). In both cases, the
geometry around Pd is distorted square planar and the P(1)–
Pd(1)–P(2) bond angles are 153.99(6) and 154.23(2)° in 1-Et and
1-nPr, respectively, indicating that the phosphorus donors of the
pincer ligand deviate signicantly from linearity. The Pd–B
bond distances are 2.029(7) Å in 1-Et and 2.020(3) Å in 1-nPr,
which are signicantly longer than the Pd–B bond distance in
(tBuPBP)PdCl (Pd–B is 1.972(4) Å in 1-Cl).19 This is consistent
with the ethyl or propyl ligand exerting a stronger trans-

inuence than a chloride ligand. Although, crystallographically
characterized examples of palladium ethyl complexes are
rare,15,17,20 the Pd–C bond distance in 1-Et is longer than those
typically reported (Pd(1)–C(1) is 2.226(6) Å in 1-Et) and is most
comparable to a PSiP-supported palladium ethyl complex,
which also contains a strong trans-inuence donor (silyl)
opposite the palladium.15 In 1-nPr the Pd(1)–C(1) is 2.209(2) Å,
which is within error of the Pd–C bond distance in 1-Et. The
carbon atom bound to palladium (C(1)) is distorted from

tetrahedral in both 1-Et and 1-nPr and Pd(1)–C(1)–C(2) angles of
115.8(4)° and 114.49(15)°, respectively, are observed. Analysis of
the literature reveals that this is a general trend for Group 10
alkyl complexes.21 Overall, the geometrical parameters around
palladium are similar in 1-Me,13g 1-Et, and 1-nPr, with the
exception that the Pd–C bond distance in 1-Me is slightly
shorter than in 1-Et or 1-nPr (Pd(1)–C(1) is 2.185(4) Å in 1-Me),
which is qualitatively consistent with DFT calculations (vide
infra). This suggests that as expected the change frommethyl to
ethyl to n-propyl has little impact on the geometry around
palladium.

The reaction of 1-Cl with (CH2C6H5)MgCl or (4-OMe-
CH2C6H4)MgCl resulted in the isolation of 1-Bn or 1-OMeBn,
which are rare examples of pincer supported benzyl
complexes,22 in yields of 45% or 55%, respectively (eqn (2)). In
both cases, it is important to remove the MgCl2 by-product from
the Grignard reagent or the benzyl complexes slowly convert
back to 1-Cl in solution. In fact, the relatively low yields of 1-Bn
and 1-OMeBn are in part due to the successive recrystallizations
that are required to ensure MgCl2 impurities are not present.

Fig. 2 (a) Solid-state structure of 1-Et with thermal ellipsoids at 30% probability. Hydrogen atoms are omitted for clarity. Selected distances (Å)
and angles (°): Pd(1)–B(1) 2.029(7), Pd(1)–C(1) 2.226(6), Pd(1)–P(1) 2.3184(15), Pd(1)–P(2) 2.3189(14), C(1)–C(2) 1.506(9), B(1)–Pd(1)–C(1) 175.3(2),
B(1)–Pd(1)–P(1) 76.39(19), B(1)–Pd(1)–P(2) 78.23(19), C(1)–Pd(1)–P(1) 103.15(18), C(1)–Pd(1)–P(2) 102.61(18), P(1)–Pd(1)–P(2) 153.99(6), Pd(1)–
C(1)–C(2) 115.8(4). (b) Solid-state structure of 1-nPr with thermal ellipsoids at 30% probability. Hydrogen atoms are omitted for clarity. Selected
distances (Å) and angles (°): Pd(1)–B(1) 2.020(3), Pd(1)–C(1) 2.209(2), Pd(1)–P(1) 2.3143(5), Pd(1)–P(2) 2.3135(5), C(1)–C(2) 1.531(3), C(2)–C(3)
1.528(3), P(1)–Pd(1)–P(2) 154.23(2), C(1)–Pd(1)–P(1) 101.54(6), C(1)–Pd(1)–P(2) 103.95(6), B(1)–Pd(1)–P(1) 77.67(7), B(1)–Pd(1)–P(2) 77.07(7), B(1)–
Pd(1)–C(1) 177.01(9), Pd(1)–C(1)–C(2) 114.49(15).

(2)
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Both 1-Bn and 1-OMeBn were characterized by X-ray crystallog-
raphy (Fig. 3a and b). The solid-state structures indicate that the
geometry around palladium is distorted square planar and the
geometrical parameters associated with the binding of the
tBuPBP ligand in 1-Bn and 1-OMeBn are analogous to those in 1-
Et and 1-nPr. The long Pd–B bond distances (2.032(4) Å in 1-Bn
and 2.025(3) Å in 1-OMeBn) are consistent with the high trans-
inuence of the benzyl ligand. The benzyl ligand binds in an h1-
fashion with Pd–C bond distances of 2.260(3) Å in 1-Bn and
2.249(3) Å in 1-OMeBn, which are longer than almost all other
palladium complexes that feature an h1-benzyl ligand.22

Further, the carbon atom bound to palladium (C(1)) is signi-
cantly distorted from tetrahedral, with Pd(1)–C(1)–C(2) angles of
127.7(2)° and 123.44(18)° observed for 1-Bn and 1-OMeBn,
respectively. Although this deviation from tetrahedral is typical
for Group 10 benzyl complexes,21a,c,23 these are some of the
largest angles reported perhaps due to the steric congestion
around the palladium.

1-Bn is stable when le in C6D6 at room temperature, but
complete decomposition is observed when it is heated for 3 days
at 65 °C, with the major product being a new dimeric complex,
(tBuPBBnP)2Pd2 (2-Bn, Bn = benzyl) (Fig. 4a). Based on NMR
spectroscopy we propose that 1-OMeBn decomposes via a similar
pathway (see ESI†). 2-Bn was characterized by X-ray crystallog-
raphy (Fig. 4b). In 2-Bn, two new C–B bonds have formed
presumably due to a reductive coupling reaction between the
benzyl ligands and the boron atom of the tBuPBP ligands. This
causes a reduction in the palladium center from palladium(II) in
1-Bn to palladium(0) in 2-Bn. The boron atom of the pincer
ligand no longer coordinates to the palladium center and the
two phosphorus donors of the new bidentate tBuPBBnP ligands
do not coordinate to the same palladium center but instead
coordinate to two different palladium atoms. The pathway for

this ligand rearrangement is unclear. Consistent with the
reduction in oxidation state, the geometry around the palla-
dium centers in 2-Bn are distorted linear. We have previously
observed a similar decomposition pathway for (tBuPBP)Ni(CH3),
which results in the formation of a nickel(0) dinitrogen com-
plex,13g but this is the rst time the reductive decomposition
pathway has been observed for palladium. We hypothesize that
reductive coupling occurs more readily in 1-Bn compared to 1-Et
or 1-Me (where it is not observed to any signicant extent
spectroscopically) because there is greater steric congestion in
the case of the palladium benzyl complex. This is also in
agreement with the observation of reductive coupling in the
case of (tBuPBP)Ni(CH3) but not 1-Me, as the smaller nickel
center presumably results in a more congested metal center.13g

Our results suggest that C–B bond formation is potentially
a general decomposition pathway for RPBP supported
complexes, rather than a curiosity that is only relevant to
a single complex.

Although the reaction between 1-Cl and EtLi results in clean
formation of 1-Et, the corresponding reactions between 1-Cl
and nBuLi, iPrLi, and tBuMgCl did not result in the generation
of isolable palladium alkyl complexes and instead various
decomposition products are observed (Table 1).24,25 In the case
of tBuMgCl, the initial metathesis reaction is slow and even
aer three days at room temperature some 1-Cl is still present,
along with three new peaks in the 31P NMR spectra. Although we
do not observe (tBuPBP)Pd(tBu) (1-tBu) directly, the peaks
observed are consistent with the formation and decomposition
of (tBuPBP)PdH (1-H) (vide infra and see ESI†). 1-H presumably
forms via b-hydride elimination from 1-tBu and in agreement
with this proposal iso-butene is observed by 1H NMR spectros-
copy. This suggests that 1-tBu is unstable at room temperature

Fig. 3 (a) Solid-state structure of 1-Bn with thermal ellipsoids at 30% probability. Hydrogen atoms are omitted for clarity. Selected distances (Å)
and angles (°): Pd(1)–B(1) 2.032(4), Pd(1)–C(1) 2.260(3), Pd(1)–P(1) 2.3429(10), Pd(1)–P(2) 2.3407(10), C(1)–C(2) 1.477(5), B(1)–Pd(1)–C(1)
174.32(15), B(1)–Pd(1)–P(1) 76.60(12), B(1)–Pd(1)–P(2) 77.27(12), C(1)–Pd(1)–P(1) 108.72(9), C(1)–Pd(1)–P(2) 97.33(9), P(1)–Pd(1)–P(2) 153.77(3),
Pd(1)–C(1)–C(2) 127.7(2). (b) Solid-state structure of 1-OMeBn with thermal ellipsoids at 30% probability. Hydrogen atoms are omitted for clarity.
Selected distances (Å) and angles (°): Pd(1)–B(1) 2.025(3), Pd(1)–C(1) 2.249(3), Pd(1)–P(1) 2.3360(7), Pd(1)–P(2) 2.3402(8), C(1)–C(2) 1.486(4), P(1)–
Pd(1)–P(2) 154.50(3), C(1)–Pd(1)–P(1) 107.42(8), C(1)–Pd(1)–P(2) 97.83(7), B(1)–Pd(1)–P(1) 77.05(9), B(1)–Pd(1)–P(2) 77.53(9), B(1)–Pd(1)–C(1)
174.21(11), Pd(1)–C(1)–C(2) 123.44(18).

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 8164–8179 | 8167

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 8

/7
/2

02
4 

12
:5

2:
49

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3sc01459b


and performing the reaction at low temperature is not possible
due to the slow rate of the initial metathesis reaction.

The reaction between 1-Cl and iPrLi is rapid and aer 10
minutes at room temperature there is no 1-Cl le in the reaction
mixture. At this time, one major peak is observed in the 31P
NMR spectrum at 15.6 ppm, which based on its downeld
chemical shi is unlikely to be (tBuPBP)Pd(iPr) (1-iPr). Typically,
palladium(II) complexes containing a tBuPBP ligand have
chemical shis between 60–120 ppm, whereas the chemical
shi of the free tBuPBHP ligand is 17.0 ppm.26 There is also no
evidence for the generation of products associated with b-
hydride elimination from 1-iPr, as no signals corresponding to
(tBuPBP)PdH (1-H) (or related decomposition products, vide
infra) are observed in the 1H or 31P NMR spectra, and there are
no resonances associated with propene in the 1H NMR spec-
trum. Instead, we propose that the major species in the 31P
NMR spectrum is the organic compound tBuPBiPrP, which was
conrmed by mass spectrometry (see ESI†). We propose that
tBuPBiPrP forms from the rapid reductive decomposition of 1-iPr,
which is generated but not observed in the reaction. The
reductive process that 1-iPr is postulated to undergo is akin to
what we observed in the decomposition of 1-Bn (vide supra) in
that a new C–B bond is formed. However, in the case of 1-iPr, we
only see the free organic product tBuPBiPrP and there is no
evidence that tBuPBiPrP coordinates to palladium to form
a dimer analogous to 2-Bn. Instead, palladium black

precipitates out of solution. At this stage, it is unclear why
tBuPBiPrP does not coordinate to palladium in a similar fashion
to tBuPBBnP, and it is possible although unlikely that tBuPBiPrP is
formed through a pathway that does not even involve the
formation of 1-iPr.

The reaction between 1-Cl and nBuLi proceeds in an analo-
gous fashion to the reaction between 1-Cl and iPrLi and ulti-
mately gives palladium black and tBuPBnBuP. However, the
proposed intermediate alkyl complex, (tBuPBP)Pd(nBu) (1-nBu),
is more stable and at −35 °C the reaction mixture contained
primarily 1-nBu (∼97%), with only a small amount of the
organic decomposition product tBuPBnBuP (∼3%) (see ESI†).
Heating the sample to room temperature resulted in an increase
in the amount of decomposition product and it was not possible
to isolate 1-nBu. In contrast, as described above, it is possible to
cleanly isolate 1-nPr from the reaction between 1-Cl and
nPrMgCl and decomposition of 1-nPr only occurs at 60 °C (eqn
(2)). In this case, propene is observed in the 1H NMR spectra
along with products consistent with the formation and
decomposition of 1-H (vide infra), suggesting that decomposi-
tion primarily occurs via b-hydride elimination. Similar
decomposition via b-hydride elimination is observed at 65 °C
for 1-Et, with ethylene observed as a by-product. We also
examined the stability of previously reported 1-Me13g and
demonstrated that at 65 °C it undergoes very slow C–B reductive
coupling to form (tBuPBMeP)2Pd2 (2-Me) (see ESI†). Our results

Fig. 4 (a) Reaction scheme for decomposition of (tBuPBP)Pd(CH2C6H5) (1-Bn) to (tBuPBBnP)2Pd2 (2-Bn) and (b) solid-state structure of 2-Bnwith
thermal ellipsoids at 30% probability. Hydrogen atoms are omitted for clarity. Selected distances (Å) and angles (°): Pd(1)–P(1) 2.277(2), Pd(1)–
P(2A) 2.273(2), P(1)–Pd(1)–P(2A) 163.34(9).
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indicate that the stability of tBuPBP ligated Pd alkyl complexes is
related to the steric bulk of the alkyl group, so the order of
stability is 1-tBu ∼ 1-iPr < 1-nBu < 1-nPr ∼ 1-Et < 1-Me. Inter-
estingly, the least and most sterically bulky complexes decom-
pose via b-hydride elimination, while those with intermediate
steric properties decompose through reductive coupling. 1-Me
is an exception as it lacks any b-hydrogens and therefore despite
its small size decomposes via reductive coupling.

To verify our hypothesis that the rapid decomposition of
1-tBu results in the formation of the palladium hydride complex
1-H, we attempted to independently prepare 1-H. Reaction of 1-
Cl with 1 equivalent of LiHBEt3 in C6D6 generated two major
products in an approximately 55 : 45 ratio by 1H and 31P NMR
spectroscopy (Fig. 5). We propose that one of these is 1-H
because the 31P NMR chemical shi (115 ppm, 55%) is very
close to the shi for the corresponding (tBuPBP)PtH complex
(114.5 ppm).27 The other resonance in the 31P NMR spectra is
observed at 96.4 ppm, but even though it is present in both the
decomposition of 1-tBu, 1-Et, and 1-nPr, as well as the attempted
direct synthesis of 1-H, we are unsure of the identity of the
complex giving rise to this signal. Further, although the
complex giving rise to the signal at 96.4 ppm is relatively stable
over 12 hours, the complex giving rise to the signal at 115 ppm
decomposes at room temperature in C6D6 to give a dimeric
palladium(0) complex, 2-H, in which the hydride has reductively
coupled with the boron atom of the tBuPBP ligand to give a new
H–B bond (Fig. 5). This is an analogous process to the decom-
position of 1-Bn, except an H–B bond is formed instead of a C–B
bond. 2-H was characterized by single crystal X-ray diffraction

(Fig. 5b) and contains two distorted linear palladium(0) centers.
The phosphorous atoms of the pincer ligands have rearranged
so they bind to two different palladium centers rather than
a single palladium center. In this case, it is presumably not
steric factors that drive the decomposition of the palladium
hydride but the formation of a strong H–B bond. Given the large
number of stable pincer-supported palladium hydrides,28 we
hypothesize that 1-H is unstable because of the trans-inuence
of the boryl ligand, which signicantly destabilizes the hydride
relative to other species which have weaker trans-inuence
ligands opposite the hydride.

To compare the reactivity of tBuPBP supported palladium
alkyl complexes with a tBuPBP supported palladium aryl species,
we prepared (tBuPBP)Pd(C6H5) (1-Ph) (eqn (2)). Although, the
synthesis of 1-Ph followed the same route as the palladium alkyl
species described above,29 the reaction of 1-Cl with PhMgBr was
signicantly slower than the corresponding reactions with alkyl
lithium or Grignard reagents. Specically, the reaction with
PhMgBr took two days to reach completion at room tempera-
ture, whereas the reactions with alkyl lithium or Grignard
reagents were typically complete in less than one hour at room
temperature (except for tBuMgCl). This is likely related to the
lower nucleophilicity of aryl Grignard reagents compared with
alkyl Grignard reagents. Aer recrystallization to remove Mg
salt impurities, we were able to isolate 1-Ph in 66% yield. 1-Ph
was characterized by X-ray crystallography (see ESI†). The Pd–C
bond distance in is 2.162(3) Å, which is signicantly shorter
than the Pd–C bond length in all of our palladium alkyl
complexes. This is likely due to the fact that the carbon atom

Table 1 Summary of the reactions of RMgCl or RLi with (tBuPBP)PdCl (1-Cl)

Entry Reagent
1-R
isolable Stability of 1-R at rt Decomposition pathway

1 MeLi Yesa Stablea Slow reductive coupling (at 65 °C) to give 2-Me (see ESI)
2 EtLi Yes Stable b-Hydride elimination (at 65 °C)
3 nPrMgCl Yes Stable b-Hydride elimination (at 60 °C)
4 nBuLi No Unstable Reductive coupling to give tBuPBnBuP and palladium black
5 iPrLi No Not observed Reductive coupling to give tBuPBiPrP and palladium black
6 tBuMgCl No Not observed b-Hydride elimination
7 BenzylMgCl Yes Stable Reductive coupling (at 65 °C) to give 2-Bn
8 4-OMe-BenzylMgCl Yes Stable Reductive coupling (at 65 °C) to give 2-OMeBnb

a See ref. 13g. b 2-OMeBn was characterized by analogy to 2-Bn and was not isolated.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 8164–8179 | 8169
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bound to palladium in 1-Ph is sp2-hybridized and is consistent
with the trend observed for PCP-supported pincer complexes.14

Reactivity of tBuPBP supported palladium alkyl and aryl
complexes with CO2

The reaction of 1-Et with 1 atm of CO2 in C6D6 at room
temperature quantitively generated the palladium carboxylate
complex (tBuPBP)Pd{OC(O)CH2CH3} (3-Et) in approximately 2
hours (Fig. 6). This is the fastest rate of CO2 insertion observed
for a pincer supported palladium alkyl species. 3-Et was isolated
and characterized using single crystal X-ray diffraction (Fig. 7).
The solid-state structure conrms k1-binding of the carboxylate.
The Pd–O bond distance is 2.1803(14) Å, which is relatively long
for a palladium(II) carboxylate complex.13g,14a,30 This suggests
that it will be easier to cleave the Pd–O bond in 3-Et compared to
related palladium carboxylate complexes, which have been

generated via CO2 insertion reactions.6,14a The Pd–B bond
distance is signicantly shorter in 3-Et (1.973(2) Å) compared
with 1-Et (2.029(7) Å), which is consistent with the carboxylate
ligand exerting a signicantly weaker trans-inuence than the
ethyl ligand.

Fig. 5 (a) Synthesis and decomposition of tBuPBP supported palladium hydride, 1-H, to form (tBuPBHP)2Pd2 (2-H). The decomposition at room
temperature in solution prevented the isolated of 1-H. (b) Solid-state structure of 2-Hwith thermal ellipsoids at 30% probability. Hydrogen atoms
are omitted for clarity. Selected distances (Å) and angles (°): Pd(1)–P(1) 2.2821(15), Pd(1)–P(2A) 2.2850(15), P(1)–Pd(1)–P(2A) 159.99(5).

Fig. 6 Relative rates of CO2 insertion into tBuPBP supported palladium
alkyl complexes to form palladium carboxylate complexes.

Fig. 7 Solid-state structure of 3-Et with thermal ellipsoids at 30%
probability. Hydrogen atoms are omitted for clarity. Selected distances
(Å) and angles (°): Pd(1)–B(1) 1.973(2), Pd(1)–O(1) 2.1803(14), Pd(1)–P(1)
2.3449(5), Pd(1)–P(2) 2.3450(5), B(1)–Pd(1)–O(1) 173.80(7), B(1)–Pd(1)–
P(1) 78.20(7), B(1)–Pd(1)–P(2) 78.45(7), O(1)–Pd(1)–P(1) 101.78(4), O(1)–
Pd(1)–P(2) 101.30(4), P(1)–Pd(1)–P(2) 156.617(19), Pd(1)–O(1)–C(1)
123.46(14).

8170 | Chem. Sci., 2023, 14, 8164–8179 © 2023 The Author(s). Published by the Royal Society of Chemistry
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The rapid insertion of CO2 into 1-Et at room temperature
enabled us to use NMR spectroscopy to measure the kinetics of
the reaction. We performed kinetics experiments under pseudo-
rst order conditions with an excess of CO2 and measured both
the disappearance of 1-Et and the appearance of 3-Et (Fig. 8a).
The reaction is rst order in both 1-Et and [CO2], so the overall
rate law is k1[(

tBuPBP)Pd(CH2CH3)][CO2] (Fig. 8b and ESI†). We
were able to obtain values of k1 at different temperatures by
dividing the kobs values obtained from a plot of ln([(tBuPBP)
Pd(CH2CH3)]) versus time by the concentration of CO2 (Table 2
and ESI†). The most striking feature of our k1 values is that at
40 °C, the rate constant for CO2 insertion into 1-Et is more than
double the rate constant for insertion into 1-Me that we
measured previously.13g In the only other comparative study of
the rates of CO2 insertion into metal methyl and ethyl species,
Darensbourg and co-workers observed that CO2 insertion into
[RW(CO)5]

− (R = CH3 or CH2CH3) is 1.5 times faster for methyl
than for ethyl, the opposite trend to our system.8b At this stage,
given the paucity of other comparative studies on the rates of
CO2 insertion into different metal alkyls, it is unclear if either
result is an outlier or the nature of the underlying factors that
cause the variation in trends.

Using the values of k1 at different temperatures we deter-
mined the activation parameters for CO2 insertion into 1-Et
through Eyring analysis. The enthalpy of activation, DH‡, is 11.3
± 1.1 kcal mol−1, the entropy of activation, DS‡, is −29.0 ± 2.9
cal mol−1 K−1, and DG‡

298 is 20.0 ± 2.0 kcal mol−1 (see ESI†). All
of these values are within error to those previously measured for
1-Me,13g suggesting that the reactions proceed via similar
pathways. The enthalpy for CO2 insertion into 1-Et is lower than
that observed for insertion into palladium methyl complexes
with pincer ligands that contain a lower trans-inuence donor
in the central position. For example, DH‡ for CO2 insertion into
(tBuPCP)Pd(CH3) (tBuPCP = 2,6-C6H3(CH2P

tBu2)2) is 17.4 ±

1.7 kcal mol−1.14b This is consistent with the tBuPBP ligand
destabilizing 1-Et by weakening the Pd–C bond of the palladium

ethyl ligand. The negative entropy of activation is similar to
those observed in other systems for CO2 insertion13g,14b and is in
agreement with a rate-limiting transition state in which two
molecules are combining to form one compound in the tran-
sition state.

The reaction of 1-nPr with 1 atm of CO2 in C6D6 at room
temperature also cleanly generated the palladium carboxylate
complex (tBuPBP)Pd{OC(O)CH2CH2CH3} (3-nPr) (Fig. 6).
Surprisingly, CO2 insertion into 1-nPr is signicantly slower
than the corresponding insertion reactions with 1-Me and 1-Et.
In the case of 1-nPr, the reaction required 3 days to reach
completion at room temperature.31 This slow rate of insertion
precluded the measurement of a rate constant using our NMR
method, but based on the reaction half-life of approximately 11
hours we estimate that insertion into 1-nPr occurs approxi-
mately one order of magnitude slower than the rate of insertion
into 1-Me. Further, we were unable to heat the reaction of 1-nPr
with CO2 to sufficiently speed up the reaction, as this resulted in
decomposition of 1-nPr. Overall, our results show that the
simple change in alkyl group from 1-Me to 1-Et to 1-iPr results in

Fig. 8 Representative traces for the insertion of CO2 into (tBuPBP)Pd(CH2CH3) (1-Et) at 30 °C in C6D6 with 1 atm of CO2 showing (a) the
concentrations of (tBuPBP)Pd(CH2CH3) (1-Et) and (tBuPBP)Pd{OC(O)CH2CH3} (3-Et) as a function of time and (b) the ln of the concentration of
(tBuPBP)Pd(CH2CH3) (1-Et) as a function of time.

Table 2 Comparison of the rate constants for CO2 insertion into
(tBuPBP)Pd(alkyl) at various temperatures, solvents, and 1 atm of CO2

Entry Complex
Temperature
(°C) Solvent k1 (M

−1 s−1 × 10−2)a

1 1-Et 25 C6D6 1.2
2 1-Et 30 C6D6 2.1
3 1-Et 35 C6D6 2.9
4 1-Et 40 C6D6 3.4
5 1-Et 45 C6D6 4.7
6 1-Me 40 C6D6 1.3
7 1-Me 45 C6D6 2.3
8 1-Bn 30 Pyridine-d5 0.48
9 1-OMeBn 30 Pyridine-d5 0.43

a These values are the average of two trials and the errors are ±10%.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 8164–8179 | 8171
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signicant and non-intuitive changes in the rates of CO2

insertion. This is potentially important in catalysis as it implies
the rate of CO2 insertion into palladium alkyl complexes (and
potentially other metal alkyl complexes) will be heavily
substrate dependent.

The reactions of the benzyl complexes 1-Bn and 1-OMeBnwith
1 atm of CO2 at room temperature formed the carboxylate
complexes (tBuPBP)Pd{OC(O)CH2C6H5} (3-Bn) and (tBuPBP)Pd
{OC(O)CH2-4-OMe-C6H4} (3-

OMeBn), respectively (Fig. 6). These
reactions were signicantly slower than the corresponding
insertion reactions with 1-Me, 1-Et, or even 1-nPr. For example,
in C6D6 at room temperature the reactions took approximately 5
days to reach completion. The slower rate of insertion into
palladium benzyl complexes compared with palladium n-alkyl
complexes is unsurprising as the benzylic carbon bound to
palladium is expected to be a worse nucleophile due to the
electron-withdrawing nature of the aromatic group, which
makes it less energetically favorable to attack electrophilic CO2.
In order to measure the kinetics of insertion into 1-Bn and
1-OMeBn we needed to increase the rate of the reaction. Unfor-
tunately, it is not possible to raise the temperature to promote
CO2 insertion into 1-Bn in C6D6 as this leads to decomposition
to form the palladium(0) complex, 2-Bn, as well as the CO2

inserted product. However, we have previously demonstrated
that the rates of CO2 insertion reactions can be increased by
performing the reaction in solvents with a higher Dimroth–
Reichardt ET(30) parameter,13g,32 which is an empirical measure
of the polarity of a solvent.33,34 When CO2 insertion reactions
were performed in pyridine-d5, the reactions with 1-Bn and
1-OMeBn were complete in approximately 5 hours at room
temperature, with no evidence for the formation of palla-
dium(0) complexes. This again highlights the dramatic effect of
solvent on CO2 insertion reactions.13g,32,35 At 30 °C, the rate
constants for CO2 insertion into 1-Bn and 1-OMeBn in pyridine-
d5 were 0.0048 ± 0.0005 and 0.0043 ± 0.0004 M−1 s−1, respec-
tively. The fact that these values are the same within error
indicates that the substitution on the phenyl ring surprisingly
does not signicantly affect the nucleophilicity of the carbon
bound to palladium and means that in the catalytic carboxyla-
tion of benzylic substrates36 the electronic effect of the substit-
uents on the rate of CO2 insertion is likely minimal.
Unfortunately, we are unable to measure the rate constants for
CO2 insertion into 1-Me or 1-Et in pyridine-d5 because the
reaction occurs too fast to obtain an accurate rate constant
using NMR spectroscopy. However, we estimate a minimum
rate constant of 0.2 M−1 s−1, which is signicantly faster than
for the benzyl compounds.

In contrast to our results with palladium alkyl complexes, no
reaction was observed when 1-Ph was treated with 1 atm of CO2,
even aer prolonged heating at elevated temperature. Although
at this stage it is unclear whether kinetic or thermodynamic
factors are responsible for the lack of reactivity, our result is
consistent with observations for other pincer supported Group
10 phenyl complexes, which also do not react with CO2.13b,e

Hence, although the PBP ligand promotes CO2 insertion into
palladium alkyl complexes, it does not facilitate insertion
reactions into palladium aryl complexes.

Computational studies of CO2 insertion into palladium alkyl
and aryl complexes

We performed DFT calculations (PBE0-D3BJ, IEFPCM) to
further understand the mechanism of CO2 insertion into 1-Me,
1-Et, 1-nPr, 1-Bn, and 1-OMeBn. Previously, we have demon-
strated that CO2 insertion into 1-Me follows an SE2 (or outer-
sphere) pathway (Fig. 9a),13g in which the rst and rate-limiting
step is nucleophilic attack of the carbon atom of the palladium
methyl on the electrophilic carbon atom of CO2 to form the C–C
bond. Notably, there is no interaction between CO2 and the
palladium center at the transition state. The second step in CO2

insertion into 1-Me via an SE2 pathway has a signicantly lower
barrier and involves the rearrangement of an carboxylate-
palladium ion pair, bound through a C–H s-bond, to the
neutral Pd–O containing product.13g An alternative pathway
involving 1,2-insertion (innersphere, Fig. 9b) in which both the
Pd–O and C–C bonds are formed at the same transition state
was calculated to be energetically unfavorable for 1-Me.

Here, we calculated that for CO2 insertion into 1-Et, the
barrier for the rst step in the SE2 pathway is 17.7 kcal mol−1 at
298 K (Fig. 10, Table 3).37 This is in good agreement with the
experimentally determined barrier of 20.0± 2.0 kcal mol−1 (vide
supra). The barrier for the innersphere 1,2-insertion pathway is
calculated to be 26.0 kcal mol−1, unambiguously indicating that
the SE2 pathway is preferred. A surprising feature of 1-Et is that
it does not undergo facile b-hydride elimination. We calculated
that the barrier for b-hydride elimination is relatively high
(32.3 kcal mol−1), consistent with the stability of the complex
towards b-hydride elimination. b-Hydride elimination is
presumably disfavored because of the rigidity of the pincer
ligand, which makes it energetically difficult for the complex to
distort to form the syn co-planar arrangement of the palladium,
Ca, Cb, and H required for b-hydride elimination.

DFT calculations predict that the barriers for CO2 insertion
into 1-Me and 1-nPr are 19.4 kcal mol−1 and
21.8 kcal mol−1(Table 3), respectively, which means that the
calculations are in line with the experimental trends in rate (1-
Et > 1-Me > 1-nPr).38 The rate-determining transition states for
CO2 insertion into 1-Me, 1-Et, and 1-nPr are analogous (the rst
step in the SE2 mechanism), so the differences in rate are not
related to a change in mechanism. Instead, we propose that the
difference in rates is due primarily to steric factors, which affect
the relative stability of both the reactant complexes and the
transition states. 1-Et and 1-nPr are likely slightly destabilized
relative to 1-Me because of steric interactions between the ethyl
or propyl ligand and the tert-butyl substituents of the tBuPBP
ligand. This is reected by the increased thermodynamic
favorability of CO2 insertion into 1-Et and 1-nPr compared to 1-
Me (DG° = −27.5 and −26.2 kcal mol−1, respectively, versus
−22.9 kcal mol−1). Presumably, in the carboxylate complexes,
the steric pressure is relieved because of the absence of hydro-
gens on the oxygen bound to palladium.

The steric properties of 1-Me, 1-Et, and 1-nPr were quanti-
tatively evaluated by calculating the percent buried volume (%
VBur) of these complexes based on their crystal structures using
the Salerno molecular buried volume program (SambVca 2.1)

8172 | Chem. Sci., 2023, 14, 8164–8179 © 2023 The Author(s). Published by the Royal Society of Chemistry

Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 8

/7
/2

02
4 

12
:5

2:
49

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3sc01459b


(Fig. 11).39 Although there is only a small difference in %VBur
between the three complexes (86.9% for 1-Me, 87.7% for 1-Et,
and 88.2% for 1-nPr) the absolute magnitude of these numbers
indicates the high degree of steric crowding around the palla-
dium centers and suggests that small changes could have
a signicant impact on the rate of CO2 insertion. Our proposal
is that 1-Et is sufficiently sterically crowded to destabilize the

ethyl ligand, but still open enough for CO2 to easily approach
the ethyl group. This increases the rate of insertion in
comparison to 1-Me. In contrast, even though 1-nPr is suffi-
ciently sterically crowded to destabilize the n-propyl ligand, the
complex is so congested that it is unfavorable for CO2 to
approach, which increases the barrier for insertion. Consistent
with this proposal, the computed barrier for CO2 insertion into

Fig. 9 Two plausible mechanisms for CO2 insertion into pincer-supported palladium alkyl complexes: (a) SE2 (outersphere) and (b) 1,2-insertion
(innersphere). For 1-Mewe previously demonstrated that the SE2 pathway is lower energy and the initial nucleophilic attack of the carbon atomof
the methyl group on CO2 is rate-determining.13g

Fig. 10 Relative free energies of CO2 insertion into 1-Et via an SE2 (outersphere) and 1,2-addition (innersphere) pathway, as well as the energy for
b-hydride elimination. In the SE2 pathway, we were unable to find the intermediate and barrier for the second rearrangement step to form the
palladium carboxylate product, as the rearrangement occurs spontaneously during geometry optimization. However, this process has previously
been demonstrated to be low energy in related systems.13g

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 8164–8179 | 8173
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the even more sterically congested (tBuPBP)Pd{CH(CH3)2} (1-
iPr)

increases to 28.2 kcal mol−1 (Table 3). Finally, the trajectory of
electrophilic attack of CO2 is quite different for 1-Me compared
to 1-Et and 1-nPr. In 1-Me the CO2 is nearly orthogonal to the
palladium methyl bond, whereas in 1-Et and 1-nPr is it essen-
tially co-planar (Fig. 12). In 1-Et and 1-Pr this geometry leads to
close contacts between three C–H bonds and the incipient
carboxylate group, which may help stabilize the emerging
charge on the carboxylate group. We were unable to locate
a similar TS geometry for insertion into 1-Me, and in the
calculated TS there are only interactions between two C–H
bonds and the incipient carboxylate group. In the case of 1-Pr,
destabilization due to steric strain is likely a larger force than
stabilization due to an extra non-covalent interaction and
therefore the overall barrier is higher.

To further probe the role of steric factors on the rates of CO2

insertion, we performed calculations on the smaller model
complexes (RPBP)Pd(alkyl) (R=Me or iPr; alkyl= CH3, CH2CH3,
or CH2CH2CH3). Interestingly, in the case of MePBP, DFT
predicts that the preferred CO2 insertion pathway changes from

SE2 to 1,2-insertion for all tested alkyls (see ESI†), suggesting
that the size of the ligand is crucial in determining the reaction
pathway. We propose that complexes with a smaller steric
prole are more likely to react via a 1,2-insertion pathway
compared with complexes that are more congested, because in
this case it is easier for CO2 to interact with the metal center.
Further, in the case of MePBP supported complexes, the calcu-
lated rates of insertion are the same for the methyl, ethyl, and n-
propyl species, suggesting that the nature of the alkyl group is
less important for systems that react through a 1,2-insertion
pathway. This is unsurprising, as in the 1,2-insertion pathway
the metal center is directly involved, which likely lessens the
impact of the alkyl group. For the iPrPBP supported palladium
complexes, 1,2-insertion is preferred for (iPrPBP)Pd(CH3),
whereas the SE2 pathway is preferred for the ethyl and propyl
complexes, with the later showing higher barriers than (iPrPBP)
Pd(CH3). The barrier for insertion into (iPrPBP)Pd(CH2CH3) is
lower than for (iPrPBP)Pd(CH2CH2CH3), indicating that there is
a steric effect with the iPrPBP pincer ligand. The computed
results with the smaller ancillary ligands suggest that the
observation that CO2 insertion is faster for 1-Et than for 1-Me or
1-nPr is unlikely to be general to all systems. The tBuPBP ligand
creates a sufficiently crowded environment where a minor
change in the sterics results in non-intuitive changes in rate,
whereas for other supporting ligands this will not be the case, as
evidenced by our calculated results with iPrPBP and MePBP.

We next investigated the barriers for CO2 insertion into the
palladium benzyl complexes 1-Bn, 1-OMeBn, as well as the
hypothetical complex (tBuPBP)Pd(CH2-4-CF3-C6H4) (1-CF3Bn)
(Table 3). The calculated barrier for CO2 insertion into 1-Bn
(20.3 kcal mol−1) is higher than for 1-Me and 1-Et, in agreement
with our experimental observations. In contrast, we computa-
tionally predict that insertion into 1-nPr is more challenging
than insertion into 1-Bn, which contradicts our experimental
results, but likely reects some computational error. When
calculations were performed with other functionals (see ESI†),
there were cases where the barrier for insertion into 1-Bn was
higher than for 1-nPr, indicating that different DFT functionals
provide slighty different TS structures. The lowest energy
pathway for insertion into 1-Bn involves an SE2 mechanism and
the geometric parameters at the transition state for insertion
are similar to those observed for 1-Me, 1-Et, and 1-nPr. Previous

Table 3 Calculated barriers for CO2 insertion into (RPBP)Pd(alkyl)
complexes

Complex
DG‡ (kcal
mol−1)

(tBuPBP)Pd(CH3) (1-Me) 19.4
(tBuPBP)Pd(CH2CH3) (1-Et) 17.7
(tBuPBP)Pd(CH2CH2CH3) (1-

nPr) 21.8
(tBuPBP)Pd{CH(CH3)2} (1-

iPr) 28.2
(tBuPBP)Pd(CH2C6H5) (1-Bn) 20.3
(tBuPBP)Pd(CH2-4-OMeC6H4) (1-

OMeBn) 20.5
(tBuPBP)Pd(CH2-4-CF3C6H4) (1-

CF3Bn) 20.6
(tBuPBP)Pd(C6H5) (1-Ph) 34.6a

(iPrPBP)Pd(CH3) 16.8a

(iPrPBP)Pd(CH2CH3) 18.7
(iPrPBP)Pd(CH2CH2CH3) 20.3
(MePBP)Pd(CH3) 17.5a

(MePBP)Pd(CH2CH3) 17.3a

(MePBP)Pd(CH2CH2CH3) 17.5a

a The lowest energy pathway for CO2 insertion is the 1,2-insertion (or
innersphere) mechanism rather than the SE2 (or outersphere)
mechanism.

Fig. 11 Topographic steric maps of (a) 1-Me, (b) 1-Et, and (c) 1-nPr as viewed down the C–Pd bond towards the plane defined by P–Pd–P.39
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calculations on CO2 insertion into palladium benzyl species
have also invoked an SE2 pathway.40 Calculations on CO2

insertion into 1-OMeBn or 1-CF3Bn indicate that the barriers for
insertion into these species are approximately the same as for
the unsubstituted palladium benzyl species. This is unexpected
as it suggests that the impact of the para-substituent on the
nucleophilicity of the benzylic carbon is negligible even though
this substituent should impact the energy of the p*-orbital
which stabilizes or destabilizes the carbon. Nevertheless, our
calculations are in agreement with the experimental rate
constants of 1-Bn and 1-OMeBn being within error (vide supra).

In contrast to the facile insertion of CO2 into palladium alkyl
complexes supported by tBuPBP ligands, we did not observe CO2

insertion into 1-Ph. To understand this reactivity, we calculated
the kinetic and thermodynamic parameters associated with CO2

insertion into 1-Ph. Although the reaction is considerably
thermodynamically downhill (by −19.2 kcal mol−1), the kinetic
barrier is 34.6 kcal mol−1, which explains why no reaction is
observed experimentally. Consistent with our previous results
for CO2 insertion into palladium–C(sp2) bonds,40 the transition
state is classied as innersphere, with a Pd–CCO2

interaction of
3.03 Å. To understand the inuence of the tBuPBP ligand on CO2

insertion into 1-Ph, we calculated the energy of the transition
state for CO2 insertion into (tBuPCP)Pd(C6H5) (

tBuPCP = 2,6-C6-
H3(CH2P

tBu2)2), which features a pincer ligand with a lower
trans-inuence donor opposite the phenyl group. In this case,
the activation energy associated with an innersphere transition
state is 46.3 kcal mol−1, indicating that inuence of the tBuPBP
ligand is signicant. However, in order for CO2 insertion to
become kinetically viable experimentally, a different approach
needs to be adopted than introducing a stronger trans-inuence
ligand opposite the phenyl ligand, as the tBuPBP ligand is one of
the strongest trans-inuence ligands available and it does not
lower the activation energy for CO2 insertion enough for the
reaction to proceed under mild conditions.

Conclusions

In this work, we prepared and crystallographically characterized
an unusual series of tBuPBP supported palladium alkyl and aryl

complexes including species with ethyl, n-propyl, benzyl, and
phenyl ligands. In contrast, tBuPBP supported palladium
complexes with n-butyl, iso-propyl, and tert-butyl ligands were
either unstable or could not be observed. The rates of decom-
position of the alkyl complexes are related to the steric bulk of
the alkyl ligand with a putative tert-butyl complex decomposing
faster than the ethyl species. The palladium alkyl complexes
decompose via two different routes. The least and most steri-
cally bulky complexes containing ethyl or tert-butyl ligands
decompose via b-hydride elimination. In contrast, complexes
containing n-butyl and iso-propyl ligands are stable towards b-
hydride elimination and along with benzyl complexes decom-
pose via an uncommon reductive coupling reaction, which
involves the formation of a new C–B bond and either well-
dened palladium(0) dimers or palladium black. Attempts to
synthesize a tBuPBP supported palladium hydride were unsuc-
cessful because a similar reductive coupling occurred to
generate a dimeric palladium(0) complex with two new H–B
bonds. The observation of decomposition via reductive
coupling across a series of complexes conrms that this is
a general reaction for RPBP supported complexes.

tBuPBP ligated palladium complexes with ethyl, n-propyl, and
benzyl ligands all cleanly insert CO2 to form the corresponding
carboxylate complexes, allowing for a rare study of the rates of
CO2 insertion across an analogous series of metal alkyl
complexes. Kinetic studies demonstrate that the rate of CO2

insertion into 1-Et is more than double the rate for insertion
into 1-Me, which in turn is ten times faster than the rate of
insertion into 1-nPr. CO2 insertion into tBuPBP supported
palladium benzyl complexes is much slower than insertion into
n-alkyl complexes, likely because the carbon atom of the benzyl
group is less nucleophilic. DFT calculations indicate that
insertion reactions into 1-Me, 1-Et, 1-nPr, and 1-Bn proceed via
an outersphere SE2 pathway and steric factors are responsible
for the observed differences in rate between the n-alkyl
complexes. They also suggest that the counterintuitive trends
in the rates of CO2 insertion observed in the present work will
not occur for all metal alkyl systems but are related to the
specic steric factors present in this group of complexes.
Although the strong trans-inuence of the boryl ligand in tBuPBP

Fig. 12 Rate determining transition states for CO2 insertion into (a) 1-Me, (b) 1-Et, and (c) 1-nPr. Close contacts between ligand C–H bonds and
the incipient carboxylate group are highlighted in red. The bond forming atoms are connected by a dotted black line.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 8164–8179 | 8175
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promotes CO2 insertion into palladium alkyl complexes, no
reaction is observed between 1-Ph and CO2. Overall, our results
highlight how the rates of CO2 vary across an analogous series
of palladium alkyl and aryl complexes and DFT calculations
provide explanations for the observed trends. This information
will be valuable for the development of catalytic reactions that
involve CO2 insertion into metal alkyl bonds as an elementary
step.
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Abstract: Here we present an effective nickel-catalyzed 
carbonylative cross-coupling for direct access to alkyl aryl ketones 
from readily accessible redox-activated tetrachlorophthalimide esters 
and aryl boronic acids. The methodology, which is run employing only 
2.5 equivalents of CO and simple Ni(II) salts as the metal source, 
exhibits a broad substrate scope under mild conditions. Furthermore, 
this carbonylation chemistry provides an easy switch between 
isotopologues for stable (13CO) and radioactive (14CO) isotope 
labeling, allowing its adaptation to the late-stage isotope labeling of 
pharmaceutically relevant compounds. Based on DFT calculations as 
well as experimental evidence, a catalytic cycle is proposed involving 
a carbon-centered radical formed via nickel(I)-induced outer-sphere 
decarboxylative fragmentation of the redox-active ester.   

Introduction 

Isotopologues of pharmaceutical candidates enriched with 14C are 
important compounds necessary for modern drug development 
programs. They provide access to essential metabolism data of 
such candidates through in vivo studies in animals and humans, 
as well as providing an opportunity to explore their 

pharmacokinetic/pharmacodynamic properties and 
environmental fate.[1] Generally, carbon isotopes are preferred 
over other elements for isotope labeling because of the metabolic 
stability of the carbon skeleton, simplifying the interpretation of the 
generated data.[2] However, synthesis of 14C-isotopologues is 
generally more challenging than accessing the parent compound. 
Firstly, it is essential that the radiolabel is installed at a chemically 
and biologically stable position of the target molecule to track the 
fate of the drug candidate. Secondly, there is only a limited and 
expensive pool of radiolabeled starting materials available as a 
source for the radiolabeling. The corresponding stable 13C-
isotopologues play important roles as internal standards for 
bioassays, as well as compounds for the assessment of a number 
of pharmacological properties.[3] Although the selection of 13C 
labeled precursors is significantly larger than those containing 14C, 
the synthetic challenges for installing the carbon isotope label in 
the correct position of the target candidate remains the same.  
Carbonyl-containing functional groups, including carboxylic acids 
and esters, carboxamides and ketones constitute some of the 
most common motifs in pharmaceuticals and drug-like 
molecules.[4] Therefore, these groups represent ideal targets for 
late-stage carbon isotope incorporation, which has also been 
explored with various strategies, including dynamic exchange and 
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low-pressure carbonylative cross-coupling methods.[5] One 
powerful strategy for the introduction of the desired carbon label 
relies on transition metal-mediated carbonylation chemistry 
applying stoichiometric 13/14C-isotopically labeled CO.[6] The CO 
itself may be generated from an appropriately labeled carbon 
monoxide releasing molecule (CORM). We have earlier 
demonstrated the value of such a strategy for both alkoxy- and 
aminocarbonylations with aryl electrophiles,[7] but also for the 
installation of carbonyl groups onto sp3 carbon centers.[8]  
Suzuki cross couplings and amide bond forming reactions are 
some of the most abundantly employed  chemical transformations 
in drug development research.[4, 9] As a result, both alkyl 
carboxylic acids and aryl boronic acids are among the most widely 
used starting materials in organic synthesis. Therefore, the 
development of new cross-coupling reactions exploiting these 
inexpensive and abundant building blocks is highly attractive.[10] 
Carboxylic acids activated as redox-active esters can participate 
in single-electron transfer (SET) reactions providing access to 
open shell alkyl species via radical  reductive decarboxylative 
fragmentation applying nickel catalysis.[11] Previously, the groups 
of Baran[10b, 11a, 11b] and Zhang[12] demonstrated the use of 
commercially available homogeneous nickel-catalysts for the 
efficient cross-coupling of aryl boronic acids and alkyl 
electrophiles via alkyl radical intermediates (Scheme 1). Baran 
and co-workers reported the successful coupling of redox-active 
N-hydroxy (tetrachloro)phthalimide (TCNHPI) esters with aryl 
boronic acids applying a simple homogeneous nickel catalyst 
prepared from the commercially available bipyridine ligand 4,4’-
di-tert-butyl-2,2’-bipyridyl (dtbbpy) and NiCl2·6H2O.[10b] With a 
similar readily available nickel catalyst, Zhang and co-workers 
disclosed the carbonylative cross-coupling of difluoroalkyl 
bromides with aryl boronic acids under 1 atm of CO to form 
difluoroalkyl aryl ketones.[12b] Although successful, the reaction 
proved unrewarding for non-activated electrophiles, posing a 
challenge to develop general conditions for the synthesis of alkyl 
aryl ketones. 
Considering the importance of alkyl aryl ketones as a common 
framework in a variety of active pharmaceutical ingredients 
(Scheme 1),[4, 13] we wondered whether the previous methodology 
disclosed by Baran and his team[10b] could be adapted to 
carbonylation chemistry. If successful, such an approach would 
provide a rapid route to the corresponding isotopically labeled 
compounds through a nickel-catalyzed carbonylative cross-
coupling between aryl boronic acids and alkyl carboxylic acids 
with stoichiometric amounts of CO released from an appropriate 
CORM.[14] Below, we describe the development and usefulness 
of this protocol as a platform for the late-stage synthesis and 
(radio)labeling of alkyl aryl ketones. Furthermore, mechanistic 
details of the catalytic cycle of the carbonylative cross coupling 
are revealed through DFT calculations, underlining the 
importance of alkyl radical intermediates generated from the 
redox-active ester, as well as a migratory insertion step of CO into 
a nickel aryl bond. The study also suggests that transmetallation 
of an aryl boronic acid onto a NiI species is feasible, increasing 
the propensity of the nickel center to transfer a single electron to 
the redox-active ester.[8d, 15] 
 

R1
B(OH)2

OTCPI

O
R2

R3
R1 R3

R2

+

a)  Baran and coworkers9b

R1
B(OH)2
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+

b)  Zhang and coworkers11b

R2 CF2Br

(R2 = alkyne / CO
2R, CONHR)
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O
R2
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+
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Sila*COgen/*COgen
activation
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O

Previous Ni-catalyzed couplings of ArB(OH)2
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Drugs containing alkyl aryl ketones
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(antidopaminergic) Bupropion

(atypical antidepressant)
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O

Cl

Me

Me

Me
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O

F
N
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NH
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OO

EtHN
OH

Propafenone
(cardiac therapy)

Scheme 1. Ni-catalyzed cross-couplings of aryl boronic acids and alkyl 

electrophiles; Marketed drugs containing alkyl aryl ketones. 

Results and Discussion 

Inspired by the previous reports from the groups of Baran[10b] and 
Zhang,[12] we were curious as to whether the Ni-catalyzed cross 
coupling of aryl boronic acids with activated alkyl esters could be 
readily adapted to carbonylation chemistry, thereby providing a 
general synthesis of alkyl aryl ketones. Furthermore, for its 
applicability to carbon isotope labeling, it is crucial that reaction 
conditions involving only stoichiometric quantities of carbon 
monoxide could be identified. As such, we initially investigated the 
carbonylative cross coupling of the activated ester of cyclohexane 
carboxylic acid (1) and phenylboronic acid (1b), applying the 
simple NiCl2·6H2O complex with the bipyridine ligand, dtbbpy, 
exactly as reported by Baran and co-workers.[10b] All reactions 
were run in the two chamber reactor, COware®. SilaCOgen was 
used as the CO releasing precursor in all cases except for the 
studies related to 14C-labeling, whereby COgen was employed 
because of its easier synthesis as a 14C-CO precursor. The yields 
of the optimization reactions were obtained by GC analysis 
compared to an internal standard.[14b,14d] 

After an extensive initial optimization of this transformation, with 
some of the results revealed in Table 1, we were able to 
successfully obtain the phenyl cyclohexyl ketone 2 in a 60% yield 
(entry 1). The best yield was observed with 2.5 equivalents of 
SilaCOgen along with DIPEA as base and with a solvent mixture 
of toluene:DMF(10:1). Alternative conditions including exchange 
of toluene for other solvents (entries 2–4) or increasing the 
number of equivalents of DIPEA (entry 5) did not lead to an 
improved yield of ketone 2. Leaving out the base or exchanging 
DIPEA for triethylamine or potassium carbonate (entries 6–8) 
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were unrewarding. No product formation was observed when the 
reaction conditions were applied to the more electron-rich redox-
active NHPI ester (entry 9). Similarly, substituting phenylboronic 
acid with its pinacol ester derivative yielded no ketone product 
(entry 10). Moreover, different NiII sources were also evaluated in 
anhydrous forms as well as with the addition of water. While 
anhydrous NiCl2 provided a low yield of 7%, the addition of H2O 
(1.2 equiv) almost restored reactivity (entry 11). The same effect 
was observed when NiCl2·dme was applied (entry 12), 
highlighting the importance of water in the coupling reaction. 
Using only 1.5 equiv CO lowered the yield of the carbonylated 
product compared to that with 2.5 equiv (entry 13). When 
excluding CO from the reaction conditions, the direct cross-
coupling product could be isolated (see Supporting Information 
Scheme S3).  

Table 1. Initial reaction optimization. 

O
COTCPI

O B(OH)2

+

CO (2.5 equiv)

NiCl2•6H2O (20 mol%)
L1 (20 mol%)

DIPEA (2.0 equiv)

1 (0.1 mmol) 1b (3.0 equiv)
2

PhMe:DMF (10:1)
75 °C, 18 h

N N

tBu
tBu

L1 = dtbbpy

From SilaCOgen

 

Entry Deviations from above conditions Yield [%][a] 

1 None 60 

2[b] 1,4-dioxane instead of PhMe 42 

3[b] THF instead of PhMe 18 

4[b] DMF instead of PhMe <5 

5 DIPEA (10.0 equiv) 54 

6 without base <5 

7 Et3N (5.0 equiv) 39 

8 K2CO3 (10.0 equiv)  <5 

9[c] NHPI ester instead of 1 <5 

10[c] PhBpin instead of 1b <5 

11[c] NiCl2 instead of NiCl2·6H2O 7, 41[d] 

12[c] NiCl2(dme) instead of NiCl2·6H2O 18, 48[d] 

13 1.5 equiv CO 56[e] 

14 PhH instead of PhMe 63 (61)[f] 

[a] Yields were determined by GC-FID with n-tridecane as internal standard. [b] 

Using Et3N (10.0 equiv) instead of DIPEA.  [c] Using 10.0 equiv DIPEA instead 

of 2.0 equiv. [d] With H2O (1.2 equiv). The full optimization can be found in the 

Supporting Information. [e] An increase in the direct coupling product was 

observed by GC-MS analysis compared to that of 2.5 equiv. [f] Isolated yield in 

brackets. 

3 (0.1 mmol) 1b (3.0 equiv)

B(OH)2

+

C
O

4 - 52%

OTCPI

O

Me

MeMe

CO (2.5 equiv)

NiCl2•6H2O (20 mol%)
L1 (20 mol%)

DIPEA (2.0 equiv)

PhMe:DMF (10:1)
75 °C, 18 h

From SilaCOgen

 
Scheme 2. Unwanted side-reaction in toluene. 

During these initial screening experiments, using the TCNHPI 
ester of citronellic acid 3 we discovered that a significant amount 
of the toluene-coupled side-product 4 was formed when using 
toluene as solvent (Scheme 2). This undoubtedly originates from 
hydrogen abstraction of toluene by reactive radical intermediates 
formed under the reaction conditions (for more information, see 
Supporting Information). An analogous side-reaction was 
previously observed by the Fu and coworkers in the nickel-
catalyzed Suzuki arylation of tertiary alkyl using toluene rather 
than benzene as the solvent.[16] To avoid this parasitic reaction, 
we turned to the use of benzene, which slightly improved the GC 
yield of 2, resulting in a 61% isolated yield of ketone 2 (Table 1, 
entry 14).  
With these reaction conditions in hand, attention was turned 
towards the substrate scope of the carbonylative nickel-catalyzed 
cross-coupling reaction. First, the structural diversity of the aryl 
boronic acid coupling partner was investigated (Scheme 3, top). 
The TCNHPI ester of 4,4-difluorocyclohexanecarboxylic acid (5) 
was chosen as the coupling partner due to its ease in identification 
with 19F NMR spectroscopy. Various boronic acids coupled 
successfully to 5, providing the alkyl aryl ketones 6-22. The 
coupling with the simplest aryl boronic acid, phenylboronic acid, 
provided the corresponding coupling product 6 in 81% yield. The 
introduction of an ortho substituent appeared more sterically 
challenging as alkyl aryl ketone 7 was obtained in only 42% yield. 
Subsequently, meta-substituted aryl boronic acids were 
investigated. Interestingly, (3-methoxyphenyl)boronic acid was 
significantly more challenging to the method than (3-
hydroxyphenyl)boronic acid, yielding 8 and 9 in 58% and 75%, 
respectively. The steric and electronic effects of hydroxyl and 
methoxy groups are similar, so this discrepancy suggests that the 
phenolic proton assists the reactivity and causes a higher yield 
compared to the phenolic ether. (3-
(Methoxycarbonyl)phenyl)boronic acid was also well tolerated, 
and the corresponding ketone 10 could be isolated in a good 82% 
yield. Thus, both electron-donating and electron-withdrawing 
substituents in the meta position operate well in the reaction. Next, 
various para substituents were investigated. As demonstrated by 
substrates 11-13, halides proved to be suitable substituents, 
providing the alkyl aryl ketones in 67%, 68%, and 72% yields, 
respectively. Additionally, the bulky tert-butyl substituent had no 
considerable effect on the outcome of the reaction, resulting in a 
76% yield of 14. Boronic acids bearing electron-withdrawing para-
substituents afforded the corresponding alkyl aryl ketones in 
moderate yields, and compounds 15–17 were obtained in 60%, 
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66%, and 59% yields, respectively. Additionally, 4-
propoxyphenylboronic acid bearing an electron-donating para 
substituent afforded the corresponding alkyl aryl ketone 18 in a 
yield of 69%. Accordingly, as for the meta substitution, both 
electron-donating and electron-withdrawing substituents were 
tolerated in the para position. Like o-tolylboronic acid the sterically 
demanding nature of naphthalen-1-ylboronic acid appeared to 
significantly affect the outcome of the coupling reaction, resulting 

in a relatively low yield of compound 19. In addition to boronic 
acids based on benzene scaffolds, styryl and hetereoaromatic 
boronic acids were tolerated in the cross-coupling reaction 
although in modest yields. Thus, the coupling of (E)-styryl boronic 
acid provided 20 in a 14% yield. Thiophene and pyridine based 
boronic acids could also be coupled, giving 21 and 22 in 30% and 
54%, respectively.

O
C

O

O

0.1 mmol 3.0 equiv

B(OH)2+ NiCl2•6 H2O (20 mol%), dtbbpy (20 mol%), CO (2.5 equiv), DIPEA (2.0 equiv)

* = site for carbon
   isotope labeling

PhH:DMF (10:1, 0.023 M), 75 °C, 18 h
C
O

C OMe
O

F
F

C
O

F
F

F

C
O

F
F

8
[12C]: 58%
[13C]: 59%

11
[12C]: 67%
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[13C]: 58%

F
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O

C
O

F
F tBu

F
F

OMe

O
C
O

F

F
F

CN

7
[12C]: 45%
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[12C]: 82%
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C
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O

F
F

C

CF3

O

F
F

O

F
F
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16
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13
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[13C]: 72%

C
O

F
F

OH

9
[12C]: 75%
[13C]: 73%

C

Br

O

F
F

C
O

Me

23
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Me
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C
O

2
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[13C]: 69%

C
O

BocN
tBu

C
O

24
[12C]: 78%
[13C]: 78%

OH

25
[12C]: 61%
[13C]: 42%

C
O

O
26

[12C]: 88%
[13C]: 61%

OH C
O

27
[12C]: 59%
[13C]: 57%

BocHN

28
[12C]: 40%
[13C]: 44%

C
O

Br

Br

29
[12C]: 62%[a]

[13C]: 48%[a]

C
O

tBu

Scope of alkyl TCNHPI esters

Scope of aryl boronic acids
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N

Cl
Cl

Cl
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O
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From SilaCOgen
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O
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[13C]: 83% O

C
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O

H

O
H

H

Br31
[12C]: 50%
[13C]: 49%

C

F

O
Cl

32
[12C]: 36%  
[13C]: 40 %

Cl

C
O

33
[12C]: 44%
[13C]: 53%

N

C
O

F
F

F

C
O

F
F

O

18
[12C]: 69%
[13C]: 73%

22
[12C]: 54%
[13C]: 50%

C
O

F
F

S

21
[12C]: 30%
[13C]: 29%

C
O

F
F

19
[12C]: 23%
[13C]: 17%

C
O

F
F

20
[12C]: 14% 
[13C]: 17%

Scheme 3. Reaction scope. [a] With NiBr2⋅6H2O (20 mol%) instead of NiCl2⋅6H2O (20 mol%). All experimental details can be found in the Supporting Information. 
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Subsequently, the substrate scope with respect to the TCNHPI 
esters was investigated (Scheme 3, middle). Simple acyclic and 
cyclic secondary ester substrates performed well in the 
carbonylation reaction and provided the corresponding coupling 
products 23, 2, and 24 in yields of 49%, 73%, and 78%, 
respectively. Moreover, the reaction is largely unaffected by 
various functional groups, including Boc-carbamates and ethers, 
as shown by the formation of alkyl aryl ketones 25 and 26 in yields 
of 61% and 88%. Esters of primary carboxylic acids were also well 
tolerated. Indicatively, compound 27 bearing a Boc-carbamate 
was obtained in 59% yield. In addition, the reaction is also 
orthogonal to alkynes, as demonstrated by the isolation of 
substrate 28 in a 40% yield, opening up for possible sequential 
radical cross-coupling and click reactions. In order to probe the 
chemoselectivity of the coupling reaction, a substrate containing 
both a TCNHPI-ester and an alkyl bromide was synthesized. 
NiBr2 with the addition of H2O was used instead of NiCl2·6H2O as 
the nickel source to avoid halogen exchange between the catalyst 
and the substrate. Complete chemoselectivity was observed for 
the TCNHPI ester, and 29 was isolated in 62% yield, 
demonstrating the orthogonality to other cross-couplings, and 
highlighting the prospect of sequential couplings. Additionally, the 
methodology was successful for more complex redox-active 
esters. Thus, 30 was isolated in 75% yield, and the ester of 
dehydrocholic acid could also be successfully coupled, giving 
ketone 31 in a 50% yield. Furthermore, the ketones 32 and 33 
were prepared in 36% and 44% yield in preparation for the 
synthesis of the active pharmaceutical ingredients, bupropion, 
and droperidol. 
Some substrates were unsuccessful in the coupling reaction 
(Scheme 3, bottom). Boronic acids of aniline 34 and carboxylic 
acids 35 as well as sterically encumbered aryl boronic acid 36 
failed. α-Oxy and tertiary TCNHPI esters 37 and 38 also showed 
no or severely diminished reactivity. A full overview of substrates 
that proved unfruitful is presented in the supporting information. 
Next, the potential of the methodology for late-stage radiolabeling 
of drug-like molecules and pharmaceuticals was investigated 
(Scheme 4). To incorporate a 14C label, 14COgen (for its synthesis, 
see Supporting Information) was used instead of SilaCOgen and 
the labeled alkyl aryl ketone products were purified by HPLC 
instead of automated flash column chromatography. The simple 
substrate 10 together with COgen was first chosen to ensure that 
both procedure modifications would not significantly affect the 
yield before moving to the radiolabeling with 14COgen. Fortunately, 
these modifications only decreased the coupling yield from 82% 
(Scheme 3) to 71%. Motivated by this result, 12COgen was 
replaced by 14COgen, and [14C]-10 was isolated in a satisfactory 
yield of 64% (140.2 MBq, 26% RCY, >99% RCP, SA: 2.19 
TBq/mol). To reduce the radioactive waste, 14COgen was diluted 
with unlabeled 12COgen. Thereafter 10% 14COgen in 12COgen 
was used with a specific activity of 0.220 TBq/mol for the 
subsequent reactions. As a viable candidate for our 14C labeling 
cross-coupling, we identified 39 (Scheme 4), which is a precursor 
of the immunomodulatory drug fingolimod.[17] Applying diluted 
14COgen provided access to [14C]-39 isolated in 71% yield (15.7 
MBq, 29% RCY, 99% RCP, SA: 0.22 TBq/mol) with the expected 
specific activity within the error margin. Derivatives of two other 
FDA-approved drugs were also prepared as their 14C-
isotopologues via this late-stage isotope incorporation. First, the 
nonsteroidal anti-inflammatory drug indometacin was borylated 
and then used as a coupling partner in the carbonylative cross-  

14CO (2.5 equiv)

NiCl2•6H2O (20 mol%)
dtbbpy (20 mol%)
DIPEA (2.0 equiv)

PhH:DMF(10:1)
75 °C, 18 h

Alkyl
C
O

R

* = site for carbon   isotope labeling

Alkyl OTCPI

O

0.1 mmol 3.0 equiv

B(OH)2

R+

C

F
F

OMe

O

10
[12C]: 71%
[14C]: 64%

(140.2 MBq, 26% RCY,
>99% RCP, SA: 2.19 TBq/mol)

O

39 fingolimod precursor
[12C]: 68%
[14C]: 71%

(15.7 MBq, 29% RCY,
99% RCP, SA: 0.22 TBq/mol)

40 from indometacin
[12C]: 43%
[14C]: 47%

(8.8 MBq, 20% RCY,
96% RCP, SA: 0.22 TBq/mol)

41 from chlorambucil
[12C]: 42%
[14C]: 40%

(10.7 MBq, 16% RCY,
99% RCP, SA: 0.22 TBq/mol)

C
O

F
F

N Me
OEt

OMeO

O

*

C
O

AcHN

CO2Et
CO2Et

Me

N
Cl

C
O

Br

Cl

From COgen

 
Scheme 4. Radiolabeling of pharmacologically relevant compounds. Diluted 
14COgen (14C/12C: 10:90) was used to reduce radioactive waste. 

coupling reaction. The reaction yielded the coupled product [14C]-
40 in 40% yield (8.8 MBq, 20% RCY, 96% RCP, SA: 0.22 
TBq/mol).  
In addition, the TCNHPI ester of the anticancer agent 
chlorambucil was applied to the reaction conditions, resulting in 
the successful labeling and isolation of [14C]-41 in 40% yield (10.7 
MBq, 16% RCY, 99% RCP, SA: 0.22 TBq/mol). 
The ketones 32, 33 and 39 were employed to form 
pharmaceuticals droperidol and bupropion, as well as fingolimod 
with standard protecting groups (Scheme 5). Thus, ketone 32 was 
transformed into droperidol (42) in a 41% yield by a substitution 
reaction (Scheme 5a). 33 was subjected to a one-pot α -
bromination and subsequent substitution with t-BuNH2 to form 
bupropion (43) in a 60% overall yield (Scheme 5b). Ketone 39 
could be subjected to catalytic hydrogenation, affording the 
protected fingolimod (44) in >99% yield (Scheme 5c). This high-
yielding hydrogenation under mild conditions highlights the option 
for using our carbonylative cross-coupling method for isotope 
labeling of alkylbenzenes in addition to alkyl-aryl ketones. 
To obtain a better understanding of the underlying mechanistic 
details, we performed state-of-the-art DFT calculations (PBE0-
D3(BJ)[IEFPCM]), specifically probing the reaction between 
phenylboronic acid 1b and cyclohexyl TCNHPI ester 1 as the 
model system. Four alternative mechanisms (I-IV) were evaluated, 
with the most plausible catalytic cycle (mechanism I) presented in 
Scheme 6a (see supporting information for alternative pathways). 
The proposed catalytic cycle is initiated from the NiICl species A. 
This may be generated in situ by double transmetallation of NiIICl2  
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Scheme 5. Synthesis of pharmaceuticals via alkyl-aryl ketones.  

and boronic acid with subsequent reductive elimination and 
comproportionation of the resulting Ni0 species with another 
NiIICl2 species.[18] Subsequently, transmetallation of the aryl 
boronic acid onto the nickel center occurs, assisted by H2O and 
the base. The generated nickel-phenyl species B has a relative 
energy of 4.6 kcal/mol. Subsequent SET from B to the TCNHPI 
ester and re-coordination of the chloride ion forms the NiII species 
C with a relative energy of -31.5 kcal/mol. The reduced TCNHPI 
ester is proposed to undergo radical fragmentation releasing CO2, 
tetrachlorophthalimide anion (TCPI-) and a cyclohexyl radical, 
making the overall reaction to C irreversible. Radical trapping 
experiments (vide infra) support the presence of a free cyclohexyl 
radical in the reaction mixture. Meanwhile, species C can undergo 
feasible CO insertion with a computed barrier of 8.5 kcal/mol 
relative to C, producing NiII(acyl) intermediate D.  
The corresponding TS geometry for CO insertion is shown in 
Scheme 6b. Species D has a lower energy than C, making it a 
relevant candidate for the catalyst resting state, in agreement with 
earlier studies indicating a NiII species as the predominant resting 
state in a nickel-catalyzed arylation reaction.[15c] As D is more 
abundant compared to other intermediate species, it is sensible 
that the cyclohexyl radical attacks D in a diffusion-controlled 
process to produce the NiIII species E. The subsequent reductive 
elimination is proposed to be rapid, with a computed barrier of 
only 0.5 kcal/mol (relative to E), producing the alkyl aryl ketone 
product and concluding the catalytic cycle by reforming the active 
Ni(I) species A. Since D is the resting state and has a relatively 
large concentration, it is not likely that the same metal center 
undergoes SET as species B and later recombines with the 
formed radical as species D. Rather, two distinct metal centers 
are involved in these steps for one radical.[10b,15c,19] 
It has previously been shown that at low concentrations or 
absence of CO, the non-carbonylated phenylcyclohexane product 
can be formed (Scheme S3).[10b] To elucidate this computationally, 
the binding of the cyclohexyl radical to C, forming NiIII phenyl 
species E' was computed (Scheme 6c). A subsequent reductive  
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Scheme 6. Proposed catalytic cycle based on DFT calculations (mechanism I). 

a) Proposed catalytic cycle for the Ni-catalyzed cross-coupling in the presence 

of CO leading to cyclohexyl phenyl ketone. The energy reference state is A, 

which comprises Ni(I)-Cl, TCNHPI, phenylboronic acid, and CO. b) The 

optimized TS geometry for CO insertion. The C-C bond forming atoms are 

connected by a black dotted line. Distances are given in Å and hydrogen atoms 

are omitted for clarity. c) Formation of phenylcyclohexane product in the 

absence of CO. Free energies are at 298 K (kcal/mol, PBE0-D3(BJ)/pc-

2,SDD[Ni](PCM)//PBE0-D3(BJ)/pc-1,SDD[Ni](PCM)). 

elimination generates the phenylcyclohexane product and A with 
a barrier of 2.4 kcal/mol relative to E’. Our computational results 
indicate that in absence of CO, formation of phenylcyclohexane is 
feasible, which concurs with our experimental evidence. However, 
in presence of sufficient concentrations of CO, C will be 
transformed into D, which will combine with the radical to generate 
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the thermodynamically preferred E, thereby suppressing the 
formation of phenylcyclohexane. 
To gain additional mechanistic insights and to support key steps 
in the proposed catalytic cycle, several experiments were 
conducted. First, the aryl nickel complex C and acyl nickel 
complex D were prepared via oxidative addition of Ni(COD)2 into 
the corresponding electrophiles. Migratory insertion of CO into C 
to form D proceeded at room temperature and a CO pressure of 
ca. 0.5 bar, as evidenced by the appearance of a signal at 245 
ppm in the 13C NMR spectrum (Scheme 7a). Two additional 13C 
NMR signals, resulting from benzophenone and benzoyl chloride 
at 197.0 and 164.9 ppm respectively appeared under these 
reaction conditions (see Figure S1). 

O
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Scheme 7. Experimental control experiments of intermediates involved in the 

carbonylation reaction. aWith H2O (5.6 equiv). 

Next, a stoichiometric amount of complex D was combined with 
difluorocyclohexyl TCNHPI ester 5 in the absence and presence 
of H2O (5.6 equiv), forming the desired product 6 in 35% and 39% 
yields, respectively (Scheme 7b). These yields correspond to 
approximately half the yield of a standard reaction, which can be 
explained by the fact that SET occurs from NiI (see Supporting 
Information for discussion and plausible mechanistic pathway, 
Scheme S2). The results presented in Scheme 7 are consistent 
with the DFT calculations, indicating a reaction sequence where 
alkyl aryl ketone 6 is formed from the acyl nickel species D, which 
in turn is generated by carbonylation of the aryl nickel species C. 
Radical inhibition experiments confirmed the presence of a 
carbon-centered radical formed from the TCNHPI ester (Scheme 
8). The reaction of cyclopropyl methyl TCNHPI ester 45 with (p-
bromophenyl)boronic acid 45b resulted in the formation of the 
ring-opened product 46 in 21% yield with no observed 
cyclopropyl-containing product, demonstrating radical formation 
upon decarboxylative fragmentation of the redox-active ester, 
concurrent with the general consensus in the literature and the 
early work by Oda and Okada (Scheme 8a).[10b, 20] The lower yield 
is in agreement with radical ring-opening experiments performed 
on similar systems.[10b,12b] When 2,2,6,6-tetramethylpiperidin-1-  
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Scheme 8. Experiments probing radical intermediates. a) Radical cyclopropane 

ring-opening. b) Radical trapping with TEMPO. c) Radical trapping with α-methyl 

styrene. d) No fragmentation in the absence of nickel. 

yl)oxyl (TEMPO) was added to the reaction of TCNHPI ester 5 
and 45b, no formation of the desired product was observed.  
However, two TEMPO-intercepted products, 47 and 48, derived 
from an alkyl and an aryl acyl radical, were isolated in 67% and 
17% yields respectively (Scheme 8b). The addition of α-methyl 
styrene to the reaction mixture of 5 and 5b dramatically decreased 
the yield of the reaction (Scheme 8c).[12a] Next, the fragmentation 
of the TCNHPI ester was investigated in the absence of a nickel 
catalyst. In this case, no decarboxylative fragmentation of 5 to a 
carbon-centered radical was observed, suggesting that formation 
of an open-shell carbon species via thermal bond homolysis is not 
a reasonable mechanism (Scheme 8d). GC-MS analysis of the 
crude reaction mixture showed only the radical trap (α-methyl 
styrene or TEMPO, respectively), the TCNHPI ester, and 
tetrachlorophthalimide. Tetrachlorophthalimide presumably forms 
through thermal decomposition in the GC inlet (300 °C) since no 
intercepted radical was observed. These experiments 
substantiate the claim of a nickel-induced radical formation from 
the redox-active esters by a SET pathway. The observation of 
lowered reactivity with radical traps present in solution indicates 
that the carbon-centered radicals formed upon reductive 
decarboxylation are free in solution to some extent, making an 
outer-sphere mechanism functional. This agrees with the 
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proposed mechanism (Scheme 6a) where radical fragmentation 
is independent of the metal center.[19a, 19b]  
 
Conclusion 

In conclusion, a commercially available nickel bipyridine catalyst 
performed well in the decarboxylative-carbonylative cross-
coupling reaction between aryl boronic acids and redox-activated 
alkyl carboxylic acids. The methodology is easily tuned to 
incorporate carbon isotope labels into the formed alkyl aryl 
ketones. Computational DFT and experimental investigations 
revealed the mechanistic involvement of carbon-centered radicals 
formed via nickel-induced outer-sphere decarboxylative 
fragmentation of TCNHPI esters. The CO insertion into an 
intermediate complex was feasible, leading to selectivity for the 
ketone product even at low CO pressures. This mechanistic 
insight contributes important knowledge to Ni-catalyzed cross-
coupling reactions employing redox-active esters as coupling 
partners.  
The investigation of the substrate scope revealed the 
compatibility of several aryl boronic acids and TCNHPI esters as 
coupling partners. A wide range of aryl boronic acids, with 
electron-donating or electron-withdrawing substituents exhibited 
moderate to good yields of the corresponding coupled product. 
The impact of steric hindrance in the ortho position was observed, 
with bulky substituents significantly affecting the outcome of the 
coupling reaction. Primary and secondary TCNHPI esters 
performed well, and the reaction exhibited compatibility with a 
wide range of functional groups and complex redox-active esters. 
In addition, a 14C label was successfully incorporated into 
pharmaceutically relevant compounds using 14COgen, 
demonstrating the compatibility of the reaction with radiolabeling 
strategies. 
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Advancing 19F NMR Prediction of Metal-Fluoride 

Complexes in Solution: Insights from Ab Initio 

Molecular Dynamics 
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ABSTRACT. 19F NMR parameters are versatile probes for studying metal-fluoride complexes. 

Quantum chemical calculations of 19F NMR chemical shifts enhance the accuracy and validity of 

resonance signal assignments in complex spectra. However, the treatment of solvation effects in 

these calculations remains challenging. In this study, we establish a successful computational 

protocol using ab initio molecular dynamics simulations for the accurate prediction of 19F NMR 

mailto:abril.castro@kjemi.uio.no


 2 

chemical shifts in solution for the square-planar trans-[NiF(2,3,4,5-C6F4I)(PEt3)2] complex. Our 

computations revealed that accounting for the dynamic conformational flexibility of the complex, 

including intramolecular interactions, is crucial for obtaining reliable 19F NMR chemical shifts. 

Overall, our study advances the understanding of employing state-of-the-art quantum chemistry 

methods for the accurate model 19F NMR chemical shifts of metal-fluoride complexes in solution, 

emphasizing the importance of addressing solvation effects in such calculations. 

1. INTRODUCTION 

Metal-fluoride complexes have gained significant interest owing to their unique and interesting 

catalytic properties, which are of high importance in the pharmaceutical, agrochemical, and 

advanced materials industries.1, 2 Their reactivity patterns are remarkably different from those of 

their more well known alcoxy, chloro, bromo, and iodo counterparts, influenced by the distinctive 

properties of fluorine.3, 4 Fluoride’s tendency to form stronger bonds with early transition metals 

or metals in high oxidation states is primarily attributed to its small size and high electronegativity. 

It can also act as a 𝜋-donor, enhancing activation by both the metal and the fluoride. In addition, 

fluoride’s ability to form strong hydrogen bonds and halogen bonds can facilitate further 

coordination of substrates near the metal atom, enhancing both the stability and reactivity of metal-

fluoride complexes.5 

Nuclear magnetic resonance (NMR) parameters of fluorine serve as highly versatile experimental 

probes for the molecular structure and chemical bonding of metal-fluoride complexes.6-8 The spin-

1/2 19F nucleus, being 100% naturally abundant, exhibits a NMR span range of ~1300 ppm9 in 

general and ~300 ppm for organofluoride compounds.10, 11 Moreover, metal-fluorides are 

particularly intriguing because they exhibit a 19F NMR resonance that lies upfield of most signals 

deriving from carbon-bound fluorine. However, the sensitivity of 19F NMR shifts to the chemical 

environment means that even slight variations in the metal’s coordination sphere can significantly 

change the observed spectra, complicating the assignment of the resonance signals.12 The 

effectiveness and accuracy of 19F NMR analysis can therefore be enhanced by theoretical 

calculations, particularly when the spectra exhibit multiple resonances that are difficult to interpret 

in a straightforward manner. 

Overall, the accuracy of 19F NMR chemical shift calculations is influenced by many factors, 

including the level of theory, geometry optimization, rovibrational corrections, and relativistic 
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effects.9, 13-16 However, few studies have addressed the influence of solvation effects. Recent 

investigations confirmed that specific solute-solvent interactions significantly impact the 19F NMR 

shifts of fluoride-type anions, where fluoride exhibits strong hydrogen bonding interactions with 

the CH-bonds of organic solvents.17, 18 Notably, these strong interactions are not covered by 

implicit solvent models and become evident only with an explicit solvation treatment. 

Since 19F NMR is sensitive to halogen bonding interactions, it has proven to be particularly useful 

in detecting these types of interactions, both in solution19 and in the solid state.20 By detecting and 

studying halogen bonding, we gain valuable insights into molecular interactions and the formation 

of stable structures, as demonstrated in the pioneer study of NiII-fluoride complexes that form self-

complementary networks held by a NiF…I(C) halogen bond.21 To understand how the 19F NMR 

resonances of the nickel-bonded fluoride are affected by the halogen bonds formed in the network, 

a computational study was performed in the square-planar trans-[NiF(2,3,4,5-C6F4I)(PEt3)2] (1oF), 

trans-[NiF(2,3,5,6-C6F4I)(PEt3)2] (1pF), and trans-[NiF(C6F5)(PEt3)2] (3F) complexes (Figure 

1).22 The 19F NMR chemical shifts of these complexes were calculated in both solution and the 

solid state to investigate the origin of the shielding. Preliminary DFT calculations, including a 

continuum solvent model for benzene, reproduced the 19F NMR shifts of the nickel-bonded fluorine 

in 1pF and 3F in excellent agreement with the experimental data23 (within −0.1 and −2.1 ppm, 

respectively). However, the chemical shift of 1oF was not accurately reproduced. In this case, the 

calculation at the 2c-ZORA-PBE/TZ2P level showed a shift value of 23 ppm more shielded than 

in the experiment. 

 

 

Figure 1. Nickel-fluoride complexes examined in this work. The labels used in references 21, 22 are 

kept for easier connection with this work. 
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As relativistic effects were found to be small,22 and such discrepancies clearly exceed the 

expected margin of error for the functional and basis set,24 it was suspected that specific solvent 

interactions in the experimentally used benzene, which are not adequately covered by the standard 

implicit solvent model used, are responsible for the differences. Moreover, functional groups may 

also influence the 19F shielding, either through direct non-covalent interactions or through 

conformation alteration.11 Therefore, the influence of both the ortho iodine on the nickel-bonded 

fluoride resonance, which could significantly depend on the motion of the aryl group, and the 

intramolecular interactions between the fluoride and the phosphine groups, are unlikely to be 

properly represented by the single structure retained for the calculation. In this work, we will 

demonstrate these factors by employing ab initio molecular dynamics (AIMD) simulations. 

 

2. COMPUTATIONAL METHODS 

Structure Optimization. We conducted geometry optimization calculations for 1oF, 1pF, and 

3F at the PBE0/TZ2P level of theory.25-27 Scalar and spin-orbit relativistic effects at the two-

component (2c) level were included using the zeroth-order regular approximation (ZORA) 

Hamiltonian.28-32 To address dispersion effects, we employed Grimme's D3 approach.33 Core 

electrons were represented using an effective core potential that integrates a small core, as 

implemented in the ADF program.34, 35 Furthermore, we incorporated the COSMO implicit solvent 

model for benzene during the optimization process.36-38 

 

Ab initio molecular dynamics simulations. Ab initio molecular dynamics (AIMD)39 

simulations of complex 1oF were performed in an explicit benzene solvation according to the Born-

Oppenheimer approximation using the CP2K program package.40 The starting model system for 

AIMD simulations was produced using the Packmol program.41 The model consists of complex 

1oF surrounded by 50 benzene molecules in a cubic box of edge 20.4 Å reproducing the solvent 

density of 0.87 g/mL. The simulation cell was treated under periodic boundary conditions and using 

a time step of 0.25 fs. The simulation was performed with Kohn-Sham DFT (PBE exchange-

correlation functional),25, 26 and a combined DZVP Gaussian and auxillary plane-wave (250 Ry 

cutoff) basis set.42 The core electrons were accounted using pseudopotentials of the Goedecker–

Teter–Hutter (GTH) type.43 The dispersion correction was considered with the Grimme’s D3 

model.33  
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The equilibration of the initial model conformation was performed using a microcanonical 

ensemble (NVE) until an average temperature of 298K was reached. After the equilibration, a 

production trajectory of 30 ps was generated using a canonical (NVT) ensemble with a temperature 

of 298K regulated with the CSVR algorithm.44 From the simulation of 30 ps, a total of 180 

snapshots were taken randomly. Identical snapshots were used for modelling dynamic NMR with 

and without explicit solvents. The geometries from AIMD simulation were not optimized further 

because we are interested in the chemical shifts of the thermodynamic ensemble of structures. 

19F NMR Chemical Shift Calculations. We computed the NMR shielding tensors and chemical 

shifts of the nickel-bound fluorine on different systems, namely, 1) 1oF, 1pF and 3F complexes, 

2) 1oF with a benzene molecule, 3) snapshots of 1oF from AIMD simulations without benzene 

molecules, and 4) snapshots of 1oF from AIMD simulations with three benzene molecules chosen 

through non-covalent interaction (NCI) analysis. For the snapshots from AIMD simulations, we 

computed the final chemical shift value by averaging the values across an ensemble of structures. 

The 19F NMR calculations were performed with the PBE functional25, 26 along with the all-electron 

Slater-type orbitals (STO) TZ2P basis set.27 The shielding tensors were computed with an implicit 

COSMO solvent model for benzene.36-38 Relativistic effects were considered using the 2c-ZORA 

approach,28-32 as implemented in the ADF program.34, 35 The gauge-origin problem was treated 

using the gauge-invariant atomic orbital (GIAO) approach.45 Additional static 𝛿(19F) calculations 

were performed for 1oF, 1pF, and 3F complexes using two approaches: 1) at the 2c-ZORA-

PBE/TZ2P level in the gas phase, to evaluate the performance of the COSMO model, and 2) using 

a non-relativistic (NR) method at the PBE/TZ2P level to examinate the dependence of the 2c-

ZORA results. All calculated shieldings 𝜎(19F) were converted to chemical shifts 𝛿(19F) (in ppm) 

relative to the shielding of trichlorofluoromethane, computed at the same level of theory (CFCl3, 

calculated 𝜎(19F) = 144.0 (2c-ZORA)solv, 144.6 (NR)solv, 141.6 (2c-ZORA)gas). 

 

Non-covalent interactions analysis. The non-covalent interactions between 1oF and explicit 

solvent molecules were analyzed with the NCIPLOT 4.0 program.46 The density and gradient files 

generated by the program were used to draw the isosurface displaying the interactions. The VMD 

program47 was used for drawing the isosurface and selecting the solvent molecules interacting 

closely with 1oF. 

3. RESULTS 
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3.1. Static approach for 19F NMR chemical shifts in solution. As a first approximation, the 

19F NMR chemical shifts 𝛿(19F) of the nickel-bonded fluoride in complexes 1pF, 1oF, and 3F 

(Figure 1) were calculated based on static (fully optimized) structures using the PBE0 functional 

and including an implicit COSMO solvation model for benzene; see the Computational Methods 

section for more details. The structural parameters of the computed structures show minor 

variations compared to the previously reported values obtained with a PBE0/SMD approach.22 For 

instance, the Ni−F bond distances in 1pF and 3F are slightly larger than the ones reported earlier, 

with differences of 0.014 and 0.015 Å, respectively (Table S1). These differences can be attributed 

to the modified computational protocol used in this work, which includes changes to the basis set, 

implicit solvent model, and consideration of relativistic effects. However, the calculated Ni−F bond 

distance in 1oF (1.837 Å) is only 0.003 Å longer than the one obtained at the PBE0/SMD level. 

Overall, the structural parameters obtained from both methodologies are consistent, allowing us to 

employ the selected 2c-ZORA-PBE0/TZ2P approach combined with COSMO model for further 

calculations of the 19F NMR chemical shifts. 

For the static 𝛿(19F) shift calculations, the performance of the COSMO model vs. gas phase was 

assessed, and the role of relativity was analyzed by comparing the nonrelativistic (NR) approach 

and the two-component SO relativistic zeroth-order regular approximation (2c-ZORA); see the 

Computational Methods section for more details. The resulting 19F NMR chemical shifts, reported 

as deviations from the experimental values (Δ𝛿), are shown in Table 1. The sole mismatch in the 

case of 1oF is clearly observed in our calculations; at the 2c-ZORA level, the Δ𝛿 values are −18.2 

(gas phase) and −19.5 ppm (benzene solution). By contrast, 1pF and 3F show a good agreement 

with the experimental values. Notably, the computed 𝛿(19F) values in the solution phase, 

particularly those including relativistic effects, outperformed the gas-phase calculations. Moreover, 

the 𝛿(19F) values at the 2c-ZORA level show an improvement of ~2-5 ppm over their 

nonrelativistic values. Although this improvement is relatively modest, the importance of including 

both scalar and spin-orbit relativistic contributions at the 2c-ZORA level is evident. 

 

Table 1. Static 19F NMR chemical shifts (in ppm) for 1oF, 1pF, and 3F computed in the gas phase 

and in benzene solution, comparing both nonrelativistic (NR) and two-component (2c-ZORA) 

methods with the experimental values. 
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Complex  Calculations in gas phasea Calculations in benzene solutiona 

 
Exp 

(𝛿)b 

NR  

(𝛿) 
Δ𝛿c 

2c-ZORA 

(𝛿) 
Δ𝛿c 

NR  

(𝛿) 
Δ𝛿c 

2c-ZORA 

(𝛿) 
Δ𝛿c 

1oF -397.9 -414.6 -16.7 -416.1 -18.2 -413.4 -15.5 -417.4 -19.5 

1pF -388.3 -376.4 11.9 -379.2 9.1 -378.6 9.7 -383.7 4.6 

3F -394.3 -386.4 7.9 -388.9 5.4 -387.9 6.4 -392.7 1.6 

aSee computational methods section for more details. bValues reported in reference 21. cΔ𝛿 = 𝛿(calc) 

– 𝛿(exp). 

 

As a second step in the treatment of the solvation process, we analyzed the effect of adding 

explicit solute-solvent interactions on the 19F chemical shift of 1oF. To achieve this, we examined 

the inclusion of a benzene molecule in three different positions around 1oF (Figure 2): a) near the 

nickel-bonded fluoride, b) near the iodine atom of the substituted phenyl ligand, and c) near one of 

the triethyl phosphine ligands. The 𝛿(19F) values were calculated at the 2c-ZORA-PBE/TZ2P level. 

These calculations were based on static (fully optimized) structures using an implicit COSMO 

solvation model for benzene (see Computational Methods section). 

 

 

Figure 2. 19F NMR chemical shifts of complex 1oF interacting with an explicit benzene molecule 

in three different positions: a) near the nickel-bonded fluoride, b) near the iodine atom of the 
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substituted phenyl ligand, and c) near one of the triethyl phosphine ligands. The benzene molecule 

is shown in blue color for clarity. The calculated ∆𝛿 values (in ppm) give the difference between 

calculated and experimental chemical shifts. 

When comparing the 𝛿(19F) values of 1oF with and without an explicit benzene molecule, the 

effect of adding a benzene molecule near the iodine atom or the P(Et)3 ligand (Figure 2b and 2c) is 

rather small (differences up to 3.5 ppm). In contrast, the inclusion of a benzene molecule near the 

nickel-bonded fluoride (Figure 2a) significantly improved the 𝛿(19F) value, reducing the error from 

−19.5 ppm to −6.5 ppm. This finding corroborates the importance of explicit solute-solvent 

interactions on the 19F NMR chemical shifts, particularly highlighting the need to consider the 

interaction between fluoride and benzene in the present case. 

 

3.2. Influence of dynamics on the 19F NMR chemical shifts. To move beyond a static 

description and provide a more realistic representation of the system's behavior,48-55 we performed 

AIMD simulations where complex 1oF was surrounded by solvent molecules (benzene) and 

followed over time (see Computational Methods section for more details). From these simulations, 

samples of snapshots were taken and used to obtain dynamically averaged 19F NMR chemical 

shifts. Since these 𝛿(19F) values are derived from an ensemble of structures, they can be referred 

to as dynamic 19F NMR chemical shifts. 

We first computed the dynamic 𝛿(19F) chemical shifts for the solute alone (complex 1oF), i.e. 

removing the solvent molecules from the snapshots before computing the chemical shifts. Thus, 

these calculations capture only the effect of dynamical motion on the 𝛿(19F) values. To ensure 

convergence in the 𝛿(19F) values and avoid bias in the NMR calculations due to an insufficient 

number of snapshots, we implemented a systematic approach. Thus, from a production NVT 

trajectory of 30 ps, we first use a sample of 20 random snapshots to calculate the dynamically 

averaged 𝛿(19F) value. We then repeated this procedure, increasing the sample size by 20 snapshots 

each time, until we reached a total of 180 snapshots (Figure 3 and Table S2). These calculations 

were performed at the 2c-ZORA-PBE/TZ2P level and including the implicit COSMO model for 

benzene. 
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Figure 3. Dynamic 19F NMR chemical shift error (Δ𝛿, in ppm) for 1oF, calculated using different 

number of snapshots along a NVT trajectory of 30 ps. The calculated ∆𝛿 values (in ppm) give the 

difference between calculated and experimental chemical shifts. 

 

As shown in Figure 3, the convergence behavior of the 𝛿(19F) values clearly indicates that a large 

number of snapshots must be taken into account. The dynamic 19F NMR chemical shift value 

reasonable converges to a value of ca. –398 ppm after the first 100 snapshots having an error of –

0.4 ppm, with only insignificant fluctuations observed beyond this point. Notably, the accuracy is 

drastically improved from a static (–19.5 ppm) to a dynamic approach (–0.4 ppm) using a total of 

100 snapshots. Therefore, it is evident that considering the structural flexibility of 1oF is crucial to 

obtain a good agreement with the experimental value. 

To understand the reasons behind this improved accuracy, we analyzed the molecular dynamics 

of the 1oF complex along the trajectory. Notably, the triethyl phosphine (PEt3) ligands are very 

flexible and exhibit conformational changes that are not considered in the static optimized 

structures. A reasonable description of intramolecular interactions between the Ni-bonded fluoride 

and the hydrogen atoms of the PEt3 ligands can be obtained by analyzing the F⋯C distances 

between the nickel-bonded fluoride and the terminal carbon atoms of the ethyl arms (C1-C6) in the 

PEt3 ligand (Figure 4a). The large variation in the F⋯C distances reveals that the carbon atoms, 
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specifically C1, C2, C4, and C5, exhibit significant flexibility and frequently approach the nickel-

bonded fluoride, with minimum F⋯C distances around 2.6 Å (Figure 4a and Table S3). 

 

 

Figure 4. Evolution of distances between a) the fluoride ligand and the carbon atoms of the PEt3 

ligands, and b) the iodine atom on the phenyl ligand with either the nickel metal or the fluoride 

ligand, along the NVT trajectory of 1oF complex. 

 

Furthermore, we observed a significant flexibility in the iodine atom on the phenyl ligand during 

the AIMD trajectory. Notably, this flexibility allows interactions between the iodine atom and both 

the fluoride ligand and the metal center. To further analyze these interactions, we examined the 

I⋯F and I⋯Ni distances along the trajectory (Figure 4b and Table S3). The iodine atom can 

approach fluorine with a minimum distance of 3.7 Å and an average distance of 4.8 Å. The nickel 
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metal-center can make even closer contacts with the iodine atom, with a minimum distance of 3.0 

Å and an average distance of 3.6 Å. This indicates the presence of short I⋯Ni interactions, where 

the distance between atoms is less than the sum of Bondi’s van der Waals radii (3.61 Å).56 Such 

interactions may be identified as boundary noncovalent interactions.57 Thus, these findings 

highlight the significant role of noncovalent interactions, attributed to the considerable flexibility 

of both the phenyl ring and the two phosphine ligands in the complex, in determining the 19F NMR 

chemical shifts of 1oF. It is worth noting that a similar flexibility for phosphine ligands is also 

observed in 1pF complex (Figure S1 and Table S4). However, in 1pF, the iodine atom is in para 

position to Ni, restricting interactions between I⋯F and I⋯Ni. This aligns with the results of the 

static NMR calculations, as they successfully reproduced the chemical shifts of 1pF and 3F, but 

not 1oF. 

To further enhance our understanding of the intramolecular interactions that are present in 1oF, 

we carried out a detailed analysis of the noncovalent interactions using the NCIPLOT program (see 

more details in the Computational Methods section). Specifically, we selected random snapshots 

where close interactions were observed in the nickel-bonded fluoride or in the iodine atom (Figure 

5). This allowed us to identify attractive and repulsive interactions between fluoride and the 

phosphine ligands (Figure 5a, represented by blue and red colors), agreeing with the earlier 

observation that PEt3 ligands closely approach fluoride. Comparatively, weak van der Waals 

interactions are observed between PEt3 and fluoride ligands in the optimized geometry of 1oF, 

which was used for the static NMR calculations (Figure S2a). 

 

 

Figure 5. Non-covalent interactions of 1oF identified close to a) the nickel-bonded fluoride and b) 

the iodine atom on the phenyl ligand. The gradient isosurfaces (s = 0.3 au) are colored on a blue-

a) b)



 12 

green-red scale analogous to values of sign(λ2)ρ, ranging from –3.0 to 3.0 au. Blue indicates strong, 

attractive interactions, and red indicates strong nonbonded overlap. 

 

The NCI analysis also reveals considerable strong interactions of iodine with the phosphine 

ligands and the nickel metal-center (Figure 5b). The phosphine ligands mainly form weak van der 

Waals interactions (in green), whereas the nickel engages in strong attractive interactions (in blue) 

and some strong repulsive interactions (in red). In contrast, the static optimized geometry of 1oF 

shows relatively weaker interactions between the nickel and iodine atoms (Figure S2b). Therefore, 

the dynamic treatment of 1oF complex is necessary to recover these significant non-covalent 

interactions. 

 

3.3. Specific solute-solvent interactions on the dynamic 19F NMR chemical shifts. As an 

additional step in the solvation process, we examined the impact of incorporating explicit benzene 

molecules on the dynamic 19F NMR chemical shift calculations. To achieve this, we selected only 

three benzene molecules per snapshot. This approach allowed us to focus on solvent molecules that 

directly interact with 1oF while maintaining computational efficiency. The identification of which 

solvent molecules to include is, however, not straightforward and we resorted to the NCIPLOT 

program. We gave priority to the solvent molecules surrounding the fluoride atom based on our 

static NMR results, where the inclusion of one explicit solvent molecule yielded the best accuracy 

when interacting with the fluoride ligand (Figure 2). For each snapshot, we manually selected the 

three benzene molecules that exhibited the most substantial non-covalent interactions (see Figure 

6, strong interactions are indicated in blue, and weaker dispersion interactions in green). 
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Figure 6. AIMD snapshot of complex 1oF with three explicit benzene molecules, identified based 

on the non-covalent interaction regions using the NCIPLOT program. The gradient isosurfaces (s 

= 0.3 au) are colored on a blue-green-red scale analogous to values of sign(λ2)ρ, ranging from –

3.0 to 3.0 au. Blue indicates strong, attractive interactions, and red indicates strong nonbonded 

overlap. The selected three benzene molecules are shown in blue color for clarity. 

The dynamically averaged 19F NMR chemical shifts of 1oF with three explicit benzene molecules 

were calculated using the systematic approach described in Section 3.2. Thus, we collected samples 

of 20 random snapshots, increasing the sample size by 20 snapshots each time, until we reached a 

total of 180 snapshots (Figure 7 and Table S5). The dynamic 19F NMR chemical shift value 

reasonable converges to a value of ca. –385.5 ppm after the first 120 snapshots having an error of 

12.4 ppm, with minor fluctuations observed beyond this point. The inclusion of explicit benzene 

molecules in the dynamic approach causes a large deshielding on the nickel-bonded fluoride, 

resulting in an increase of approximately 13 ppm in the 𝛿(19F) value. As a result, this leads to a 

larger deviation from the experimental value by 12.4 ppm, which is less accurate when compared 

to the dynamic NMR calculations performed without explicit solvent molecules (Figure 3 and 

Table S2). Hence, these findings suggests that the inclusion of explicit benzene molecules appears 

to deteriorate the dynamic 𝛿(19F) results. This could be due to the limited selection of only three 

benzene molecules, which may not adequately account for the solute-solvent interactions affecting 

the computed chemical shift values. Moreover, the selection of explicit solvent molecules only 

around the fluoride ligand appears to overestimate the deshielding effect. 

 



 14 

 

Figure 7. Dynamic 19F NMR chemical shift error (Δ𝛿, in ppm) for 1oF interacting with three 

benzene solvent molecules, calculated using different number of snapshots along a NVT trajectory 

of 30 ps. The calculated ∆𝛿 values (in ppm) give the difference between calculated and 

experimental chemical shifts. 

3.4. Static vs dynamic treatment. After the detailed examination of the solvation effects, a general 

comparison of the results can be made to determine the most effective approach for the prediction 

of 𝛿(19F) in 1oF complex (Table 2). Our first static approach, considering an isolated 1oF complex 

in the gas phase, showed a change of –18.2 ppm when compared to the experimental value. The 

inclusion of the COSMO model resulted in minor changes, indicating that the electronic solute-

solvent interactions cannot be properly modeled with a continuum model. However, such a model 

is useful for describing bulk solvent effects. Notably, the addition of explicit solvent molecules has 

a more pronounced effect on the static-COSMO approach. The presence of a benzene molecule 

near the fluoride ligand has a direct effect on the 𝛿(19F) value, resulting a deviation of –6.5 ppm. 

However, it is important to mention that this improvement in accuracy was not observed when 

considering interactions of benzene with the iodine or P(Et)3 ligands. 

 

Table 2. Summary of computed 19F NMR chemical shifts (in ppm) for the nickel-bonded fluoride 

in 1oF, using both static and dynamic approaches and comparing with the experimental value. 
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Experimental shift valueb  -397.9 --- 

Static- gas phase Isolated 1oF complex -416.1 -18.2 

Static- COSMO Isolated 1oF complex -417.4 -19.5 

Static- COSMO 1oF + 1 benzenec -414.5 -16.6 

Static- COSMO 1oF + 1 benzened -413.8 -15.9 

Static- COSMO 1oF + 1 benzenee -404.4 -6.5 

Dynamic Isolated 1oF complex -398.1 -0.2 

Dynamic 1oF + 3 benzene -385.4 12.5 

aΔ𝛿 = 𝛿(calc) – 𝛿(exp). bValue reported in reference 21. cInteraction of benzene with I. dInteraction 

of benzene with P(Et)3 ligand. eInteraction of benzene with fluoride ligand. 

 

In the dynamic approach, it is crucial to emphasize the importance of including dynamical 

averaging in the calculation of the 19F NMR chemical shift. This involves calculating an averaged 

𝛿(19F) value by taking snapshots from the AIMD trajectory and considering the isolated 1oF 

complex as the basis for the 𝛿(19F) calculations. Both the vibrational averaging over the molecule’s 

degrees of freedom at room temperature and the indirect effect induced by the presence of the 

solvent molecules in the AIMD simulations contribute to understand this phenomenon. The effect 

of dynamical averaging directly affects the chemical shift, which increases by approximately 19 

ppm when comparing with the static-COSMO approach (Table 2). Furthermore, the addition of 

explicit solvent molecules enhances this effect. The 𝛿(19F) value get further increased but shows a 

higher error of about 12.5 ppm. As mentioned previously, this is likely due to the inappropriate 

selection of the benzene molecules from the snapshots. Hence, the best match to the experimental 

value, with a difference of only –0.2 ppm, is obtained by employing a dynamic approach without 

including explicit solvent molecules. 

 

4. CONCLUSIONS 

In this study, we examined the reliability of various levels of theory for modeling the 19F NMR 

chemical shifts in solution for square-planar nickel-fluoride complexes. The calculation of these 

chemical shifts presents a challenge in computational chemistry, mainly due to the solvent effects, 

which complicates the establishment of a simple protocol for conducting such studies. Particularly, 

we focused on the trans-[NiF(2,3,4,5-C6F4I)(PEt3)2] (1oF), trans-[NiF(2,3,5,6-C6F4I)(PEt3)2] 
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(1pF), and trans-[NiF(C6F5)(PEt3)2] (3F) complexes. The modeling of the 𝛿(19F) values for 1pF 

and 3F species was successful using a static approach with an implicit solvation model. However, 

this approach failed for the 1oF complex, which showed a large discrepancy (~20 ppm) compared 

to the experimental signal. To address this discrepancy, we first investigated a static protocol 

including specific solute-solvent interactions on the 19F NMR calculations. Notably, the interaction 

of a benzene molecule with the nickel-bonded fluoride caused a large deshielding effect, 

significantly improving the description of the 𝛿(19F) value. 

More advanced dynamic protocols were also employed to calculate the 𝛿(19F) values. These 

protocols involved AIMD simulations of the 1oF complex surrounded by explicit benzene solvent 

molecules. In these calculations, we initially selected random snapshots and consider the isolated 

1oF complex to calculate an averaged (19F) value. Subsequently, we introduced the inclusion of 

three benzene molecules to examine their impact. A careful monitoring of the number of snapshots 

was crucial to ensure the convergence of the (19F) values. The convergence of the dynamic 19F 

NMR chemical shifts was achieved at 100 snapshots for the approach using the isolated 1oF 

complex, and at 120 snapshots for the approach including 1oF and three explicit benzene 

molecules. 

The inclusion of dynamic averaging using AIMD simulations resulted in significant 

improvement of the 19F NMR chemical shift. This improvement can be attributed to the large 

flexibility exhibited by both the phenyl and the two P(Et)3 ligands within the complex, which 

results in significantly non-covalent interactions around the fluoride ligand and nickel metal-center 

during the AIMD trajectory. Including these interactions with molecular dynamics resulted in 

precise calculation of the chemical shift for 1oF. Notably, these interactions are missing in 1pF 

and 3F, as the iodine is too far away from nickel in the former and absent in the latter. In contrast, 

the inclusion of three explicit benzene molecules on the dynamic NMR calculations caused a large 

deshielding of 12.5 ppm. This deshielding was likely caused by the interactions between benzene 

and fluoride, which were the focus when selecting the three explicit benzene molecules, potentially 

skewing the averaged chemical shift value. Overall, our study demonstrates that accounting for 

dynamic conformational flexibility using AIMD simulations can result in accurate 19F NMR 

chemical shift calculations, rationalizing the use of advanced quantum chemical methods for 

calculating NMR resonances. Hence, this study reports an important protocol for the 19F NMR 

characterization of metal-fluoride complexes in solution. 
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