
 

 

 

Faculty of Science and Technology 

Department of Chemistry 

Computational Approach to Molecular Reactivity of Transition Metal Complexes 

Sahil Gahlawat 

A dissertation for the degree of Philosophiae Doctor                                           August 2024 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Computational Approach to Molecular Reactivity of 

Transition Metal Complexes 

 

 

Sahil Gahlawat 

A dissertation for the degree of Philosophiae Doctor 

August 2024 

 

 

Department of Chemistry 

Faculty of Science and Technology 

UiT The Arctic University of Norway 

 

 

 

 

 

Supervisor         Co-Supervisor             Co-Supervisor 

Kathrin H. Hopmann       Per-Ola Norrby              Abril C. Castro 

Professor                   Principal Scientist   Researcher 

The Arctic University of Norway       AstraZeneca    University of Oslo 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Table of Contents 

Abstract ........................................................................................................................ i 

Acknowledgements .................................................................................................... iii 

List of Papers ............................................................................................................... v 

List of Abbreviations .................................................................................................. vii 

1 Introduction .......................................................................................................... 1 

1.1 Importance of transition metal complexes .................................................... 1 

1.2 CO2 reduction using transition metal catalysis ............................................. 3 

1.3 Objective of the thesis .................................................................................. 5 

2 Computational Methods ....................................................................................... 7 

2.1 Computational modelling of reaction mechanisms ....................................... 7 

2.2 Computational Methods ............................................................................... 9 

2.2.1 Schrödinger equation ............................................................................ 9 

2.2.2 Variational principle ............................................................................. 12 

2.2.3 The Hartree-Fock method ................................................................... 12 

2.2.4 Density Functional Theory ................................................................... 14 

2.2.5 Dispersion Corrections ........................................................................ 18 

2.2.6 Basis Sets ........................................................................................... 19 

2.2.7 Ab initio molecular dynamics ............................................................... 21 

2.2.8 Solvation ............................................................................................. 22 

2.3 Methods employed in this thesis ................................................................ 24 

3 Paper I: Ir-catalyzed enantioenriched allylic carbamate formation from CO2 ..... 27 

3.1 Asymmetric catalysis .................................................................................. 27 

3.2 Enantioenriched carbamate from CO2 ........................................................ 28 

3.3 Studied Mechanisms .................................................................................. 30 

3.4 Configurational Study ................................................................................. 33 

3.5 Energy Profile ............................................................................................. 38 

3.6 Enantioselectivity........................................................................................ 39 

3.7 Results with other DFT functionals ............................................................. 41 

3.8 Formation of side products ......................................................................... 42 

3.9 Conclusions ................................................................................................ 44 

4 Paper II: CO2 insertion into palladium alkyl and aryl complexes ........................ 47 



 

 

4.1 CO2 insertion into Pd-alkyl complexes ....................................................... 47 

4.2 Mechanisms of CO2 insertion ..................................................................... 49 

4.3 The energy profile ...................................................................................... 50 

4.4 Comparison of CO2 insertion in the tBu-substituted complexes ................. 52 

4.5 Effect of sterics on CO2 insertion ................................................................ 57 

4.6 Results with another functional .................................................................. 58 

4.7 Conclusions ................................................................................................ 60 

5 Paper III: Ni-catalyzed carbonylative cross-coupling between alkyl esters and aryl 

boronic acids ............................................................................................................ 63 

5.1 Background ................................................................................................ 63 

5.2 Studied Mechanisms .................................................................................. 65 

5.3 Validation of the computed mechanisms .................................................... 71 

5.4 Conclusions ................................................................................................ 73 

6 Paper IV: Precise 19F NMR calculations using ab initio molecular dynamics 

simulations ................................................................................................................ 75 

6.1 Quantum NMR calculations ........................................................................ 75 

6.2 Static 19F NMR calculations ........................................................................ 76 

6.3 Dynamic 19F NMR calculations without explicit solvents ............................ 78 

6.4 Dynamic NMR with explicit solvent molecules ........................................... 84 

6.5 Conclusions ................................................................................................ 87 

7 Overall Conclusions........................................................................................... 89 

Future Outlook .......................................................................................................... 93 

Bibliography .............................................................................................................. 95 

 

 



 

i 

 

Abstract 

Transition metal (TM) catalysts are indispensable in industrial operations and organic synthesis 

due to their unique properties, such as variable oxidation states, rich coordination chemistry, 

and ability to enable electron transfer processes. These properties allow them to activate a 

diverse range of substrates by lowering activation energies, and the catalysts can be fine-tuned 

to enhance chemo-, regio-, and stereoselectivities for desired products. One of the prominent 

and requisite uses of TM catalysts is in the conversion of CO2 to higher-value products. 

With the advent of climate change, scientists are looking for renewable carbon sources to 

replace fossil fuels. One promising option is CO2, a non-toxic and highly abundant greenhouse 

gas. However, the use of CO2 in chemical synthesis is limited due to its kinetic and 

thermodynamic stability. TM catalysts have the potential to address these challenges, making 

the study of these catalysts vital for developing effective CO2 activation processes. Nonetheless, 

their complex electronic structures, ligand coordination dynamics, assorted reaction pathways, 

broad spectroscopic signals, and environmental sensitivity make it difficult to study them 

experimentally. Computational chemistry, with its explanatory and predictive power, can help 

elucidate their intricate behaviors and interactions. 

In this thesis, I examined TM-mediated processes using computational chemistry techniques, 

particularly density functional theory (DFT), to identify transient species like intermediates and 

transition states, and to understand their nuclear and electronic structures. My research included 

an analysis of the factors leading to enantioenriched carbamate formation from CO2, catalyzed 

by an Ir-based complex (Paper I). Another study investigated the CO2-insertion mechanism into 

diverse Pd-alkyl complexes and its relationship with the experimentally observed reaction 

kinetics, in close collaboration with an experimental group from Yale University (Paper II). I 

also collaborated with Aarhus University to examine diverse mechanistic pathways for a Ni-

catalyzed aryl-alkyl cross-coupling reaction with CO (originating from CO2) insertion (Paper 

III). Additionally, I employed state-of-the-art computational techniques, involving ab initio 

molecular dynamics simulations (AIMD), to precisely predict 19F nuclear magnetic resonance 

(NMR) chemical shifts in a Ni-fluoride complex (Paper IV). 
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1 Introduction 

1.1 Importance of transition metal complexes 

Transition metals (TMs) are a range of elements in the periodic table that have partially filled 

d-orbitals in their elemental or cationic form. The availability of d subshells allows TMs to form 

bonds with atoms or atomic groups, known as ligands. The resulting transition metal complexes 

(TMCs) are known as coordination complexes, where the TM acts as the coordination center 

and is surrounded by ligands. Ligands generally coordinate with TM by donating a lone pair of 

electrons, forming a two-electron, two-center dative covalent bond. 

TMs have closely spaced ns and (n-1)d orbitals, allowing them to lose or share multiple 

electrons simultaneously. This enables TMs to exhibit variable oxidation states, thereby 

enhancing their reactivity. Additionally, their versatile coordination numbers and geometries, 

along with stabilization mechanisms such as ligand field effects, π-backbonding, and chelation, 

permit them to make stable complexes with diverse ligands. These characteristics contribute to 

TMCs being one of the largest groups of compounds, both naturally occurring and artificially 

manufactured. The properties of TMCs are heterogeneous, influenced by the properties of the 

metal (oxidation state, type, and coordination number) and the ligands (electron-donating 

ability, denticity, polarity, and size), which collectively affect the chemistry of a TMC. 

The heterogeneity of TMCs contributes to their omnipresence around human life, including 

agriculture (as pesticides and insecticides), industries (as catalysts, nanomaterials, and 

reagents), medicine (in pharmacology), and the arts (as dyes and pigments), etc. TMCs have a 

profound place in catalysis, serving as one of the main pillars for modern organic synthesis, 

owing to their ability to attain multiple oxidation states and form complexes with reagents 

throughout a catalytic cycle. The reactivity and selectivity of a TMC can be fine-tuned by 

changing the chemical environment, such as the type of donating atom or the size of the 

coordinating ligand. Thereby, TMCs have the potential to contribute to the development of new 

synthetic methodologies for forming manifold molecular scaffolds with high regio-, chemo-, 

and stereoselectivity.1 

The sensitive response of TMCs to their chemical environments results in increased complexity 

of the corresponding catalytic cycles and the opening of additional reaction pathways, making 

their study difficult. Therefore, a combination of synthetic chemistry, advanced chemical 
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theory, computation, and kinetic study is required. Over the last two decades, computational 

simulations have significantly contributed to the research and fundamental comprehension of 

catalytic processes.2,3 An overview of popular TM-catalyzed reactions is shown in Figure 1.1. 

 

 

Figure 1.1 The common chemical processes catalyzed by TMs. (R = alkyl/aryl, Nu- = Nucleophile, E+ = 

Electrophile) 

 

Computational methods are crucial for rationalizing reaction mechanisms and interpreting 

spectroscopic data. The use of advanced quantum chemical methods, especially density 

functional theory (DFT), is well-suited for studying intricate reaction pathways, identifying key 

transition states and intermediates, and providing vital information regarding kinetic and 

thermodynamic energies. Computations enable the elucidation of existing chemical processes 

and the development of new ones. In this thesis, I will employ advanced quantum chemical 

methods to explore reaction mechanisms catalyzed by TMs with a focus on CO2 incorporation, 

and to accurately predict the 19F nuclear magnetic resonance (NMR) chemical shifts of a TMC. 
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1.2 CO2 reduction using transition metal catalysis 

Carbon dioxide (CO2) is naturally used by plants via photosynthesis to form oxygen (O2) and 

organic matter, while O2 is consumed by living beings that release CO2 via respiration. For the 

majority of human history, this cycle maintained uniform CO2 concentrations around 280 ppm 

in the atmosphere.4 Then humans, in the pursuit of a better quality of life, entered the industrial 

era, which led to deforestation for industrial expansion and increased use of fossil fuels for 

energy. These activities led to uncontrollable anthropogenic CO2 emissions, disrupting the 

relatively balanced CO2-O2 cycle, and increasing the CO2 concentration in the atmosphere by 

75% since the industrial revolution.5 According to Mauna Loa Observatory in Hawaii, the mean 

CO2 concentration in the atmosphere for June 2024 reached 427 ppm.6 As a greenhouse gas, 

CO2 has an immediate effect on global warming, sea levels, biodiversity, and poses other 

environmental challenges.7 

Climate change is a global concern, and the development of carbon capture, storage, and 

utilization (CCUS) has become one of the main pillars to reduce our CO2 footprint. Although 

the deployment of CO2 in chemical synthesis alone will not significantly reduce climate change, 

CO2 is a valuable C1 feedstock due to its abundance, nontoxicity, low cost, and sustainability. 

Additionally, humans need to find alternate carbon sources, as the fossil fuels are non-

renewable and will deplete soon. The interest in the scientific community for converting CO2 

to higher-value products is increasing, yet its potential in chemical synthesis is underexplored. 

Currently, a few well-known industrial processes employing CO2 include the production of 

methanol, urea, and carbonates.8 However, these processes consume almost negligible amount 

of the total CO2 available and supply only a few products needed by our society.9 

The utilization of CO2 as a chemical synthon is challenging due to its high thermodynamic and 

kinetic stability. The highest oxidation state of carbon in CO2 and its delocalized electronic 

structure make it thermodynamically stable, whereas kinetic inertness arises due to its poor 

coordination ability and the symmetrical non-polar structure.10 Thereby, converting CO2 

generally requires high energy (e.g., high temperature and/or high pressure), rendering the 

process expensive and non-scalable at a commercial level. The CO2 reduction process can be 

made more energy-efficient by lowering the activation energy of the process using a suitable 

catalyst.11 Employing a TMC-based catalyst is a lucrative and sensible choice due to its 

versatility and tunable selectivity, as discussed in Section 1.1. The special issue 
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"Organometallic chemistry for enabling carbon dioxide utilization" featured 22 articles that 

discussed various metal-catalyzed reactions for CO2 activation.12 Of the 15 metals used, 11 

were TMs, highlighting the prominent role TMCs play in the valorization of CO2 in chemical 

synthesis. 

When it comes to CO2 reduction, it can be categorized in two ways. First, CO2 can be directly 

reduced to simpler products, such as with hydrogen, giving products like formic acid, methanol, 

methane, and CO. These products can be used as building blocks or solvents for synthesizing 

larger molecules, as well as fuels. Second, CO2 can be used as a reagent in the synthesis to form 

an array of vital chemical scaffolds like carbamates, carbonates, carboxylic acids, and 

derivatives. These can be used to build larger molecules, like polymers, or can constitute a final 

product themselves. In this thesis, I will explore the second strategy of CO2 activation, focusing 

on the formation of carbon-carbon (C-C) or carbon-heteroatom (C-N/O) bonds. A generalized 

mechanism of TM-catalyzed CO2 activation and varying possible interactions between TM and 

CO2 are shown in Figure 1.2. 

 

 

Figure 1.2 a) A generalized mechanism of TM-catalyzed CO2 activation and, b) few ways that TM and 

CO2 might interact. CO2 is drawn nonlinear to indicate its activation by the TM. (M = TM, X = N/O/C, ---

- = possible non-covalent interaction) 
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1.3 Objective of the thesis 

The objective of this thesis is to provide mechanistic insights into the chemical processes 

involving TM catalysts using the predictive and rationalizing capabilities of quantum-chemical 

methods. The investigation of reaction mechanisms is crucial for fine-tuning the TM catalyst to 

enhance the efficiency and selectivity (chemo-, regio-, and stereo-) of the underlying process. 

The short time scale of chemical reactions makes it difficult to study mechanisms 

experimentally. With the constantly increasing computational power and advancements in 

solving complex mathematical algorithms, the utilization of computational chemistry methods 

for rationalizing chemical reactions is indispensable. Thus, we employed computational 

modeling and simulation, working collaboratively with experimental groups to gain insight into 

the elementary processes of reactions. 

This work aimed to study TM-catalyzed reactions that incorporate CO2, or its reduced form 

CO, as a reagent for generating value-added products, such as carbamates and ketones. We 

studied processes with homogeneous catalysts as they provide a large number of reactive sites 

and a defined active species. Additionally, we studied factors leading to precise 19F NMR 

resonance calculations for a TM-fluoride complex. The scientific objectives were manifold: 

 

1. Understand the selectivity-determining factors that lead to the regio- and 

enantioselective formation carbamates using CO2 as a reagent, facilitated by an Ir-based 

catalyst (Paper I, Chapter 3). 

2. Conduct a mechanistic study of CO2 insertion into various Pd-alkyl complexes, 

explaining the reasons behind experimentally observed differences in reaction kinetics 

(Paper II, Chapter 4). 

3. Inspect the mechanistic pathway that led to the formation of aryl-alkyl ketones by a Ni-

catalyzed cross-coupling reaction of alkyl esters and aryl boronic acids, with the 

incorporation of CO originating from CO2 (Paper III, Chapter 5). 

4. Understand the factors influencing accurate 19F NMR chemical shift calculation of a Ni-

fluoride complex, considering an ensemble of structures (Paper IV, Chapter 6). 
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2 Computational Methods 

 

2.1 Computational modelling of reaction mechanisms 

Computational chemistry is a subfield of chemistry that utilizes physics-based techniques and 

mathematical algorithms to simulate chemical processes. One of the key uses of computational 

chemistry is the prediction of reaction mechanisms using electronic structure theory based on 

quantum mechanics. A reaction mechanism is the study of the breaking and forming of bonds 

in a certain order during a reaction that results in the production of a different chemical product. 

Understanding the mechanism behind a chemical reaction is vital for enhancing the substrate 

scope, selectivity, and robustness of a reaction, as well as designing new reactions with 

sustainable reagents. 

A chemical reaction is mainly defined by the relative energies of reactants, products, 

intermediates, and transition states that are calculated along the minimum energy path 

connecting reactants and products. The thermodynamic feasibility of a reaction can be deduced 

from the Gibbs free energy difference between the optimized geometries of the reactant and the 

product. From the kinetic perspective, a computed mechanism is sensible if the difference 

between the highest energy transition state and the lowest energy intermediate (rate-limiting 

barrier) along a certain reaction path is feasible at the temperature and pressure at which the 

experiments were conducted. The rate-limiting barrier corresponds to the slowest step in the 

reaction, which becomes the rate-determining step (RDS). 

In addition to energies, molecular geometries of intermediates and transition states obtained 

through geometry optimizations are vital for predicting and rationalizing reaction mechanisms. 

Geometries give detailed structural information that affects the reactivity, stereochemistry, and 

energy aspects of the reaction. By examining these geometries, chemists can understand the 

sequence of steps in a reaction, the activation energies, and the factors that control selectivity 

and yield. Computational chemistry methods are crucial in accurately determining these 

geometries, thus facilitating a deeper comprehension of complex chemical reactions. 

The energies of reactants, products, intermediates, and transition states of a chemical reaction 

are obtained from the potential energy surface (PES). A PES is an important concept in 

computational chemistry that describes the energy of a system as a function of the coordinates 
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of its atoms. The stationary points on the PES correspond to the minima and first-order saddle 

points, representing intermediates and transition states, respectively. The first derivative of the 

potential energy relative to the atomic coordinates, known as energy gradient, is zero for each 

stationary point on the PES. For differentiating minima and first-order saddle point, the second 

derivative of energy relative to atomic coordinates is calculated, known as Hessian or force 

constant matrix. Reactant, intermediate, and product correspond to minima, and they have all 

positive force constants or Hessian eigenvalues. Transition states are linked to first-order saddle 

points, having one negative Hessian eigenvalue along the reaction coordinate of interest and 

positive eigenvalues in all other directions. 

To relate the activation energy (𝛥𝐺≠) and the rate constant (𝑘) of the RDS, the following Eyring 

equation13 is used: 

 

𝑘 =  
𝜅𝐾𝐵𝑇 

ℎ
𝑒

−𝛥𝐺≠

𝑅𝑇  
2.1 

 

where 𝑘 is the rate constant, 𝜅 is the transmission coefficient, 𝐾𝐵 is the Boltzmann constant, ℎ 

is the Planck constant, T represents the temperature, 𝑅 is the gas constant, and 𝛥𝐺≠ denotes the 

Gibbs activation energy or the computed energy barrier. 

As discussed in the next section, the geometry optimization of intermediates and transition 

states using quantum chemical calculations typically only provides electronic energies at 0 K. 

Gibbs free energies can be calculated by taking into account the contributions from the zero-

point energy, thermal corrections to enthalpy, and entropy. These contributions are generally 

obtained by performing a frequency calculation on the optimized geometry. The calculated 

Gibbs free energies account for vibrational, rotational, and translational degrees of freedom, 

providing a more complete thermodynamic picture. The entropic contribution accounts for the 

randomness of a system and is usually calculated using the ideal gas approximation.14 

The vibrational contribution to Gibbs free energy involves the zero-point vibrational energy 

(ZPVE) and the temperature-dependent vibrational energy, typically calculated by employing 

the harmonic vibrational frequency approximation. The temperature dependence of additional 

energy contributions, such as translational and rotational energies, is considered by the thermal 
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correction term. It is usually negligible in comparison to the vibrational contribution and can 

be disregarded in many situations, particularly at low temperatures. 

 

2.2 Computational Methods 

In the previous Section 2.1, I discussed the concepts involved with finding stationary states of 

a reaction along a certain pathway on the PES. In this section, I will be discussing the 

computational methods and approximations commonly used to obtain the molecular geometries 

and energies with quantum chemical calculations. 

 

2.2.1 Schrödinger equation 

The simulation of particles at the atomic level, such as electrons and nuclei, involves applying 

the principles of quantum mechanics. The Schrödinger equation describes the motion and 

evolution over time of quantum mechanical systems, like atoms and molecules. For bound 

systems like atoms, where the energy does not depend on time, we utilize the time-independent 

Schrödinger equation15: 

 

�̂�𝛹 = 𝐸𝛹  2.2 

 

Here, �̂�  represents the Hamiltonian operator that captures the total energy of the quantum 

system, 𝛹(𝑟, 𝑅)  is the wave function that describes the quantum states of the system as a 

function of the position of electrons (𝑟) and nuclei (𝑅), and 𝐸 denotes the corresponding energy 

eigenvalue. 

The Hamiltonian operator, �̂�  consists of the different terms constituting the kinetic and 

potential energies: 

 

�̂� =  �̂�𝑛 + �̂�𝑒 + �̂�𝑛𝑛 + �̂�𝑒𝑒 + �̂�𝑛𝑒 2.3 
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where, �̂�𝑛 is the operator for nuclear kinetic energy: 

 

�̂�𝑛 = − ∑
1

2𝑚𝑎
𝛻𝑎

2 

𝑁𝑛

𝑎=1

 

2.4 

 

�̂�𝑒 is the operator for electronic kinetic energy: 

 

�̂�𝑒 = −∑
1

2
𝛻𝑖

2 

𝑁𝑒

𝑖=1

 

2.5 

 

�̂�𝑛𝑛 is the operator for nuclear-nuclear potential energy: 

 

�̂�𝑛𝑛 = ∑ ∑
𝑍𝑎𝑍𝑏

|�⃗� 𝑎 − �⃗� 𝑏|
 

𝑁𝑛

𝑏>𝑎

𝑁𝑛

𝑎=1
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�̂�𝑒𝑒 is the operator for electronic-electronic potential energy: 

�̂�𝑒𝑒 = ∑∑
1

|𝑟 𝑖 − 𝑟 𝑗|
 

𝑁𝑒

𝑗>𝑖

𝑁𝑒

𝑖=1
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�̂�𝑛𝑒 is the operator for nuclear-electronic potential energy: 
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�̂�𝑛𝑒 = − ∑ ∑
𝑍𝑎

|�⃗� 𝑎 − 𝑟 𝑖|
 

𝑁𝑒

𝑖=1

𝑁𝑛

𝑎=1

 

2.8 

 

Here,  

(𝑖, 𝑗) and (𝑎, 𝑏) runs over electrons and nuclei, respectively 

𝛻2
  is the Laplacian operator (

𝜕2

𝜕𝑥
+ 

𝜕2

𝜕𝑦
+ 

𝜕2

𝜕𝑧
)  

𝑚𝑎 is the mass of nuclei 𝑎th nucleus 

𝑍 is the nuclear charge 

�⃗�  and 𝑟  are the nuclear and electronic coordinates, respectively 

𝑁𝑛 and 𝑁𝑒 are the number of nuclei and electrons, respectively 

 

However, the Schrödinger equation cannot be solved analytically for more than two-particle 

systems. The complexity of the equation increases quickly as the number of interacting particles 

increases. We have to include some approximations for solving the Schrödinger equation for 

many particle systems. The most common approximation used in most of the quantum 

chemistry methods is the Born-Oppenheimer approximation,15 which states that nuclear motion 

can be neglected relative to the electron as nuclei have a significantly larger mass than electrons.  

Due to the considerable mass difference, nuclei is considered as stationary point charges relative 

to electrons, and the electronic Schrödinger equation is solved for electrons moving in an 

electrostatic field generated by the nuclei. The resulting electronic Hamiltonian operator is 

given as: 

 

�̂�𝑒 = �̂�𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑒 2.9 

  

The electronic Schrödinger equation formed after substituting �̂�𝑒 in equation 2.2 is given as: 
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(�̂�𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑒)𝛹𝑒 = 𝐸𝑒𝛹𝑒 2.10 

 

2.2.2 Variational principle 

The variational principle in quantum mechanics provides a powerful framework for finding 

approximate solutions to the Schrödinger equation, particularly for many particle systems 

where finding exact solutions is impractical or impossible. The principle can be mathematically 

expressed as follows: 

𝐸𝑡𝑟𝑖𝑎𝑙 ≥ 𝐸𝑜 2.11 

⟨𝛹𝑡𝑟𝑖𝑎𝑙|�̂�|𝛹𝑡𝑟𝑖𝑎𝑙⟩

⟨𝛹𝑡𝑟𝑖𝑎𝑙|𝛹𝑡𝑟𝑖𝑎𝑙⟩
 ≥  

⟨𝛹𝑜|�̂�|𝛹𝑜⟩

⟨𝛹𝑜|𝛹𝑜⟩
 

2.12 

 

where, 𝐸𝑡𝑟𝑖𝑎𝑙 represents the energy corresponding to the trial wave function, 𝛹𝑡𝑟𝑖𝑎𝑙 and 𝐸𝑜 is 

the true ground state energy corresponding to the exact wave function, 𝛹𝑜. 

The principle states that 𝐸𝑡𝑟𝑖𝑎𝑙 can be either greater or equal to the true ground state energy, 𝐸𝑜. 

The key idea behind the variational principle is that by varying the trial wave function, we can 

systematically approach the exact ground state energy, 𝐸𝑜 . The best approximation to the 

ground state energy is obtained when the trial wave function provides the lowest possible 

energy, i.e., when it is closest to the true ground state wave function. 

 

2.2.3 The Hartree-Fock method 

The Hartree-Fock (HF) method is a well-known approach in quantum chemistry and is closely 

connected to the variational principle. In the HF method, we seek to approximate the ground 

state wave function for a many-electron system, often referred to as the HF wave function, by 

constructing a single Slater determinant. The ground state wave function is systematically 

approximated using the variational principle. The Slater determinant ensures that the anti-

symmetry of the wave function is maintained, as mandated by the Pauli exclusion principle.15 
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The HF method approximates that an electron navigates in a mean field generated by other 

electrons, effectively disregarding explicit electron-electron repulsions and simplifying the �̂�𝑒𝑒 

term in equation. The fundamental HF equation is expressed as: 

 

�̂�𝑖𝜙𝑖 = 𝜀𝑖𝜙𝑖 2.13 

 

where, 𝐹𝑖  is the Fock operator for i-th electron, 𝜙𝑖  denotes the orbital containing the i-th 

electron, and 𝜀𝑖 signifies the energy of the i-th electron. The energy, 𝐸 and the Fock operator, 

�̂�𝑖 are represented as: 

 

𝐸 = ∑ℎ𝑖 + 
1

2
 ∑∑(𝐽𝑖𝑗 − 𝐾𝑖𝑗) + 𝑉𝑛𝑛

𝑁𝑒

𝑗=1

𝑁𝑒

𝑖=1

𝑁𝑒

𝑖=1

 

2.14 

�̂�𝑖 = ℎ̂𝑖 + ∑( �̂�𝑗 − �̂�𝑗 )

𝑁𝑒

𝑗

 

2.15 

  

where, ℎ̂𝑖 represents the kinetic and potential energies of a single electron, whereas  �̂�𝑗 and �̂�𝑗 

represent the coulomb and exchange operators, respectively, describing the interaction of an 

electron within the mean field of other electrons. 

The HF method is termed a mean-field approximation, as the electron-electron repulsion is 

accounted in an average manner. This stems from the utilization of a single Slater determinant 

for representing the trial wave function. The energy of each electron can be calculated using 

Equation 2.13, and the variational principle can be used to minimize the energy (Equation 2.12). 

The energy is systematically minimized, iterating over better approximations of the trial wave 

function, 𝛹𝑡𝑟𝑖𝑎𝑙. Eventually, based on a certain threshold value, we assume that the ground state 

wave function, 𝛹𝑜 is approximated. The HF method is often referred to as Self-Consistent Field 

(SCF) theory due to its iterative nature.15 
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While the HF method offers speed, its accuracy is limited due to the mean-field approximation 

regarding electron-electron repulsions. Advanced wave function methods, such as MP 

Perturbation Theory, Configuration Interaction, and Coupled Cluster, consider explicit electron-

electron interactions.15 However, these methods are beyond the scope of this thesis. We will 

focus on Density Functional Theory (DFT), a method extensively employed in this thesis. 

 

2.2.4 Density Functional Theory 

Density Functional Theory (DFT) proposes that the energy of a system can be calculated from 

its electron density (𝜌), suggesting that the complexity of finding the energy by computing the 

wave function using the Schrödinger equation can be avoided. The wave function methods have 

a degree of freedom of 3N (N = number of electrons), whereas the electron density has only 3 

degrees of freedom, irrespective of the number of electrons. Hohenberg and Kohn in 1964 

postulated that the ground state electronic energy can be calculated completely by the electron 

density, 𝜌.16 They proved that the lowest energy, 𝐸𝑜 is uniquely defined by the ground electron 

density, 𝜌𝑜: 

𝐸𝑜 = 𝐸[𝜌𝑜] 2.16 

  

The total electronic energy of the system as a function of 𝜌 is defined as: 

 

𝐸[𝜌] =  𝑇[𝜌] + 𝑉𝑛𝑒[𝜌] + 𝑉𝑒𝑒[𝜌] 2.17 

 

where, 𝑇[𝜌] represents the kinetic energy functional, 𝑉𝑛𝑒[𝜌] is the nuclear-electron interaction 

energy functional, and 𝑉𝑒𝑒[𝜌] denotes the electron-electron interaction energy functional. The 

nuclear-nuclear repulsion energy counterpart is a constant within the Born-Oppenheimer 

approximation. 

Using the HF method (Equation 2.14), the 𝑉𝑒𝑒[𝜌]  term is further divided into Coulomb and 

exchange parts, 𝐽[𝜌] and 𝐾[𝜌] (implicitly incorporating electron correlation energy). The 𝑉𝑛𝑒[𝜌] 

and 𝐽[𝜌] functionals are represented by their classical expressions: 
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𝑉𝑛𝑒[𝜌] =  − ∑ ∫
𝑍𝑎  𝜌(𝑟)

|𝑟 − 𝑅𝑎|
 𝑑𝑟

𝑁𝑛

𝑎=1

 

2.18 

𝐽[𝜌] =  
1

2
∬

𝜌(𝑟)𝜌(𝑟′)

|𝑟 − 𝑟′|
 𝑑𝑟𝑑𝑟′ 

2.19 

  

The functionals of the kinetic and exchange energies (𝑇[𝜌] and 𝐾[𝜌]) are not known exactly 

and were approximated by considering a uniform electron gas (Thomas-Fermi model). The 

approximation of the uniform electron gas worked only for the valence electrons in specific 

metallic systems but produced significant errors for atoms and molecules. The exact 

expressions for 𝑇[𝜌] and 𝐾[𝜌] are still under development, and are referred to as orbital-free 

DFT.15 However, the most fundamental formulation of DFT currently is the Kohn Sham (KS) 

DFT. 

The orbital-free DFT poorly represented the kinetic energy, and the problem was solved by 

including atomic orbitals by Kohn and Sham.17 Thus, Kohn and Sham laid the foundation for 

the introduction of orbitals in DFT.  The inclusion of orbitals increased the degrees of freedom 

from 3 to 3N (N = number of electrons), and the electron correlation term re-appears as a 

different term. In KS DFT, the kinetic, electron-nuclear, and Coulomb electron-electron 

energies are represented by considering a single Slater determinant, as in the HF theory. The 

exact kinetic energy functional calculated using a single Slater determinant, 𝑆  consisting of 

MOs, 𝜙𝑖 is expressed as: 

 

𝑇𝑠[𝜌] =  ∑⟨𝜙𝑖|−
1
2𝛻2|𝜙𝑖⟩

𝑁𝑒

𝑖=1

 

2.20 

  

Notably, it is not the true kinetic energy functional as a small correction term is missing, leading 

to the following discrepancy: 𝑇[𝜌] − Ts[𝜌] . Also, there are missing terms in the electron-
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electron interaction energy functional, resulting in the following discrepancy: 𝑉𝑒𝑒[𝜌] −  𝐽[𝜌]. 

These differences form the exchange-correlation functional: 

 

𝐸𝑋𝐶[𝜌] = (𝑇[𝜌] − 𝑇𝑠[𝜌]) + (𝑉𝑒𝑒[𝜌] −  𝐽[𝜌]) 2.21 

  

The first expression represents the kinetic correlation energy, whereas the second expression 

shows the potential correlation energy plus the exchange energy, respectively. A general DFT 

energy expression using KS theory is given as: 

 

𝐸𝐷𝐹𝑇[𝜌] =  𝑇𝑠[𝜌] + 𝑉𝑛𝑒[𝜌] +  𝐽[𝜌] + 𝐸𝑋𝐶[𝜌] 2.22 

  

The kinetic energy functional forms a significant amount of the total energy, but it is unknown 

in the orbital-free DFT methods. So, a small inaccuracy in the kinetic energy functional leads 

to a large absolute error in the total energy. On the other hand, the exchange-correlation 

functional is unknown in the KS DFT methods, but due to its minor contribution to the total 

energy, inaccuracies in the functional are less sensitive to results. The missing exchange-

correlation energy functional is generally parameterized either using high-quality ab initio 

methods, experimental results, or a combination of both. The goal is to find a suitable set of 

parameters for EXC[𝜌].  

Different DFT methods vary by the choice of the functional form of the exchange-correlation 

energy. While many hundred DFT functionals have been proposed, only a tiny subset of these 

is widely used. J.P. Perdew suggested “Jacob’s ladder”, which proposes that the quality of DFT 

functionals improves as one goes each step up the ladder.15 This approach can be used to 

systematically differentiate the numerous proposed DFT functionals. Now, I will discuss 

different levels of DFT functionals, with varying approximations for the exchange-correlation 

energy. 
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2.2.4.1 Local Density Approximation (LDA) 

LDA assumes that the exchange-correlation energy density at any point is a function of the local 

electron density, assuming the electron density in a uniform electron gas. Since the electron 

density is not uniform in molecules, this approach usually underestimates the binding energies 

and performs over-delocalization of electrons. LDA is generally poor for calculating molecular 

and reaction energies but can be used for bulk materials or systems where computational 

efficiency is important.18 The examples of LDA functionals include the original Perdew-Zunger 

LDA,19 the Ceperley-Alder LDA,20 and the Perdew-Wang LDA.21 

 

2.2.4.2 Generalized Gradient Approximation (GGA) 

GGA functionals consider exchange-correlation energy as a function of the local electron 

density and its gradient, accounting for the spatial variation of the electron density. So, GGA 

functionals go one step ahead of LDA and thus provide better accuracy for molecular properties 

like bond lengths, bond angles, and reaction energies.22 Examples include Perdew-Burke-

Ernzerhof (PBE)23 and Becke-Lee-Yang-Parr (BLYP)24,25 functionals. 

 

2.2.4.3 Meta-Generalized Gradient Approximation (Meta-GGA) 

These functionals go even further and includes kinetic energy density in addition to the local 

electron density and its gradients. Meta-GGA functionals give good accuracy for systems with 

complex electronic structures and strong correlation effects. Common Meta-GGA functionals 

include the Tao-Perdew-Staroverov-Scuseria (TPSS)26 functional and the Minnesota family of 

functionals (M06,27 M06-2X,28 etc.). 

 

2.2.4.4 Hybrid functionals 

Hybrid functionals combine the density exchange-correlation with a portion of the exact HF 

exchange on top of GGA or meta-GGA functionals. The addition of HF exchange increases 

computational cost but also improve accuracy. These functionals are used for computing more 

accurate molecular properties, especially for systems with excited electronic states and strong 
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correlation effects. Popular hybrid functionals include the B3LYP24,25,29 and PBE030 

functionals. 

 

2.2.4.5 Range-separated functionals 

The range-separated functionals dissociate the short-range and long-range electron-electron 

interactions and treat them separately. The motivation is to improve the traditional hybrid 

functionals while balancing computational power. These functionals are useful for systems with 

highly delocalized correlation effects. Examples include the CAM-B3LYP31 and ωB97X-D32 

functionals. 

 

2.2.4.6 Double hybrid functionals 

The “double” in double hybrid functionals refers to the incorporation of both exact exchange 

and added correlation terms. These functionals improve upon the limitations of hybrid 

functionals that include exact HF exchange, as they can underestimate dispersion interactions 

and other non-local correlation effects. For example, B2PLYP33 functional is a double hybrid 

functional that combines the B3LYP hybrid functional with a perturbative second-order 

correlation correction (PT2). 

 

2.2.5 Dispersion Corrections 

Dispersion interactions, or London dispersion forces are a type of van der Waals forces that 

come into play due to the formation of an instantaneous dipole in non-polar or weakly polar 

molecules. This instantaneous dipole distorts electron clouds in the neighboring atoms, 

resulting in an attractive intermolecular interaction. Dispersion interactions play a prominent 

role in the stability and properties of molecular systems, biological macromolecules, condensed 

phases, and materials.34 Aromatic rings form significant dispersion interactions in chemical and 

biological systems, and these majorly include π…π, C-H…π, anion…π, and cation…π 

interactions.35 

Dispersion interactions are inherently non-local, as they depend on the location of electrons in 

remote parts of the system. Due to the long-range nature of the dispersion interactions, they are 
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difficult to implement in the standard DFT methods. A popular way to include these interactions 

is by adding an empirical dispersion term to the DFT energy as implemented by Truhlar and 

Grimme.36 Truhlar28 induced empirical dispersion using an intrinsic parameterization in the 

Minnesota functionals. Grimme developed varying versions of empirical dispersions, including 

D237, D338, and D3(BJ)39. These empirical dispersion corrections can be added to the DFT 

functionals giving DFT-D methods. 

The inclusion of dispersion corrections is crucial for proper description of molecular 

geometries, their energies, and other properties. Various computational studies have analyzed 

and described these interactions in the past years.34,40 Dispersion corrections are especially 

important in the asymmetric catalysis, as studies have shown that non-covalent interactions can 

be responsible for the formation of a specific enantiomer.41,42 Dispersion interactions are also 

essential to describe metal-ligand binding energies accurately. For example, in a Ru-based 

reaction, the binding energy of the phosphine ligand was underestimated by around -25 

kcal/mol by BP86 and B3LYP functionals, and an accurate energy was obtained through 

dispersion corrected functionals.43 In this work, I have mainly used Grimme’s D3(BJ) empirical 

dispersion correction. 

 

2.2.6 Basis Sets 

Basis sets are a combination of mathematical functions, called basis functions, that represent 

the electronic wave function in a molecule or atom. The HF and DFT methods discussed above 

utilize basis sets to represent the distribution of electrons in different regions of space. Basis 

sets provide a way of approximating the true wave function at a computationally tractable cost. 

Basis sets can be systematically improved in their size or sophistication to produce more 

accurate results. The accuracy and computational cost can be balanced by choosing a suitable 

basis set.15 

Basis functions consist of atomic orbitals like Gaussian-type orbitals (GTOs), Slater-type 

orbitals (STOs), or numeric atomic orbitals. GTOs are relatively faster as their integrals are 

simpler to compute, whereas STOs provide better accuracy but their integrals are more 

sophisticated to compute. A linear combination of GTOs can be used to approximate the 

accuracy to STOs, offering faster calculations. Generally, the higher the number of basis 
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functions per electron, the better the basis set. Various types of basis sets are utilized in quantum 

mechanical calculations, some of their features are given below: 

Minimal basis sets: The smallest basis set having one basis function for each atomic orbital. 

These include STO-NG type orbitals, such as STO-3G, in which a linear combination of three 

Gaussian-type orbitals is used. They are fast but lack adaptability to complex electronic 

structures due to limited flexibility. 

Split-valence basis sets: Valence electrons are crucial in chemical reactions as they are directly 

involved during the bond forming and breaking steps. In the split-valence basis sets, additional 

basis functions are added to the valence electrons as compared to the core electrons. For 

instance, the Pople44 basis set 6-31G employs two basis functions for valence electrons, whereas 

one basis function for core electrons. The 6-31G is a double-ζ basis set as it utilizes two basis 

functions per valence electron. Similarly, there are triple-ζ, quadruple-ζ, and higher basis sets. 

Polarization Functions: These are additional basis functions with higher angular momentum for 

a given atom than the minimal basis set. The polarization functions enhance flexibility and 

polarizability of the electron density, crucial for bond formation/breaking process, molecular 

geometry, and electron cloud distribution. These functions are indicated by “*” or “P” generally. 

For example, the 6-31G(d,p) basis set adds d-functions for non-hydrogen atoms and p-functions 

for hydrogen atoms. In Dunning’s45 correlation-consistent basis set, cc-pVDZ, polarization 

functions are inherently considered.  

Diffuse Functions: These are additional basis functions added to properly represent electrons 

that are far away from the nucleus, especially important for anions, excited states, systems with 

lone pairs, and weak interactions like van der Waals forces or hydrogen bonding. These 

functions, denoted by “+” or “aug”. For example, the 6-31++G basis set includes diffuse 

functions for both heavy and hydrogen atoms. The Dunning basis set, aug-cc-pVDZ includes 

diffuse functions. 

The accuracy of electronic structure calculations depends heavily on the choice of basis set. 

Larger basis sets with more basis functions provide a more flexible representation of the 

wavefunction and can capture finer details of molecular properties. However, larger basis sets 

also increase computational costs. Therefore, the choice of basis set size depends on the specific 

system being studied and the desired level of accuracy. 
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Another important aspect related to basis set is the basis set superposition error (BSSE).15 BSSE 

is the artificial lowering of electronic energies when the basis set on a molecular fragment atom 

uses the basis set of another nearby fragment to represent its electron cloud. The problem arises 

because of the use of finite basis sets, allowing the interacting fragments to use basis functions 

of each other, which were missing in the isolated fragments. This makes the overall basis set 

for the complex more extensive than the isolated fragments. The prominent solution for BSSE 

is the counterpoise correction (CP). CP mitigates BSSE by recalculating energies of fragments 

in the presence of ghost basis sets of another fragment(s). Generally, BSSE is significantly 

reduced as one uses larger basis set. 

For simplifying the treatment of core electrons in basis sets of heavier atoms, a pseudopotential 

or effective core potential (ECP) is used.15 ECP substitutes the explicit core electrons by a 

potential, allowing for faster calculation of electronic structures. The core electrons are not 

involved in chemical bonding or reactivity, and thus can be replaced by a potential that mimics 

their effect on the valence electrons. The effective potential considers both the electrostatic 

nuclear attraction and the mean repulsion of the core electrons.  

The use of an ECP lowers the computational cost by focusing primarily on the more relevant 

valence electrons. This becomes crucial for heavier atoms, for example, Pt has 78 electrons and 

employing ECP allows considering only 10 valence electrons explicitly in the computations. 

Additionally, the relativistic effects of core electrons become significant for heavier elements, 

and ECPs can include relativistic corrections. This provides a simpler way to consider 

relativistic effects rather than restoring to full relativistic calculations. The popular examples of 

basis sets that incorporate ECPs are LANL2DZ46 and Stuttgart/Dresden (SDD)47,48. In this 

thesis, I have used SDD basis set and the corresponding pseudopotential for Ir, Pd, and Ni 

atoms. 

 

2.2.7 Ab initio molecular dynamics 

Molecular dynamics (MD) simulations are used to model time evolution of a molecule. In MD 

simulations, the following Newtonian equation of motion is solved numerically15: 
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𝐹𝑖({𝑅𝑖}) = 𝑚𝑖

𝑑2𝑅𝑖

𝑑𝑡2
= −𝛻𝐸𝑖({𝑅𝑖}) 

2.23 

  

Here, Fi, Ri, mi, and Ei represent the force, position, mass, and interaction potential function of 

the 𝑖-th atom, respectively. 

The force on each atom of the system is calculated using a suitable force field in classical 

molecular dynamics. The positions and velocities of atoms are updated at each time step based 

on the forces acting on them, and the system is propagated forward in time. Ab initio molecular 

dynamics (AIMD)49 simulations merge classical molecular dynamics with electronic structure 

calculations spontaneously, allowing for the correct representation of the dynamic behavior of 

molecules at the quantum mechanical level.  

The forces on atoms at each time step are computed using ab initio electronic structure methods 

like DFT, HF, and post-HF methods by solving the electronic Schrödinger equation (Equation 

2.10). The equations of motion are then integrated to propagate the system forward in time by 

updating the positions and velocities of atoms. The Born-Oppenheimer approximation is often 

employed in AIMD simulations, allowing for the treatment of electronic and nuclear motions 

separately. The electronic Schrödinger equation is solved at each time step to obtain the 

electronic wavefunction and energy, whereas nuclear motion is treated classically. 

 

2.2.8 Solvation 

The majority of chemical reactions take place in a liquid solution, facilitating the reaction by 

solvation of the reacting molecules. In computational chemistry, the inclusion of the solvent is 

vital for the accurate calculation of energies and other properties of the system. The effect of 

the solvent can be simulated in a reaction by either an implicit or explicit solvent model. 

 

2.2.8.1 Implicit solvation 

Implicit solvation models consider a continuous polarizable medium of the solvent surrounding 

the solute molecule. The solute is placed in a suitably shaped hole/cavity in the continuous 

medium of a specific dielectric constant. The charge distribution of the solute polarizes the 
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medium by inducing charge moments, which reflect on the molecule, generating electrostatic 

stabilization. The hole can be simply spherical or elliptical, simplifying the computation of the 

interactions. A more realistic representation of the hole will be molecular-shaped, generally 

formed by interlocking spheres on each nucleus of the solute. 

The quantum description of the solute involves the calculation of its electronic wave function 

and the corresponding electric charge moments. The electric moments induce polarization in 

the solvent medium, which in turn acts back on the molecule, tuning the electric charge 

moments as the wave function responds, and so on. Thus, interaction between the solute and 

the solvent medium must be considered in an iterative fashion, leading to various Self-

Consistent Reaction Field (SCRF) models. Polarizable continuum model (PCM)50 is a well-

known such model, which forms a molecular-shape cavity of the solute in the dielectric 

medium. The cavity is formed by interlocking spheres based on the atomic van der Waals radii 

multiplied by a specific empirical factor. The PCM model considers a comprehensive 

representation of the electrostatic potential and parametrizes the effect of the cavity based on 

the van der Waals surface area.15 

 

2.2.8.2 Explicit solvation 

In an explicit solvation model, as the name suggests, solvent molecules are considered explicitly 

during simulations. The explicit solvent molecules account for exhaustive solute-solvent 

interactions, allowing a more realistic representation of the chemical processes with enhanced 

accuracy of calculations. The problem with this approach is the considerable rise in 

computational cost due to the increase in the number of atoms to be computed and the required 

conformational sampling of the system to obtain an appropriate average of the solute-solvent 

interactions.  

The explicit solvent molecules are advantageous in certain situations, such as hydrogen bonding 

between solute and solvent, solute-solvent complex formation, or highly polar or charged 

systems. In cases where these kinds of interactions are expected, a handful of explicit solvent 

molecules can be used at the appropriate positions along with the implicit solvation model. The 

computational cost can also be reduced by combining different levels of theory, like the 

Quantum Mechanics/Molecular Mechanics (QM/MM) method.15 In this hybrid model, a critical 

part of the system (like a reactive site) can be modeled with the more accurate QM method, and 
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the surrounding environment can be modeled with classical mechanics. The system is usually 

divided into two regions, QM and MM.  

 

2.3 Methods employed in this thesis 

The method used for computing the geometries and ground state energies of intermediates and 

transition states is based on DFT. DFT offers a good balance between accuracy and 

computational cost, and has been widely used for the modelling of chemical reactions with 

acceptable accuracies.51,52 

I performed optimizations of intermediates and transition states, followed by frequency 

calculations. The presence of zero and one imaginary frequency confirmed the optimization of 

intermediates and transition states, respectively. Dispersion corrections play a vital role in 

computing the accurate energies of complexes (Section 2.2.5), so I have employed the D3BJ 

empirical dispersion correction from Grimme39 during optimizations and frequency 

calculations. The complexes were computed without any truncations or symmetry constraints. 

For Paper I-III, the hybrid DFT functional PBE023,53 was used along with the D3BJ39 empirical 

dispersion for geometry optimizations, frequency calculations, and single point energy 

calculations. These calculations were performed with the Gaussian 16 software.54 We decided 

to choose the PBE0  functional (with empirical dispersion), due to its consistency with 

experimental results for iridium-55, palladium-56, nickel-56, and several other TM-mediated 

reactions.57–59 Now, I will outline the differentiating computational protocol used in each paper 

of this thesis. 

In Paper I, the SDD basis set along with its pseudopotential47,48 was used for the iridium metal, 

and def2-SVP48,60–62 basis set was used for the rest of the atoms. The single-point calculations 

were performed using the SDD basis set and its pseudopotential for the iridium and def2-

TZVPP48,60–62 basis set for the rest of the atoms. The experimentally used solvent, toluene, was 

included in calculations using the PCM50 implicit solvation model. CP2K software63 was used 

for the ab initio molecular dynamics (AIMD) simulations of complex B (Paper I). 

For Paper II, the basis set used for locating intermediates and transition states was SDD (with 

ECP) 47,48 and def2-SVP48,60–62 for palladium metal and the rest of the atoms, respectively. The 

single-point calculations were performed with SDD(f) (with ECP and an additional f function), 
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and def2-TZVPP48,60–62 basis sets for palladium metal and the rest of the atoms, respectively. 

The PCM solvation model of benzene was used in simulations. 

For Paper III, pc-1 and pc-2 basis sets from Jensen64–67 were employed during geometry 

optimizations and single point calculations, respectively. These basis sets were used for all 

atoms except the nickel metal, for which the SDD47,48 basis set along with its pseudopotential 

was used. The implicit solvation model (PCM) of toluene was used. 

For Paper IV, we performed ab initio molecular dynamics (AIMD)49 simulations and nuclear 

magnetic resonance (NMR) calculations, in addition to geometry optimizations. The workflow 

of these calculations can be divided into two categories: static and dynamic calculations. The 

static calculations involved NMR computations on a single structure obtained through 

geometry optimization, whereas NMR calculations for the dynamic part were performed on an 

ensemble of structures obtained through AIMD simulations. Now, I will discuss the 

computational protocol used for each type of computation. 

The geometry optimization was performed using the PBE0/TZ2P level of theory,23,53,68 along 

with Grimme’s D338 empirical dispersion. Scalar and spin-orbit relativistic effects at the two-

component (2c) level were implemented using the Zeroth-order regular Hamiltonian 

(ZORA),69–71 as implemented in the ADF72 program. The implicit solvation model of benzene 

was implemented using the COSMO solvation model.73 Further, the core electrons were 

represented using a small ECP. 

AIMD simulations were conducted by incorporating explicit benzene molecules using the 

CP2K63 program. The initial model, created with Packmol,74 featured solute complex 

surrounded by 50 benzene molecules in a 20.4 Å cubic box, matching a solvent density of 0.87 

g/mL. Periodic boundary conditions were applied with a 0.25 fs timestep. Simulations utilized 

the PBE23 exchange-correlation functional and a DZVP75 Gaussian and auxiliary plane-wave 

basis set (250 Ry cutoff), treating core electrons with Goedecker–Teter–Hutter 

pseudopotentials76 and including Grimme’s D338 dispersion correction. The model, consisting 

of solute and solvent molecules, was equilibrated using a microcanonical ensemble (NVE) to 

an average temperature of 298K, followed by a 30 ps production trajectory in a canonical 

(NVT) ensemble at 298K, regulated by the CSVR77 algorithm. From this, 180 snapshots were 

randomly selected for dynamic NMR modeling with and without explicit solvents. The AIMD-
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derived geometries were used without further optimization to focus on the chemical shifts of 

the thermodynamic ensemble of structures. 

The 19F NMR shielding tensors and chemical shifts were calculated using the PBE23 functional 

and all-electron Slater-type orbitals (STO) TZ2P68 basis set. Relativistic effects were accounted 

for with the 2c-ZORA method,69–71 as implemented in the ADF program. The gauge-origin 

problem was resolved using the gauge-invariant atomic orbital (GIAO) method.78 For 

comparison with experimental data, all calculated shieldings σ(19F) were converted to chemical 

shifts δ(19F) relative to trichlorofluoromethane, computed at the same theoretical level (CFCl3, 

calculated σ(19F) = 144.01 (2c-ZORA)solv, 144.64 (NR)solv, 141.6 (2c-ZORA)gas). For dynamic 

calculations using AIMD snapshots, the final chemical shift value was averaged across an 

ensemble of structures. 

Non-covalent interactions (NCI) were analyzed using the NCIPLOT 4.0 program79 (Paper I 

and IV). The program-generated density and gradient files were used to create an isosurface 

displaying the interactions, visualized using the VMD program.80 The gradient isosurfaces (s = 

0.3 au) are colored on a blue-green-red scale corresponding to values of sign(λ2)ρ, ranging from 

-3 to 3 au. Blue indicates strong attractive interactions, green represents weak van der Waals 

interactions, and red indicates strong repulsive interactions. 
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3 Paper I: Ir-catalyzed enantioenriched allylic 

carbamate formation from CO2 

 

3.1 Asymmetric catalysis 

Enantiomers are pairs of molecules that are non-superimposable mirror images of one another. 

They play a crucial role in the pharmaceutical industry, as the therapeutic properties of a drug 

can be specific to a particular enantiomer. One of the enantiomers can be effective in curing a 

problem, while the other enantiomer can be inefficient or have adverse side effects. A notorious 

example is the thalidomide drug, which was sold as a racemic mixture in the 1960s to cure 

morning sickness. However, only one of the enantiomers was effective for the symptoms, while 

the other caused side effects.81 Unfortunately, the consumption of thalidomide by pregnant 

women lead to several birth defects.82 Notably, most of the small molecule drugs approved by 

the Food and Drug Administration (FDA) in 2020 were chiral.83 Therefore, it is essential to 

selectively form the enantiomers. 

Enantioselective (also known as asymmetric) synthesis is the process of selectively making one 

enantiomer over the other by using chiral catalysts or additives. The popularity of asymmetric 

synthesis with transition metal catalysts has surged since the 2001 Noble Prize in Chemistry, 

which was awarded to Knowles and Noyori for their exceptional work on asymmetric 

hydrogenation and to Sharpless for his pioneering contribution to asymmetric catalytic 

oxidation reactions. Chiral transition metal catalysts have become the forefront tool for 

synthesizing enantiopure drugs in modern organic chemistry.84 

There is a constant need to produce new efficient asymmetric catalysts, and to improve the 

enantioselectivity and substrate scope of already known asymmetric catalysts for a better 

quality of life. The quantum mechanical calculations, especially those using DFT, provide an 

effective way to study the reaction mechanism for catalytic reactions at a reasonable cost-to-

performance ratio. Besides validating reaction pathways, DFT can complement predicting 

reagents that improve a reaction based on calculated reaction profiles and can speed up the 

process of designing new catalysts.85,86 
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3.2 Enantioenriched carbamate from CO2 

Carbon dioxide (CO2) is an odorless, colorless, relatively non-toxic, and non-flammable gas, 

and it is abundantly present in the atmosphere due to anthropogenic sources like the generation 

of electricity and heat, transportation, manufacturing, and agricultural practices. CO2 has the 

highest share of greenhouse gases in the atmosphere and is the primary driver of climate change. 

Carbon capture, utilization, and storage (CCUS) offers a way to mitigate CO2 emissions and 

reduce the existing amounts of CO2 from the atmosphere.87 An example is the company Carbon 

Recycling International in Iceland, which converts CO2 emitted from a geothermal power plant 

to methanol, a green fuel, and a widely used solvent.88  

The high abundance and harmful climate effects of CO2 presents a golden opportunity for 

chemists to use it as a C1 synthon for generating value-added products. Owing to the 

thermodynamic stability and kinetic inertness of CO2, catalysts are often a good choice for 

reducing it to products of higher value.89–91 As stated in the previous section, enantioenriched 

products are crucial for pharmaceutical industries, medicinal chemistry, material science, and 

agrochemistry, and thus forming chiral products from CO2 is important. There are some 

catalytic enantioselective reactions reported in the literature using CO2 to generate chiral 

carboxylic acids,92 esters,93 carbonates,94 and carbamates.95  

Organic carbamates are a significant group of compounds present in bioactive species, 

pharmaceuticals, and agricultural chemicals.96,97 They are versatile molecules present as 

directing or leaving groups, and intermediates in organic synthesis. Additionally, among the 

various high-energy nucleophiles, amines are energy-efficient candidates for the chemical 

fixation of CO2 through C-N bond formation.98 Despite this, the catalytic formation of chiral 

carbamates from CO2 remains largely underexplored, with only a handful of examples in the 

literature. Recently, progress in this area has been made: Jiang and coworkers synthesized 

enantioenriched axially chiral carbamates with CO2 via a Cu-based catalyst.99 Additionally, 

Ryuichi et al. performed enantioselective formation of 2-oxazolidinones by CO2 utilization.100 

Zhao and coworkers101 synthesized branched allyl carbamates via an enantioselective reaction 

with CO2 (Scheme 3.1 (R1)). The process uses cinnamyl chloride, propyl amine, CO2 and 

DABCO as reagents in the toluene solvent and converts them to major product 3. The reaction 

is catalyzed by the iridium metal coordinated to chiral phosphoramidite (L1) and 1,5-

cyclooctadiene (COD) ligands. The formed product 3 is an enantioenriched branched allyl 
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carbamate with 94% ee of he (R)-enantiomer. In a different work from the same research 

group,102 the authors used the same reagents and catalyst, except switching DABCO and toluene 

with K3PO4 and DMSO, and reported the formation of 3 with 35% ee for the (S)-enantiomer 

(Scheme 3.1 (R1)). 

 

 

Scheme 3.1 The asymmetric allylic substitution reaction employing an iridium-based catalyst 

coordinated to a chiral phosphoramidite ligand (L1)  and COD to generate 3 with R1) 94% ee (R),101 and 

R2) 35% ee (S).102  

 

The opposite enantioselectivity from two studies employing the same (S,S,Sa)-L1-Ir catalyst 

suggests that the enantioselectivity is either wrongly inferred or can be easily perturbed by the 

environment, like with a change in solvent or base. The computational methods can aid in 

deducing the reaction mechanism and thus rationalizing the selectivity. It is also interesting to 

find the role of the iridium catalyst and the amine for activating CO2 towards the reaction. In 

this project, we set out to investigate the mechanistic details and selectivity-determining factors 

using computational methods. My contributions to this project were the simulations with 

computational methods, literature search, data visualization and analysis, conceptualization, 

and authoring of the text for the draft leading to Paper I. In this chapter, I will be discussing 

the computational findings of the project and only mention experimental results when a 

comparison is required. 
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3.3 Studied Mechanisms 

We chose cinnamyl chloride and propyl amine as the model substrates for studying the reaction 

mechanism in Paper I because they gave excellent yield and selectivity for product 3, and were 

relatively simpler to compute than most other substrates.101 Based on my computations, we 

present two probable mechanisms, presented in Scheme 3.2. The activated catalytic complex is 

formed by the coordination of bidentate COD and bidentate phosphoramidite ligands. The 

phosphoramidite ligand forms a cyclometalated ring around the iridium metal, coordinating via 

a phosphorus and a carbon atom, which is assumed to be the active catalytic species (Scheme 

3.2a).103,104 The vacant site of the activated catalyst is occupied by the cinnamyl chloride via a 

π-interaction, giving the initial complex A. 

Mechanism I begins with the SN2-type oxidative addition105 of the cinnamyl chloride, giving 

(η3-allyl)iridium(III) complex B with a computed barrier of 15.1 kcal/mol (Scheme 3.2a). The 

dissociated chloride ion makes weak non-covalent interactions with the ligands in B. The 

optimized geometry of the corresponding TS for oxidative addition is shown in Figure 3.1a. 

Further, we assume that the propyl amine performs a nucleophilic attack on CO2 to form a 

carbamic acid adduct stabilized by DABCO through hydrogen bonding (F). Subsequently, the 

formed carbamate attacks through the nucleophilic oxygen on the benzylic carbon of the Ir-

bound allyl to give product complex C. The barrier for the nucleophilic attack of carbamate on 

the allyl is 17.6 kcal/mol, and the optimized TS is shown in Figure 3.2a. We propose that the 

chloride ion leaves with the DABCO-proton pair (G) during this step. A molecule of cinnamyl 

chloride replaces the branched allyl carbamate product in C, concluding the proposed catalytic 

cycle in mechanism I. 

In mechanism II (Scheme 3.2b), the propyl amine replaces cinnamyl chloride in A to give 

complex B1 in the first step. The amine attacks the incoming CO2 to form a carbamate 

zwitterion via an outer sphere TS, i.e., the iridium metal does not interact with CO2 during the 

nucleophilic attack by amine. However, iridium makes non-covalent interactions with the 

hydrogen atom of the amine in the TS as shown in Figure 3.1c. The barrier for carbamate ion 

formation is 21.3 kcal/mol. The resulting complex C1 has higher energy than the CO2 insertion 

TS by 2.1 kcal/mol. DFT underestimates the barriers sometimes,106–108 and this can be the 

probable reason behind the higher energy of the intermediate than the TS. 
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Scheme 3.2 The computed mechanisms, a) I, and b) II for the Ir-catalyzed allylic substitution reaction 

to form the enantioeneriched allyl carbambate. Free energies computed at 298 K (values in kcal/mol, 
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PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). The 

energetic reference state for the mechanistic cycles is complex A. 

 

I was unable to locate an inner-sphere TS, where iridium interacts with CO2 directly during 

carbamate zwitterion formation. Next, we propose that DABCO abstracts a proton from the 

carbamate ion and leaves the reaction cycle along with the dissociated chloride ion from the 

incoming cinnamyl chloride. This results in the formation of complex E by the coordination of 

carbamate and η1-allyl ligands. The intramolecular attack of carbamate on the benzylic carbon 

of allyl gives the product complex C (same as in Mechanism I). The branched allyl carbamate 

product is formed by its replacement by cinnamyl chloride from C. 

 

 

Figure 3.1 The optimized transition state geometries for a) the oxidative addition of cinnamyl chloride 

(TSA-B) and b) the nucleophilic attack of carbamate on the allyl (TSB-C), corresponding to the mechanism 

I. The TS geometry for c) the nucleophilic attck of the amine on CO2 (Mechanism II, TSB1-C1). The 

relevant distances in the TSs are given in Å.  The geometries computed at 298 K (values in kcal/mol, 

PBE0-D3(BJ)/def2-TZVPP,SDD[Ir](PCM)//PBE0-D3(BJ)/def2-SVP,SDD[Ir](PCM) level of theory). 

 

The two computed mechanisms present different intermediates for the reaction we are studying. 

Overall, the intermediates in mechanism I (Scheme 3.1a) are lower in energy than the 

mechanism II (Scheme 3.2b). Specifically, the intermediates formed from A in two mechanisms 
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are B and B1, having energies of 3.3 and 11.5 kcal/mol, respectively. This suggests that B will 

be present abundantly in the reaction mixture compared to B1. The CO2 insertion barrier for 

carbamate ion formation in mechanism II is 21.3 kcal/mol, which is 3.7 kcal/mol higher than 

the nucleophilic attack barrier in mechanism I. Additionally, the mechanism I agrees with the 

previously studied mechanisms in the literature.104,109,110 These factors suggest that mechansim 

I is more favorable and therefore it will be studied further in this chapter. 

 

3.4 Configurational Study 

The amount of one enantiomer present in excess over the other enantiomer is defined as ee (eq. 

3.1). In computational chemistry, the ee is evaluated from the energy difference between the 

pair of diastereomeric TSs (ΔΔG‡) using the formula given in the equation 3.2. 

𝑒𝑒 𝑒𝑥𝑝(%) =  
[𝑅] − [𝑆]

[𝑅] + [𝑆]
∗ 10 

 

3.1 

𝑒𝑒𝑡ℎ𝑒𝑜(%) =  
1 − 𝑒−∆∆𝐺#

𝑅𝑇⁄

1 + 𝑒−∆∆𝐺#
𝑅𝑇⁄

∗ 10 

 

3.2 

 If there are more than two closely lying diastereomeric TSs, then ee is calculated as a sum over 

all these TSs. Figure 3.2 displays a generalized plot between ΔΔG‡ and ee at 298 K. The ee 

increases steeply for low values of ΔΔG‡, as an ee of 69 % is achieved at only 1 kcal/mol. The 

ee is quite sensitive to the ΔΔG‡, especially for the values lower than 2 kcal/mol, as a small 

change in ΔΔG‡ leads to a significant change in ee. This suggests that the method used for 

computing TSs should be accurate and the energetically lowest lying pair of TSs should be 

taken into account. 
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Figure 3.2 The plot of difference between the pair of diastereometric TSs (ΔΔG‡) and ee at 298 K. The 

data for the graph was generated using the eq. 3.2. 

 

The computed mechanism I (Scheme 3.2a) has TSs at two steps, i.e., the oxidative addition of 

cinnamyl chloride (TSAB), and the nucleophilic attack of carbamate (TSBC). In both the TSs, 

six coordination sites of iridium are occupied by three ligands, namely, COD, L1, and allyl, and 

are arranged in an octahedral fashion.111 The ligands can be present around iridium in eight 

different arrangements (I-VIII) as shown in Figure 3.3. To account for the most stable TSs for 

calculating the ee, we computed TSAB and TSBC with isomers I-VIII. 

The TSAB renders two possible arrangements of the allyl ligand in complex B, generating a re 

or si face of the trigonal benzylic carbon atom of the allyl. The resulting complexes are denoted 

as Bre and Bsi, and are represented in Figure 3.4. The nucleophilic attack of the carbamate to 

the re and si faces, occurring from the top of allyl, gives a R or S configuration of the product. 

Thus, we computed two TSs for each isomer of TSAB, amounting to sixteen TSs in total (Table 

3.1). 
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