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Abstract. The process of re-publishing soccer videos on social media of-
ten involves labor-intensive and tedious manual adjustments, particularly
when altering aspect ratios while trying to maintain key visual elements.
To address this issue, we have developed an AI-based automated crop-
ping tool called SmartCrop which uses object detection, scene detection,
outlier detection, and interpolation. This innovative tool is designed to
identify and track important objects within the video, such as the soccer
ball, and adjusts for any tracking loss. It dynamically calculates the crop-
ping center, ensuring the most relevant parts of the video remain in the
frame. Our initial assessments have shown that the tool is not only prac-
tical and efficient but also enhances accuracy in maintaining the essence
of the original content. A user study confirms that our automated crop-
ping approach significantly improves user experience compared to static
methods. We aim to demonstrate the full functionality of SmartCrop,
including visual output and processing times, highlighting its efficiency,
support of various configurations, and effectiveness in preserving the in-
tegrity of soccer content during aspect ratio adjustments.
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1 Introduction

Media consumption has expanded beyond traditional platforms, and content
must be curated and prepared in various formats [32]. Today, people are spend-
ing a huge amount of time to manually generate content to be posted in various
distribution channels, targeting different user groups. With the rise of artificial
intelligence (AI), such processes can be automated [7, 21]. Using soccer as a
case study, we have earlier researched and demonstrated tools to automatically
detect events [23–25], clip events [34,35], select thumbnails [10,11] and summa-
rize games [8, 9]. The next step is to prepare the content for specific platforms,
ranging from large television screens to compact smartphones. Each platform
and view mode might require different aspect ratios, necessitating an adaptive
presentation that remains consistent in its delivery of content to audiences, irre-
spective of the viewing settings, i.e., cropping the original content to the target
platform while preserving its essence.
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Fig. 1: Smart cropping using object detection. Red dot marks the calculated cropping-
center point in the frame (the ball), red square marks the cropping area.

To capture the saliency of soccer videos, the cropping operation must consider
dynamic objects such as the ball and players at the same time as the camera itself
is moving. Traditionally, video cropping is performed manually using commercial
software tools, selecting the area of interest in a frame-by-frame manner, which
is a tedious and time-consuming operation. With the sheer volume of content
and the demand for timely publishing, manual approaches are unsustainable.
Hence, the domain has witnessed a shift towards automated solutions using AI.

There are several areas of research related to cropping, such as changing the
video aspect ratio, e.g., content-adaptive reshaping (warping) [17, 22], segment-
based exclusion (cropping) [5, 12, 19, 27], seam extraction [14, 37] and hybrids
of these techniques [1, 16, 38], as well as detecting the location of important
objects in a frame, e.g., single shot multibox detector [20], focal loss for dense
object detection [18], faster R-CNN [29], and YOLO [28]. In the context of our
work, YOLOv8 has a specialized ball detector. However, challenges inherent in
soccer broadcasts, such as swift player movements, sudden changes in camera
perspectives, and frequent occlusions, necessitate adjustments to YOLOv8’s neu-
ral network layers. Furthermore, ensuring the consistent visibility of the soccer
ball is non-trivial, and challenges such as inconsistent detection, rapid lighting
changes, player occlusions, and camera angles can hinder its accurate detection.

The goal of our work is to develop an AI-based smart cropping pipeline tai-
lored for soccer highlights to be published on social media. We have developed
SmartCrop [6] for delivering various media representations using a fine-tuned
version of YOLOv8 for object detection, and tracking the ball through an ex-
tended logic including outlier detection and interpolation, for calculating an ap-
propriate cropping-center for video frames. This is shown in Figure 1. Initial re-
sults from both objective and subjective experiments show that SmartCrop in-
creases end-user Quality of Experience (QoE). We will demonstrate our pipeline
step-by-step in interactive fashion, where participants can configure settings such
as the target aspect ratio, and chose among various methods for object detection,
outlier detection, and interpolation.



AI-Based Cropping of Soccer Videos 3

2 SmartCrop

The guiding principle for the SmartCrop pipeline [6] is to use the soccer ball as
the Point of Interest (POI), i.e., the center of the cropping area, as illustrated by
Figure 1. When the ball is visible within the frame, it is the primary focal point
for the cropping. If it is absent, we employ outlier detection and interpolation to
select an appropriate alternative focal point. The pipeline is depicted in Figure 2.

All video formats can be processed by SmartCrop, in this demo we use an
HTTP Live Streaming (HLS) playlist as video input. To reduce runtime, the
pipeline searches inside the HLS manifest and selects the lowest quality stream
available, which has the smallest resolution. After pre-processing, the first step
is scene detection, which runs SceneDetect [3] and TransNetV2 [33]. These
models jointly segment the video into distinct scenes, allowing each to serve as
a separate unit for further steps.

The object detection module can employ one of the various supported al-
ternative YOLOv8 models [13,36]. Here, we tested various alternatives as shown
in Figure 3 (Sc01 to Sc05 based on YOLOv8-nano, small, medium, large, xlarge
respectively), and opted for the medium architecture as a baseline after consider-
ing several trade-offs. Larger architectures offer slightly better performance, but
at a significantly increased computation time. On the other hand, smaller mod-
els provide quicker processing, but suffer from reduced accuracy. Starting with
Sc06 (previously trained on 4 classes as detailed in [26]), we used the YOLOv8-
medium model, fine-tuning it on a dataset that included 1,500 annotated images
from Norwegian and Swedish soccer leagues, plus 250 images from a public soc-
cer dataset [30]. The model went through multiple training scenarios with dif-
ferent hyperparameters, Sc11 representing the final and most effective scenario
in this series. This specific configuration involved processing high-resolution im-
ages and utilized an increased batch size for more effective learning. The training
approach for featured extended training epochs, a carefully calibrated learning
rate for steady model development, and a tailored dropout rate to ensure ro-
bust generalization. This structured training regimen enabled Sc11 to achieve
significant accuracy in detecting balls, players, and logos, establishing it as the
optimal configuration for the object detection module.

Fig. 2: SmartCrop pipeline overview.
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The outlier detection module is designed to identify and exclude anomalous
data points, known as outliers, from the detected positions of the soccer ball.
This is crucial for enhancing the system’s robustness. Outliers are data points
that deviate significantly from the majority, lying beyond a pre-set threshold.
To accurately determine these thresholds, we integrated three distinct methods:
Interquartile Range (IQR), Z-score, and modified Z-score, all described in [31].
After outlier detection, we use interpolation to estimate the position of the
ball for frames where the ball is not detected. The module can impute missing
data points using various alternative interpolation techniques, including linear
interpolation [2], polynomial interpolation [2], ease-in-out interpolation [15], and
our own heuristic-based smoothed POI interpolation [6].

The cropping module is used to isolate regions of interest within the frames,
reducing computational complexity and improving focus on key areas. It crops
each frame using ffmpeg, based on the aspect ratio dictated by the relevant
parameter in the user configuration. Overall, the pipeline undertakes either ball-
centered cropping, where cropping dimensions are computed dynamically based
on the coordinates created by the interpolation module (optimal operation),
or frame-centered cropping, where cropping dimensions are computed statically
based on the aspect ratio and frame dimensions, to point to the mathematical
frame center (fallback in case of too few ball detections, or explicit user con-
figuration not to use "smart" crop). As output, SmartCrop returns an .mp4
file generated from the cropped frames. It also has additional functionality to
prepare processed data for visualization, summarization, and further analysis.

3 Evaluation

To evaluate SmartCrop, we performed both objective and subjective experi-
ments. Figure 3 presents the object detection performance of various YOLO
configurations. Notably, Sc11 significantly outperforms all other models. In this
experiment, we monitored the precision and recall across training epochs to en-
sure effective learning without overfitting. Starting from epoch 1 with a precision
of 0.71 and recall of 0.046, there was a gradual increase, achieving a precision of
approximately 0.969 and a recall rate of 0.896 by epoch 109. This trend suggests
that the model is effectively learning to identify more positive samples (high pre-
cision) and capturing a larger proportion of total positive samples (high recall).
To guard against overfitting, we implemented several strategies, including regu-
lar validation on a separate dataset, early stopping if the validation loss ceased
to decrease, and a dropout rate.

To evaluate the outlier detection and interpolation performance, we as-
sessed the Root Mean Square Error (RMSE) [4] of various methods against a
meticulously annotated ground truth derived from a 30-second soccer video,
detailing the ball’s position in each frame. Following the validation, the IQR
method demonstrated superior accuracy and has since been integrated as the de-
fault approach in our pipeline. Among alternative interpolation methods, heuris-
tic interpolation [6] proved to perform best and has been adopted as the default.
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Fig. 3: The performance of various YOLO models in terms of ball true positive (TP)
detections. Note that the y-axis starts at 40% to better highlight differences.

To evaluate system performance, we tested a local deployment on an
NVIDIA GeForce GTX 1050 GPU with 4GB memory, focusing on the impact of
the Skip Frame parameter. Most modules, such as scene detection and cropping,
maintained consistent execution times across different configurations. However,
by adjusting the Skip Frame parameter from 1 to 13, the object detection mod-
ule’s execution time decreased 70% due to processing fewer frames.

To assess the end-to-end subjective performance of the pipeline, we per-
formed a user survey via Google Forms to retrieve feedback from participants
in a crowd-sourced fashion on the final cropped video output. We compared 2
static and 4 dynamic approaches, as shown in Table 1. Two representative videos
were selected to evaluate each approach, one of normal gameplay with fast mo-
tion and edge field features (video 1) and one of a goal with varying motion and
ball occlusion features (video 2), each cropped to 1:1 and 9:16 target aspect ra-
tios. Thus, four cases were constructed overall (two videos, each cropped to two
aspect ratios) to compare the performance of six different cropping approaches
(where the full SmartCrop corresponds to approach 6). We recruited 23 par-
ticipants (9 female, 14 male) with ages ranging from 18 to 63 (mean: 30.95),
all of whom were active on social media. For each case, the participants first
viewed the original video, and then each of the processed videos corresponding
to cropping approaches 1-6, which they rated using a 5-point Absolute Category
Rating (ACR) scale, as recommended by ITU-T P.800. As shown in Figure 4,
one-way repeated measures ANOVA results indicate an overall improved QoE
for both videos in both aspect ratios, for SmartCrop (approach 6).

No Crop Centering Description Outlier detection Interpolation
1 frame-centered static no padding ✖ ✖
2 frame-centered static w/black padding to 16:9 ✖ ✖
3 ball-centered use last detected ball position ✖ ✖
4 ball-centered w/interpolation ✖ ✔
5 ball-centered w/outlier detection ✔ ✖
6 ball-centered w/interpolation & outlier detection ✔ ✔

Table 1: Cropping alternatives used in the subjective evaluation.
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(a) Target aspect ratio 1:1 (b) Target aspect ratio 9:16

Fig. 4: QoE ratings for different target aspect ratios with 95% confidence intervals.

4 Demonstration

We demonstrate the SmartCrop pipeline with a graphical user interface (GUI)
as depicted in Figure 5. First, the participants set up the cropping opera-
tion by selecting an HLS stream and setting configuration parameters such
as output aspect ratio, skip frame, object detection model, outlier detection
model, and interpolation model. Then, the pipeline can be started, which runs
in three steps; i) scene and object detection; ii) outlier detection and inter-
polation; and iii) cropping and video output. For each of the steps, our GUI
provides debugging information (e.g., execution time in the text output box),
as well as intermediate results in terms of visual output (video output win-
dow), to demonstrate the individual contributions of various modules. Finally,
the cropped video can be viewed. A video of the demo can be found here:
https://youtu.be/aqqPWfrPmsE, with more details on the pipeline in [6].

Fig. 5: SmartCrop GUI - shown here is an intermediate result with POI markings.
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